In the Name of God

17 « ¥

JOVC P Rt o 1
(Ols SaasS a)

Proceedings of the 9" Seminar on Harmonic
Analysis and Applications

27-28 January 2022

Amirkabir University of Technology (Tehran
Polytechnic), Iran



Organizers

2y

1 +¥

5 ol im0 oSS
(Ol Ss 5)

Sponsor




Organizers

o
l!ﬁﬁh |

Scientific Committee

Abdolrasoul Pourabbas (Amirkabir University of Technology)

S. Mansour Vaezpour (Amirkabir University of Technology)
Alireza Medghalchi (Kharazmi University)

Rasoul Nasr-Isfahani (Isfahan University of Technology)
Massoud Amini (Tarbiat Modares University)

Gholam Hossein Esslamzadeh (Shiraz University)

Rajab Ali Kamyabi Gol (Ferdowsi University of Mashhad)
Hamid Reza Ebrahimi Vishki (Ferdowsi University of Mashhad)
Mohammad Ali Dehghan (Valiasr University of Rafsanjan)

Ali Ghaffari (Semnan University)

Mehdi Rostami (Amirkabir University of Technology)

Morteza Essmaili (Kharazmi University)

Mohammad Reza Ghanei (Isfahan University-Khansar)

Mehdi Nemati (Isfahan University of Technology)

Hossein Javanshiri (Razi University)

Amir Sahami (Ilam University)

Ali Bagheri-Bardi (Persian Gulf University)

Amin Mahmoodi (Islamic Azad University-Central Tehran Branch)
Fatemeh Abtahi (Isfahan University)

Narges Tavallaei (Damghan University)

Seyed Mohammad Tabatabaie (Qom University)

Reihaneh Raisi Tousi (Ferdowsi University of Mashhad)
Fahimeh Arabyani Neyshaburi (Hakim Sabzevari University)
Ahmad Shirinkalam (Islamic Azad University-Central Tehran Branch)
Hoger Ghahramani (University of Kurdistan)



Executive Committee

Mehdi Rostami (Amirkabir University of Technology)
Abdolrasoul Pourabbas (Amirkabir University of Technology)
S. Mansour Vaezpour (Amirkabir University of Technology)
Behzad Najafi Saghezchi (Amirkabir University of Technology)
Zeinab Akhlaghi (Amirkabir University of Technology)
Mojtaba Torkian (Amirkabir University of Technology)
Fatemeh Essmaili (Amirkabir University of Technology)

The organizers of the seminar wish to thank all people of Mathematics and
Computer Science Department for their help.



Day 1: Thursday 27 January 2022

Opening Ceremony

08:00-10:00

1. Moments with the Holy Quran
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. National Anthem of the Islamic Republic of Iran

. A short clip about Amirkabir University of Technology
. Speech by the Head of the Seminar

. Speech by the Chair of the Department

. Speech by the President of the Iranian Mathematical Society (IMS)

7. Commemoration of the Deceased Professor Mahmood Lashkarizadeh Bami

Plenary Talk

10:00-11:00

A. Arefijamal

A look at current topics in frame theory

11:00-11:20

V. Khodakarami

The first Hochschild cohomology groups of Banach algebras with coefficients in
special Banach A-bimodules

Z. Hamidi Fiberization method for identification of Gabor frames
M. Imanfar Primitive ideals of ultragraph algebras

11:20-11:40
A. Jabbari Inner amenability of transformation groups

A. Askarizadeh

On exact and woven g-frames

K. Oustad On character amenability of weighted convolution algebras
11:40-12:00
E. Nasrabadi Characterization of 2-cocycles and 2-coboundaries on direct sum of Banach algebras
H. Ghasemi Continuous frames and Riesz basis in Hilbert C*-modules
B. Hayati Approximately module homomorphisms




Launch at Home

13:40-14:00

A. Ebadian Some results on matrix valued group algebras and spaces

J. Cheshmavar Study on operator representation of frames in Hilbert spaces

E. Tamimi On I*1-Munn algebras and Connes amenability
14:00-14:20
H. Lakzian Biprojectivity and biflatness of bi-amalgamated Banach algebras
F. Azizi Reconstruction of tomographic images using deep learning and shearlet transform

F. Olyani Nezhad | Orthogonality preserving pairs

Coffee at Home

Invited Talks

A. Bagheri Bardi | Operator Valued Measurable Functions
14:30-15:20

Coffee at Home
G. Kutyniok Harmonic Analysis Meets Artificial Intelligence
15:30-16:20

Coffee at Home
C. Cabrelli Dynamical Sampling and Orbits of Operators
16:30-17:20

Coffee at Home
|. Todorov Herz-Schur Multipliers of Dynamical Systems
17:30-18:20

Coffee at Home
N. Spronk Eberlein-de Leeuw-Gicksberg Decompositions For Fourier Stieltjes Algebras
18:30-19:20

Dinner at Home with Your Family




Day 2: Friday 28 January 2022

09:00-10:00

M. Rostami Operator spaces with applications to abstract harmonic analysis
10:00-10:20

E. Ghaderi (o,T)-Amenability of AxB

H. Keshavarzi

Characterization of forward, vanishing, and reverse Bergman Carleson measures

using sparse domination

K. Oustad Pseudo-amenability of weighted semigroup algebras
10:20-10:40
A. Alinejad The notion of quasi-multipliers on topological algebraic Structure

F. Esmaeelzadeh

The irreducible representations on generalized Weyl- Heisenberg groups

A. Hosseini Diagonal-preserving of C*-algebras
10:40-11:00
A. Khosravi Orthogonally additive homogeneous polynomials on the second dual of a Banach
algebra
S. S. Jafari Some remarks on amenable action on the predual of a W*-algebra
M. Jaddi Fatou's lemma and reverse Fatou's lemma for pseudo-integrals

Coffee at Home

11:20-11:40

A.Zivarikazempour

On zero product determined Banach algebras

H. Hosseinnezhad

Representation of the inverse of generalized multipliers in Hilbert C*-modules

A. Dianatifar Pointwise eventually nonexpansive actions of amenable semigroups in dual Banach
spaces and fixed points
11:40-12:00
M. Ghasemi Left centralizers on the 6-Lau product of Banach algebras




F. Olyani Nezhad

€-Orthogonality preseving of Hilbert C*-modules

A. Askarizadeh

Woven and P-woven frames

12:00-12:20
A. Shirinkalam Two Banach algebras associated with a locally compact groupoid
S. S. Razavi Applications on Integral equations in C*-algebra-valued S_b-metric spaces
A. Akrami A note on (weak) phase retrievable real Hilbert space frames
12:20-12:40
E. Tamimi ®-Connes module amenability of semigroup algebras
A. Reza Convolution and convolution type C*-algebras
Launch at Home
Invited Talks
M. Hormozi A Journey Into Real Harmonic Analysis
15:00-15:50
Coffee at Home
H. Mousavi Fixed Scale Improving Inequalities Over Averages Along the Prime Numbers
16:00-16:50
Coffee at Home
Y. Choi Amenable Algebras of Operators on Hilbert Spaces
17:00-17:50
Coffee at Home
E. Samei Spectral Properties of Group Algebras and Their Relations with Amenability
18:00-18:50
18:50-19:20 Closing Ceremony
19:20

Dinner at Home with Your Family
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A Look at Current Topics in Frame Theory

Ali Akbar Arefijamaal
Department of Mathematics and Computer Sciences, Hakim Sabzevari University, Sabzevar, Iran
Email: arefijamaal@hsu.ac.ir

ABSTRACT. In this talk we survey recent results, as well as related results in the theory of
frame. Traditionally, dual frames have been used to represent every element of underlying
Hilbert space as a linear combination of the frame elements (reconstruction formulas). Finding
an optimal dual frame which minimizes the reconstruction errors when erasures occur is a
classical problem in frame theory. In some problems in distributed signal processing and
wireless sensor networks we need to recover the elements of underlying Hilbert space by the
frame coefficients of a pair of frames, no matter which kind of frame coefficients has been made
at each sensor. Such frames, are called woven frames, have potential applications in several
directions and can replace a pair of dual frames. Phase retrieval is an old problem in signal
processing and has been studied for over 100 years by electrical engineers. In the setting of
frame theory, the concept of phaseless reconstruction was introduced in 2006 and developed by
many researchers.

Keywords: Frames, Optimal dual frames, Weaving of frames, Phase retrieval.

AMS Mathematical Subject Classification [2010]: 42C15, 15A29.
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Operator Spaces with Applications to Abstract Harmonic Analysis

Mehdi Rostami
Department of Mathematics and Computer Science, Amirkabir University of Technology (Tehran
Polytechnic), Tehran, Iran

Email: mross@aut.ac.ir

ABSTRACT. In this note wa give a brief introduction to the notion of operator spaces and its
basic ideas for which is a refinement of Banach space theory. This is a power tool in the study
of quantum mathematics and quantum physics. Some tensor product of operator spaces is
investigated. After that some cohomological properties of Banach algebras are described. At
the end, we consider some applications in abstract harmonic analysis on locally compact
groups.

Keywords: Operator spaces, Amenability, Fourier algebras.

AMS Mathematical Subject Classification [2010]: 46L07, 43A10, 43A30.
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Operator Valued Measurable Functions

Ali Bagheri-Bardi
Faculty of Intelligent Systems and Date Science, Department of Mathematics, Persian Gulf University,
Iran
Email: bagheri@pgu.ac.ir
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Harmonic Analysis Meets Artificial Intelligence

Gitta Kutyniok
Department of Mathematics, Ludwig Maximilian University, Munich, Germany
Email: kutyniok@math.lmu.de
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Dynamical Sampling and Orbits of Operators

Carlos Cabrelli
Departmento de Matematica, Facultad de Ciencias Exactas y Naturales, Universidad de Buenos Aires,
Argentina
Email: cabrelli@dm.uba.ar
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Herz-Schur Multipliers of Dynamical Systems

Ivan Todorov
Department of Mathematical Sciences, University of Delaware, Newark, USA
Email: todorov@udel.edu
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Eberlein-de Leeuw-Glicksberg Decompositions of Fourier Stieltjes
Algebras

Nico Spronk
Department of Pure Mathematics, University of Waterloo, Canada

Email: nico.spronk@uwaterloo.ca
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A Journey Into Real Harmonic Analysis

Mahdi Hormozi
School of Mathematics, Institute for Research in Fundamental Sciences (IPM), Tehran, Iran

Email: me.hormozi@gmail.com
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Fixed Scale Improving Inequalities Over Averages Along the Prime
Numbers

Hamed Mousavi
School of Mathematics at the Georgia Institute of Technology
Email: hmousavi6@gatech.edu
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Amenable Algebras of Operators on Hilbert Spaces

Yemon Choi
Department of Mathematics and Statistics, Lancaster University, United Kingdom
Email: y.choil@lancaster.ac.uk
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Spectral Properties of Group Algebras and Their Relations with
Amenability

Ebrahim Samei
Department of Mathematics and Statistics, University of Saskatchewan, Canada

Email: samei@math.usask.ca
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The first Hochschild cohomology groups of Banach algebras with
coefficients in special Banach A-bimodules

E. Feizi, V. Khodakarami*

Mathematics Department, Bu-Ali Sina University, Hamadan, Iran

ABSTRACT. Let A be a Banach algebra and ¢, ¥ be characters on A. In this paper we consider
the class ¢M1‘2 of Banach A-bimodules X for which the module actions of A on X is given by
a-z=¢(a)z, z-a=1YP(a)z (a € A,z € X) and we study the first continuous Hochschild
cohomology groups of A with coefficients in X €4 ./\/l;z We obtain to a characterization of the
vanishing of H(A, X) for every X € M,ﬁ by H'(A,C) for C €4 M;?}.

Keywords: first cohomology group, Banach algebra, bimodule, character on Banach
algebra.

AMS Mathematical Subject Classification [2010]: 16E49, 46M20, 46H99.

1. Introduction

Let A be a Banach algebra, X be a Banach A-bimodule, and H"(A, X) (n > 1) be the n*"
continuous Hochschild cohomology group of A with coefficients in X. It is interesting to study the
structure of H"(A, X) (n > 1), where coefficients are in different Banach A-bimodules X, and its
vanishing conditions.

Let A be a Banach algebra and ¢ € A(A)|J{0} (A(A) is the set of all nonzero characters of
A). We denote by SM;? the class of all Banach A-bimodules X with the module actions

z-a=a-z=¢(a)z, (a€e A,z e X).
In [3], we study the first and second Hochschild cohomology groups of a Banach algebra A with
coefficients in X, where X € S/\/lg and ¢ € A(A)|J{0} is fixed. Also, we check the property
that H'(A, X) = 0 for every X € SM?, and we reach to a characterization of the property that
H'Y(A,X)=0forevery X € S/\/lg by point derivations. We also obtain sufficient conditions under

which the first or second cohomology group of A with coefficients in X € S./\/lﬁ vanishes or the
second group is Hausdorff.

In this paper, as an extension of [3], we remove the symmetry property of Banach A-bimodule
X e S/\/lg by the module actions

a-z=¢(a)r x-a=1(a)z, Jae Az e X, 9 £y e A(A))
and study H'(A4, X) = 0 for every X €¢./\/l$.

2. Main results

From this point up to the last part A is a Banach algebra and ¢ # ¥ € A(A)|J{0} are
fixed, unless indicated otherwise. In this section we provide some conditions on A under which
H' (A, X) =0 for every X €4 M;ﬁ. The basic properties of A with the property that H(A, X) = 0
for every X €4 /\/11‘2 are studied.

A derivation d at ¢,9 € A(A)|J{0} on A is a linear functional satisfying

d(ab) = ¢(a)d(b) + ¢(b)d(a) (a,b€ A).
That is, d is a derivation into the bimodule C &4 M;?,, and we call this derivation ¢,1-point
derivation. In the next theorem, we obtain to a characterization of the vanishing of H'(A, X) for
every X €4 ./\/I;L1 by ¢, y-point derivations.

*speaker
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E. Feizi, V. Khodakarami

THEOREM 2.1. The following are equivalent:
(i) HY (A, X) = {0} for every X €5 M?};
(ii) HY(A, X) = {0} for some {0} # X €, M};
(iii) H'(A,C) = {0}, where C €5 M;).
PROOF. (i) = (i) is clear.
(13) = (iii): Let there be a {0} # X €, MA such that H'(A,X) = {0}. Assume that
d: A — Cis a continuous derivation, where C €4 MA Fix 0 # x € X, and define the continuous
linear map D : A — X by D(a) = d(a)z. Let a,b € A then
D(ab) = d(ab)x
= (a-d(b) +d(a)-b)x
= (6(a)d(b) + ¥(b)d(a))x
= ¢(a)d(b)x + (b)d(a)x
a-D(b)+ D(a)-b
So, D is a derivation and by the hypothesis, D = 0. Thus, for every a € A, D(a) = d(a)x = 0,
where z # 0 and d(a) € C. Hence, for every a € A, d(a) = 0. So, H'(A,C) = {0}, where C €, /\/1;2.
(131) = (i) : Let X €4 M$ and D : A — X be a continuous derivation. Let f € X* and
consider the continuous linear map fo D : A — C. Let a,b € A then
foD(ab) = f(D(ab))
fla-D(b) + D(a) - b)
= [(&(a)D(b) +1(b) D(a))
= ¢(a)f(D()) + ¢ (b)f(D(a))
= a-foD()+ foD(a)-b.
By the hypothesis, f o D = 0. Since f € X* is arbitrary, it follows that D = 0. ]

As a collarally of this theorem, we consider the following proposition:

PROPOSITION 2.2. Let A be a unital Banach algebra and X €4 ./\/lgz.
(a) If =0 or ¢ =0, then H"(A, X) = {0}.
(b) If A is commutative and ¢, # 0, then H (A, X) = H*(A, X) = {0}.

Proor.
(a) See [1, 2.8.23].
(b) This follows as [1, 2.8.24] and the last theorem. O

References

1. H. G. Dales, Banach algebra and automatic continuity, London Math. Soc. Monogr. Ser. Clarendon Press, 2000.
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Fiberization method for identification of Gabor frames

7. Hamidi*
Departeman of Pure Mathematics, Azarbaijan Shahid Madani University, Tabriz, Iran
F. Arabyani-Neyshaburi, R. A. Kamyabi-Gol
Department of Pure Mathematics, Ferdowsi University of Mashhad, Mashhad, Iran
and M. H. Sattari

Departeman of Pure Mathematics, Azarbaijan Shahid Madani University, Tabriz, Iran

ABSTRACT. In this paper we reformulate the idea of integer oversampling on closed subgroups
of a locally compact abelian group. Then, by applying the generalized Zak transform and the
fiberization technique, we obtain some characterizations of continuous Gabor frames for L?(G).

Keywords: Gabor frame, fiberization technique, Zak transform.
AMS Mathematical Subject Classification [2010]: 43A60, 43A22 .

1. Introduction and preliminaries

The main purpose of this work, is to extend and reformulate the idea of integer oversampling for
uniform lattices in [3]. However, our formulation rely on the assumption that both translation and
modulation groups are only closed subgroups and remove some other limited conditions. Moreover,
we discuss the existence conditions of such generalization. Finally, by using the generalized Zak
transform and fiberization method, we provide/s\ome characterizations of continuous Gabor frames
for L?(G) in term of a family of frames in [?(H1) for a closed co-compact subgroup H of G.

In what follows, let G be a second countable locally compact ablian (LCA) group and it is
known that such a group always carries a translation invariant regular Borel measure called Haar
measure, denoted by ug, and is unique up to a positive constant.

The mathematical theory for Gabor analysis in L?(G) is based on two classes of operators on
L?(G). The translation by A € G, denoted by Ty and is defined as T)\f(z) = f (x — \), for all
x € G. Also, the modulation by v € é, denoted by E,, and defined by E, f(z) = v(z) f(z), for all
x € G.

In the following we give the basic definition and notations of continuous frames.

DEFINITION 1.1. Let H be a complex Hilbert space, and let (M, ,,, iar) be a measure space,
where ) ,, denotes the o-algebra and pips the non-negative measure. A family of vectors { fi }renr
is called a frame for A with respect to (M, ,,, par) if

(a) the mapping M — C, k — (f, fx) is measurable for all f € H, and

(b) there exist constants A, B > 0 such that

(1) Al fIP< /M [(f ) Pduar (k) < BILF IR (f € H).

The constants A and B in (1) are called frame bounds. If {fx}renrs is weakly measurable and
the upper bound in inequality (1) holds, then {fx}rens is said to be a Bessel family with bound
B. A frame {fx}rens is said to be tight if we can choose A = B; if furthermore A = B = 1, then
{fr}ren is called a Parseval frame.

Let P be a countable or an uncountable index set, g, € L*(G) for all p € P and H be a
closed co-compact subgroup of G. The translation invariant system generated by {gp}pep with
translation along the closed co-compact subgroup H is denoted as {T}gp}hem per- Also, let for

*speaker

25



7. Hamidi, F. Arabyani, R. A. Kamyabi-Gol, M. H. Sattari

a topological space T', the Borel algebra of T is denoted by Bp. Then, consider the following
standing assumptions of [6, 7];

(I) (P,>p, pp) is a o-finite measure space,

(I) the mapping p — g,, (P, > p) — (L*(G), Br2(¢)) is measurable,

(IIT) the mapping (p, z) — gp(x), (P x G, p @ Bg) — (C, Bc) is measurable.

The family {g,}pep is called admissible or, when g, is clear from the context, simply it is said
that the measure space P is admissible. Nature of these assumptions was presented in [7]. Every
closed subgroup P; of G with the Haar measure is admissible if p — g, is continuous.

2. Main results

In this section, we present our main results, first we consider the Zak transform associated to
a closed subgroup of an LCA group [3].

DEFINITION 2.1. Let A be a closed subgroup of G. The Zak transform of a function f € L?(G)
with respect to A is the mapping Z, f, defined on G x G as

Zaf(x,€) = /A F+ NEN)dma(V).

Now, let G be an LCA group, A < G and I' < G be closed subgroups. Also, let there exists
a closed subgroup H < A so that H- < T, and let the quotients % and % to be countable. So,
in this case we can choose A; € A so that A = U2, (\; + H) and each coset of 4 contains only
one JA;, and similarly there exist v; € I, so that each coset of % contains only one «y;. Then the
frame operator of the Gabor system {E,T\g} erxeca, for a well-fitted window function g on G,

can be written as follows

Sf = /P /A (f, B, Tag) E- Trgdpua (N dur (7)

ZZ/HL/H<faEwThgij>EwThgideH(h)duHL(w)

i=1 j=1
for all f € L*(G) where
gij = T, Ey, 9.
Thus, we can see that
ZuSf = D> 1 Zugi; * | Zuft.
i=1 j=1

The forthcoming theorem, which collects the above computations, shows that the Zak trans-
form on H diagonalize the Gabor frame operator of {E,T\g}xea yer. In particular, the spectrum
of the Gabor frame operator equals the range of 7%, 3% | | Zngij [*.

THEOREM 2.2. Let g, A, T and S be as the above and there exists a closed subgroup H of G
so that
(2) H <A, and H <T.
Moreover, assume that % and % are countable. Then, we obtain ZHSZEIF = (Z;’il Z;‘;l | Zugi; |2> F,

for all F € L*(My), where My = % X HQAJ_

As a special case of Theorem 2.2 we record the following corollary.
COROLLARY 2.3. Let G be an LCA group, g € L*(G), H,A < G andT < G be closed subgroups.
Then,
(i) Zu (EyThg) (z,w) = YN Ex4(z,w)Zag(z,y+w), for al X € A, v €T and a.e. (z,w) €
G xG.

26
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(ii) If the closed subgroup H of G satisfies (2), then Zy (E,T\g) = Ex~Zug, for all A\ € T+
and v € A+,
The following Proposition, generalize Theorem 11.31 [5] from R to an LCA group G.
PROPOSITION 2.4. Let g € L*(G), and H be a closed subgroup of G. Then, the following
statements hold:
() {EyTrg}rememr is a complete system in L*(G) if and only if Zrg # 0, a.e..
(ii) If H is a uniform lattice, then {E\Txg}xcurent i a minimal system in L?(G) if and

1
S LQ(MH)
Zug

only if

It is worth noticing that for closed subgroups A,I' and H which satisfy (2), we have I't x A+ C
HxHY CAxXT. So,if Zy # 0 a.e. then the Gabor system {E,Txg}rea ~er is complete in L?(G).
However, as the following examples show, the Gabor system {E,T\g} er+t yeaL is not necessarily

complete and in case € L*(My), the Gabor system {E,T\¢}xrea yer is not minimal, in

HY
general.

EXAMPLE 2.5. Fix 0 < a < 1, set g(z) = |z|® for z € [-1,1]. It is known that the system
{T2Emg}tnmez is a Schauder basis for L?(R) (but not Riesz basis for L*(R)), [2]. So this system
is minimal and complete. Take A = %Z = %Z and H = Z, then the closed subgroups H, A
and T' satisfy (2). In addition, the Gabor system {E,T\g}rcp cm+ is complete and minimal
by Proposition 2.4. However, the Gabor system {E,T\g}rea yer is not minimal and the Gabor

system {E,T\g},enr rert is not complete in L?(R).

In the sequel, we show that, '™ < A is not a sufficient condition for the existence of desired
H with countable quotient groups, in general.

EXAMPLE 2.6. Let G =R"*, n > 1,and A =T = RxZ""!. Then I'* < A and for every closed
subgroup H so that I't < H < A we can write H = Hy x Hy where H; < R and H, < Z" !, If
H, # R, then H; = aZ for some o € R. Thus both % and % are uncountable. Moreover, if
Hy =Rie,. H=RxZ"! then r is uncountable.

In the next result, we investigate some sufficient conditions for the existence of subgroup H
satisfies (2) so that & and 7t are finite or countable.

THEOREM 2.7. Let A and " be subgroups of G and @, respectively so that T+ < A. Then the
following assertions hold;

(i) If A and T are discrete subgroups, then for every subgroup H such that T+ < H < A, the
quotient groups % and HL are finite.

(ii) If A and T are open subgroups, then there exists a closed subgroup H satisfies (2) so that

either % or % is countable.

(iil) If G s totally-disconnected and A, T are open subgroups, then there exists a compact

subgroup H satisfies (2) so that both % and % are countable.

The fiberization technique is closely related to Zak transform methods in Gabor analysis. Let
H be a closed and co-compact subgroup of G and Q C G be a Borel section of H- in G, we
consider the fiberization mapping introduced in [1], T : L?(G) — L2(,12(H™)), by

Tfw)={fw+d)}taens, (@e).

It is shown in [1] that, the fiberization is an isometric isomorphic operation.

The next result shows that the frame property of a Gabor system in L?(G) under certain
assumptions is equivalent with the frame property of a family of associated Zak transforms in
I2(HL).
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THEOREM 2.8. Let g € L*(G), A and T be closed subgroups of G and G respectively and let H
be a closed, co-compact subgroup of G satisfies (2). Then there exists a family {gku}ke% we L in
’ A

L?(G) such that following assertions are equivalent.
(i) {E,Txg}ren~er is a frame for L*(G) with bounds A and B.
(ii) {ZHLg’;;L(w,.)}kG%#eA% is a frame for ZQ(I/{I) with bounds A and B, for a.e. w € Q,
where  is a Borel section of H in G.

Finally, we exploit some connections to the results obtained in [6].

COROLLARY 2.9. Let g € L*(G), A be a closed co-compact subgroup of G and T' be a closed
subgroup ofé so that T+ < A. Then following assertions are equivalent.
(i) {E,Trg}rea ~er is a frame for L*(G) with bounds A and B.
(ii) {g(a+7)}yer is a frame for I2(AL) with bounds A and B, for a.e. a € A, where A is a
Borel section of A in G.
(iii) A < [ [Zargla+ k,x)|* du (k) < B, for a.e. a € A and x € lﬁ, where A is a Borel
section of AL in @, K C T is a Borel section of A+ in T.
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1. Introduction

To study both graph C*-algebras and Exel-Laca algebras under one theory, Tomforde [6]
introduced the notion of an ultragraph and its associated C*-algebra. Briefly, an ultragraph is a
directed graph which allows the range of each edge to be a nonempty set of vertices rather than
a singleton vertex. The structure of ultragraph C*-algebra C*(G) is more complicated, because
in ultragraph G the range of each edge is allowed to be a nonempty set of vertices rather than a
single vertex.

Ultragraph Leavitt path algebra Lr(G) was introduced in [3] as the algebraic version of ul-
tragraph C*-algebra C*(G). The algebras Lr(G) are generalizations of the Leavitt path algebras
Lr(E) [1, 2]. The class of ultragraph Leavitt path algebras is strictly larger than the class of
Leavitt path algebras of directed graphs. Also, every Leavitt path algebra of a directed graph can
be embedded as a subalgebra in a unital ultragraph Leavitt path algebra.

The aim of this paper is to give a complete description of the prime ideals as well as the prim-
itive ideals of Lx(G). Similar results obtained in ultragraph C*-algebra C*(G) are also presented
[4]. We start by recalling the definition of the quotient ultragraph G/(H,S) and it’s C*-algebra
C*(G/(H,S)) and Leavitt path algebra Ly (G/(H,S)). We characterize the graded prime ideals
in terms of the downward directed sets. To describe the structure of non-graded prime ideals,
we investigate the structure of the closed ideals of Lk (G/(H,S)) which contain no nonzero set
idempotents, and we give a complete description of primitive ideals. We show that a graded prime
ideal I( g, is primitive if and only if the quotient ultragraph G/(H, By) satisfies Condition (L).
Finally, we prove that every non-graded prime ideal in Lx(G) is primitive.

1.1. Preliminaries. We begin by reviewing some background material on ultragraph, quo-
tient ultragraph and their algebras. For more details see [6, 5].

An ultragraph G = (G°,G',rg, sg) consists of countable sets GV of vertices and G! of edges,
the source map sg : G! — G° and the range map rg : Gt — P(G°) \ {0}, where P(G°) is the
collection of all subsets of G°.

For a set X, a subcollection of P(X) is called an algebra if it is closed under the set operations
U, N and \. If G is an ultragraph, we write G° for the smallest algebra in P(G°) containing
{{v},rg(e) ;v e G and e € G'}.

DEFINITION 1.1. Let G be an ultragraph. A subcollection H C GO is hereditary if

(1) {sg(e)} € H implies rg(e) € H for all e € G.
(2) AUBe H forall A,Be H.
(3) Ac H,BeG®and BC A, imply B € H.
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The hereditary subcollection H C G is saturated if for every v € GY with 0 < |s§1(v)| < 00 we
have
{rg(e): e € G" and sg(e) =v} C H implies {v} € H.

For a saturated hereditary subcollection H C G, the breaking vertices of H is denoted by
BH::{UEGO:’sg |—oobut0<‘sg YN {e:rg(e) ¢H}‘<oo}

An admissible pair in G is a pair (H,S) of a saturated hereditary subcollection H C G° and some
S C By.

In order to define the quotient of ultragraphs we need to recall and introduce some notation.
Let G = (GY,G',rg,sg) be an ultragraph and let (H,S) be an admissible pair in G. Given
A € P(GY), denote by A := AU{w' : w € AN (By \ S)}. Also, we write GO for the algebra in
P(GO) generated by the sets {v}, {w'} and {rg(e)}, where v € G°, w € By \ S and e € G'.

Let ~ be a relation on GO defined by A ~ B if and only if there exists V € H such that
AUV = BUYV. Then, by [5, Lemma 3.5], ~ is an equivalent relation on GO and the operations

[AJU[B] = [AUB], [A]N[B] == [AN B] and [4]\ [B] := [A\ B]

are well-defined on the equivalent classes {[A] : A € GO}. One can see that [A] = [B] if and only if
both A\ B and B\ A belong to H.

DEFINITION 1.2. Let G = (G°,G',rg,sg) be an ultragraph and let (H,S
pair in G. The quotient ultragraph of G by (H, S) is the quadruple G/(H, S) := (
where

) be an admissible
©(GY), ®(G1), 7, 9),
(G = {[{v}] :ve G\ H} U{[{w'}] : w € By \ S},
®(G"):={ee G :rg(e) ¢ H},
and s : ®(G') — ®(GY) and 7 : ®(G') — {[A] : A € GO} are the maps defined by s(e) := [{sg(e)}]

and r(e) := [rg(e)] for every e € ®(G'), respectively.

For the sake of simplicity, we will write [v] instead of [{v}] for every vertex v € G°\ H. For
A,B € g9, we write [A] C [B] whenever [A] N [B] = [A]. The smallest algebra in {[4] : A € G}
containing

{[v],[w’] cv € GY\ H,w € By \S} U {r(e) te € @(gl)}

is denoted by ®(G°). It can be show that ®(G%) = {[A]: A € GO}.

A vertex [v] € ®(GO) is called a sink if [s7!([v])] = 0 and is called an infinite emitter if
|s7L([v])| = oo. A singular vertex is a vertex that is either a sink or an infinite emitter. The set of
singular vertices is denoted by ®s,(GY).

DEFINITION 1.3. Let G/(H,S) be a quotient ultragraph. A Cuntz-Krieger G/(H, S)-family
consists of projections {qp4) : [A] € ®(G°)} and partial isometries {t. : e € ®(G')} with mutually
orthogonal ranges such that

(1) q =0, qa1918) = qajnB) and qraju(B] = (4] + 4B] — 9[AN(B);

(2) t:te = dr(e)s
(3) tet: < Gs(e)s
(4) d) = 2 5(e)=[) tele Whenever 0 < |s7H([v])] < oo
The C*-algebra C*(G/(H,S)) is the universal C*-algebra generated by a Cuntz-Krieger G/(H, S)-
family.

DEFINITION 1.4. Let G/(H,S) be a quotient ultragraph and let K be a field. A Leawitt
G/(H,S)-family in a K-algebra X is a set {q[aj, te,te : [A] € ®(G°) and e € ®(G')} of elements
in X such that

(1) qp) = 0, q1A149[B] = q[A|N[B] and qiAu[B] = 41A] T 9[B] — 9[AIN[B];
(2) qs(e)te = teQr(e) =1, and %‘(e)te* = te*‘]s(e) = tex;
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(3) texty = de,fr(e);

(4) gy = 2og(e)=[v) teter Whenever [v] € P(G) \ Dy (GY).
The Leavitt path algebra of G/(H,S), denoted by Lx (G/(H,S)), is defined to be the K-algebra
generated by a universal Leavitt G/(H, S)-family.

Due to the fact that in the quotient ultragraph G/(0,0), we have [A] = {A} For every A €
GY, we can consider the ultragraph G as the quotient ultragraph G/(0,0). So, the definition of
ultragraph C*-algebras [6, Defintion 2.7] (ultragraph Leavitt path algebras [3, Defintion 2.1]) is
an special case of the Definition 1.3 (Definition 1.4).

A path in G/(H,S) is a finite sequence a = ejey---e, of edges with s(e;y1) C r(e;) for
1 < i < n—1. We consider the elements of ®(G°) as the paths of length zero. We let Path(G/(H, S))
denotes the set of all paths in G/(H,S). We define [A]* := [4] and o* := elel_;--- e}, for every
[A] € (G°) and a = eyez - €, € Path(G/(H,S)). The maps r, s extend to Path(G/(H, S)) in an
obvious way.

we have

C*(G/(H,S)) = span{taqrath : [A] € ®(¢°) and a, 8 € (G/(H, 5))*},
LK(Q/(H, S)) = spanK{taq[A]tg* NN R= Path(g/(H, S)) and (o) N [A] N7 (B) # [(ZJ]}

2. Main results

Let G be an ultragraph. Define a relation on G° by setting A > B if either B C A or there is
a path «a of positive length such that sg(a) € A and B C rg(a). A subcollection M C G is called
downward directed if for every A, B € M there exists () ## C € M such that A, B > C.

LEMMA 2.1. Let I be an ideal of C*(G) or Lk (G). Consider Hy := {A€ G :py € I}. If I is
prime, then G°\ H; is downward directed.

Let (H,S) be an admissible pair in G. For any w € By, set
Ph = pw — > SeSe,
sg(e)=w, rg(e)¢H
and we define Iy 5 as the (two-sided) ideal of Lk (G) generated by the idempotents {ps : A €
H} U {pg tw € S}. By [3, Theorem 4.4], LK(Q/(H7 S)) = Lk (G)/I(n,s) and the correspondence

(H,S) = Ig,g) is a bijection from the set of all admissible pairs of G to the set of all graded ideals
of Lk (G).

THEOREM 2.2. Let G be an ultragraph. Set

X1 ={Iigpy : G°\ H is downward directed}
and
Xy ={I(g,By\{w}) : W € By and A > w for all A€ G°\ H}.

Then X1 U Xo is the set of all graded prime ideals of Lk (G).

DEFINITION 2.3. A loop in G/(H,S) is a path o with |a| > 1 and s(a) C 7(a). A loop
a = e1- e, has an exit if either r(e;) # s(ejy+1) for some 1 < i < n or there exists an edge

f € ®(G') and an index i such that s(f) C r(e;) but f # e;41. The quotient ultragraph G/(H, S)
satisfies Condition (L) if every loop in G/(H,S) has an exit.

LEMMA 2.4. Let G/(H,S) be a quotient ultragraph. If v = ejea---e, is a loop in G/(H,S)
without exits, then I, and Klx, 2~ are Morita equivalent as rings, where Lo is an ideal of
Lk (G/(H,S)) generated by {qs,) : 1 <i<n}.

The set of vertices in the loops without exits of G/(H, S) is denoted by P.(G/(H, S)). Also, we
denote by Ip, (g/(m,s)) the ideal of C* (g/(H, S)) or Ly (g/(H, S)) generated by the idempotents
associated to the vertices in P.(G/(H,S5)).
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LEMMA 2.5. Let G/(H,S) be a quotient ultragraph. If I is an ideal of C* (g/(H7 S)) or
LK(Q/(H, S)) with {[A] # [@] : Q[A] € I} = @, then I g IPC(Q/(H,S))-

Let H be a saturated hereditary subcollection of G° and let G° \ H contains a unique (up to
permutation) loop « without exits in G\ H. For t € T, the ideal of C*(G/(H, B)) generated by

{pA,pg A€ Hywe By U{tps;(a) — 5a}
is denoted by Iy By 1)-

THEOREM 2.6. [4, Theorem 4.4] Let G be an ultragraph and I be a non gauge-invariant ideal
of C*(G). Denote H := Hy. Then I is a primitive (prime) ideal if and only if G°\ H is downward
directed, G°\ H contains a (unique) loop o without exits in G°\ H and there exists t € T such that
I == I<H,BH,t>'

Let G/(H,S) be a quotient ultragraph, = € Lk (G/(H,S) and let the ideal of Lk (G/(H,S)
generated by I(g ) U {z} is denoted by I(f g ,y. Suppose that v is a loop in G/(H,S) without
exits and f(z) is a polynomial in K[z, z~1]. It can be shown that Liye,)y = Lip(,)), where ~'is a
permutation of ~.

THEOREM 2.7. Let G be an ultragraph and let I be an ideal of Lk (G). Denote H := Hy. Then
I is a non-graded prime ideal if and only if

(1) G°\ H is downward directed,

(2) G°\ H contains a loop vy without exits in G°\ H and

3) I =1y, rs.)y, where f(x) is an irreducible polynomial in Kl|x,x ™.
< ’ va( ’Y)>

THEOREM 2.8. Let G/(H, S) be a quotient ultragraph. Then L (G/(H,S)) is primitive if and
only if one of the following holds:
(i) S = Bu, G/(H,S) satisfies Condition (L) and G°\ H is downward directed.
(ii) S = By \ {w} for some w € By and A > w for all A€ G°\ H.

COROLLARY 2.9. Let G be an ultragraph. A graded ideal I g sy of Lk (G) is primitive if and
only if one of the following holds:

(i) S= By, G°\ H is downward directed and every loop in G° \ H has an exit in G°\ H.
(ii) S = Bg \ {w} for some w € By and A > w for all A€ G°\ H.

THEOREM 2.10. Let G be an ultragraph. A non-graded ideal of Lk (G) is prime if and only if
it 15 primitive.
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ABSTRACT. We introduce the inner amenability of transformation groups and characterize this
property. As an interesting result, we show that every inner amenable transformation group has
property (W).

1. Introduction

Let G be a locally compact group and X be a locally compact space. Then X is called a
transformation group if it is a left G-space, i.e., (x,8) — s -z is a continuous left action from
X x G — X. Note that X is a unitary G-space, i.e., for any z € X, we have eg - x = =.
Following [1], if g € Co(X x G), then ¢* will be the map t — ¢*(t) = g(x,t), and g(t) will be
the map x — g(¢)(x) = g(z,t). The transformation group (X,G) (or the G-action on X, or the
G-space X) is amenable if there is a net (m;);er of continuous maps x — m? from X into the
space Prob(G) (the set of probability measures on G, equipped with the weak*-topology) such that
lim; ||sm? —m3$®||; = 0, uniformly on compact subsets of X x G. Such a net (m;);c; will be called
an approximate invariant continuous mean (a.i.c.m. for short). The amenability of transformation
groups and semigroups are investigated in many literatures that we refer to [1, 2, 6, 11, 12], for
more details. In [1, 2], Anantharaman-Delaroche by characterizing amenability of transformation
groups gave some applications related to amenability of C*-dynamical systems, nuclearity of the
corresponding crossed products and operator algebras. A locally compact group G is called inner
amenable if there is a linear functional m on L*°(G) such that m(,-1 f5) = m(f), for all f € L>®(G)
and s € G. The class of inner amenable locally compact groups includes all amenable and [IN]-
groups. See [3, 4, 5, 7, 8, 13, 14, 15, 16], for inner amenable locally compact groups and its
applications. In this section, by a transformation group (X, G), we mean the both left and right
actions, i.e., (z,8) — s-x and (z,s) — x - s are continuous.

2. Main results

DEFINITION 2.1. Let (X, G) be a transformation group. We say that (X, G) is inner amenable
if there is a net (mq)aer of continuous maps x — m?Z from X into the space Prob(G) such that

(1) lim [fngs ™ — s~ s =0,

uniformly on compact subsets of X x G.

PROPOSITION 2.2. The following conditions are equivalent:

(i) (X,G) is an inner amenable transformation group.
(ii) There is a net (fo)acs of nonnegative continuous functions on X x G such that
(a) forallael andz € X, [, fE(t) dAa(t) =1;
b) lim,, for(s7) — frs(ts™1)| dAg(t) = 0 uniformly on compact subsets of X x G.
G| «
(iii) There is a net (fo)acr in Co(X x G)T such that
a) limg [ fE(t) dAg(t) = 1 uniformly on compact subsets of X ;
g Ja
b) lim,, for(s7) — frs(ts™1)| dAg(t) = 0 uniformly on compact subsets of X x G.
G| a «
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PROOF. (i)—(ii) Let (mq)aer be a net of continuous maps  — m? from X into the space
Prob(G) such that

2) lim m3s™ = s~ 'm? ] = 0

uniformly on compact subsets of X x G. Pick f € Cc(G)* such that [, f(s) dAq(s) = 1. Define
falacs) = [ 5(71s) dmz (o)

for every (z,s) € (X,G). Then, for all z € X and o € I,

/fw dAc(s //ft—l dmZ(t) dAg(s //ft— dAa(s) dmZ(t) =

Thus (3) implies (a). For any s € G and z € X,

/|fsz 7114/_ fzs |dAG

_ / Fu s~ dm? (w)| dra(t)
//f lsTlts ! ) d|ms’s s (u) dAg(t)

3) < [lmgTs™h = s mg? [l

Then by (2) and (3) we obtain (b).
(ii)— (1) Let (fa)icr be as (ii). Define mZ = fZAg, for all @ € I and © € X. Then
mZ(t) = fZ(t) dAg(t), foralla € I, ¢t € Gand x € X. Applying (a) shows that mZ is a probability
measure on G, for all a € I and € X. Moreover, (b) implies that lim, [|m32s~! — s~ tm2%||; = 0,
uniformly on compact subsets of X x G.
(ii)—(iii) Since compactly supported functions are dense in continuous functions, the proof
is clear.

z,8)+ L f(s . .
(iii)—(ii) Define fon = T ;:éx,t));;g((t))+%7 where (fa)aer is a net that satisfies (iii) and
fe Cc(G>+. O
REMARK 2.3. (1) Let (X, G) be an inner amenable transformation group such that X is

a point. Proposition 2.2 implies that there is a net (fa)aer such that [ fa(t) dAa(t) =
and [, |fa(st) — fa(ts)] dAg(t) — 0 uniformly on compact subsets of X x G. ThlS
implies that

/}fa (s70) — fults™)| dr(t) = /Gusfa(t)frsfa(t» A1) = 50 % fu— fu 5 341

This shows that ||ds * fo — fa * ds||1 tends to 0 uniformly on compact subsets of G.
Thus G is inner amenable [8, Proposition 1].

(2) Let G be an inner amenable locally compact group and X be a locally compact G-space.
Inner amenability of G implies that there is a net (f,)aer of probability measures such
that ||0s * fo — fa * ds|]|1 — 0 for every s € G. Now, we define m, on X x G such that
its value on X is a constant value and on G is equal to f, d\g. Thus, (m,) satisfies in
(1). This means that every transformation group (X, G) is inner amenable whenever G
is inner amenable.

EXAMPLE 2.4. (1) We give an example of transformation groups which show that the
converse of 2.3(2), in general, is not true. Let Fy be the free group with two generators
a and b and JF5 be the boundary of Fy that is the set of all infinite reduced words w =
aijas---ap--- in the alphabet S = {a,a™!,b,b=1}. Suppose that X = 9F,, then (X,Fs)
becomes a transformation group. By [1, Example 2.7(4)], (X,F3) is inner amenable. But
F is not inner amenable [9, Proposition 22.38].
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(2) Let N € N such that N > 2. The generalized Thompson group F(N) is the set of
piecewise linear homeomorphisms from the closed unit interval [0,1] to itself that are
differentiable except at finitely many N-adic rationals and such that at intervals of differ-
entiability the derivatives are powers of N. This group is inner amenable [10, Corollary
3.7]. Thus, by Remark 2.3(2), for any F'(N)-space X, the transformation group (X, F(N))
is inner amenable.

COROLLARY 2.5. Let G be a unimodular locally compact group. Then the transformation group
(X, G) is inner amenable if and only if there is a net (£q)act in Co(X xG)T such that the following
statements hold:

(i) limg, [, €0 (2, 1)]? dAa(t) = 1 uniformly on compact subsets of X ;
(i) limg [, |€a(sz,s71E) — §a($s,ts_1)‘2 dAg(t) = 0 uniformly on compact subsets of X X G.

PROOF. Suppose that (X, @) is inner amenable. Then by Proposition 2.2(iii) there is a net
(fa)aer such that satisfies the implications (a) and (b). Set &, = v/fa, for any « € I and define

halz,s) = / Ea(st, 5 10)Ea(ws, ts)dAa (1),
G
for all (z,s) € X x G. Then, for any z € X and s € G, we have,
ha(sz,eq) / Ea(sz,t)Eq (52, t)dAG (1) / Ea (s, 57 1) Eq (s, 57 H)dAa ()

and
ha(xs,eq) / Ea(s, t)Ea(xs, t)dAa () / Eals, ts 1)y (ms, ts™H)dAg(1).
Then
ho(sz,eq) + ho(xs,eq) — 2ha(z, 8) = / |§a(sx, s7i) — fa(xs,xs*1)|2 dAg(t).
By the above equality we get ¢

/ |€a(s2, s71t) — Ea(as, s~ |2d>\G(t) —&a(xs,zs71)?|dAa(t)

IN
\
e

e
w
&
CIJ

_ /|fsw 71t fzs |dAG

Then by the phrase (b) of Proposition 2.2(iii), the statement (ii) holds. We, also for every
x € X, have

ha(z,ec) / Ealz, t)a(, t)dAg(t / €0 (2, 8)|” dAg (t / falz, t)dAa(t / fo(t)dAa(t

By the phrase (a) of Proposition 2.2(iii), the statement (i) holds.

Conversely, suppose that there is a net (§,)acr in Co (X X G) such that satisfies (i) and (ii). Set
fo = |€4)? for any o € I. Then, the statement (a) of Proposition 2.2 holds. By the Cauchy-Schwarz
inequality, we have

/|f“’ (s7't) — f25(ws™ )| dAg(t) = /|fo/ sz, 't) = fa(ws,xs™1)| dAa(t)

Nl

IN

</ (J€ase, 575 H|£°‘(xs"’”51)|)2dkc(t))

(/ ’fa s, 8" t) — Ea(ws, 8™ ’2dAg(t)>2.

Then by the statement (ii), on compact subsets, we have,

lim / |for(s7 M) — f2(ws™") | dAg(t) = 0.
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Thus, the statement (iii) of Proposition 2.2 holds. Hence, (X, G) is inner amenable. O

Following [1], we call a complex-valued function h defined on the transformation group X x G
a positive type function if, for every x € X, n € N, t1,...,t, € G and ay,...,a, € C, we have

> bt et ) wmag > 0.
i

Let (X,G) be a transformation group. Then with the following action the product space
X x X becomes a G x G-space: (s,t)-(x,y) = (s, ty), for every (z,y) € X x X and (s,t) € GxG.
Then, according to the definition of positive type function on X x G, a complex-valued function
h defined on X x X x G x G is called positive type function if, for every (z,y) € X x X, n € N
and (s1,t1),...,(Sn,tn) € G x G, the matrix [h(s[lx,tfly,s[lsj,tjltj)] is positive. A closed
subset B of (X x G) x (X x G) is called proper with respect to projections or m-proper if for every
compact subset K of x x G, the sets [K x (X x G)]NB and [(X x G) x K]N B are compact [1]. A
continuous function h on (X x G) x (X x @) is called properly supported if its support is w-proper.
The property (W) is introduced in [1, Definition 4.3]; a transformation group (X, G) has property
(W) if, for every compact subset K of X x G and every € > 0 there is a continuous bounded
positive type, properly supported, function h on (X x G) x (X x G) such that |h(x,t,2,t) — 1| < ¢,
for all (z,t) € K.

COROLLARY 2.6. FEvery inner amenable transformation group has property (W).

PrOOF. Let (X,G) be an inner amenable transformation group. Given € > 0 and compact
subset K of X x G, in light of Proposition 2.2(iii), there exists f € Cc(X x G)* such that
|f(z,t)—1| <, for every (z,t) € K. Similar to the proof of Corollary 2.5, define £ = /f. We now
define h on (X xG)x (X x Q) by h(z, s,y,t) = &(x, $)E(y, t), for every (z,s,y,t) € (X xG)x (X xXG).
Then h is a continuous of positive type function and compactly supported on (X x G) x (X x G)
and from Corollary 2.5, we have |h(z,t,z,t) — 1| = [£(x,t)? — 1| = |f(x,t) — 1] < ¢, for every
(z,t) € X x G. Thus, (X, @) has property (W). O
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ABSTRACT. Let U be a Hilbert space. In this paper we consider woven g-frames for U,
especially we study the reordered families of a g-frame {A;};c7 with the various woven
problems. First, we state some useful results for exact g-frames and excess of g-frames. Then
for o C Z we consider the families of weavings {A;}ico U {Ar(;)}icoe where 7 is a permutation
function on Z and obtain some conclusions.

Keywords: g-frame, woven g-frame, permutation function, excess of g-frame.
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1. Introduction

The subject which we study in this manuscript is related to woven g-frames [1]. A gener-
alization of frames are g-frames which are defined by Sun in 2005 [3]. Sun in [3] introduced a
type of frames that are called g-frames, and he showed that most generalizations of frames can
be regarded as special cases of g-frames. For more details about g-frames we refer the reader to
[2, 4, 5]. In this section, first we review the definition of a g-frame and other sujects that we need
in this paper [3]. Then we study the exact g-frames and provide some requierd content.

For the Hilbert spaces U and {V;}iez, let B(U,V;) be the Banach space of all bounded linear
operators from U in to V; and consider A; € B(U,V;), i € Z. The sequence {A;};cz is called a
g-frame for U with respect to {V; };cz if there exist two positive constants A and B, that are called
the lower and upper g-frame bounds, respectively such that:

ANFIP < DD IAIP < BIFIP,  vf el
=
A g-frame is said to be a tight g-frame if A = B, and also it is said Parseval if A = 1. When

the sequence {V; : i € I} is clear, {A;};cz is called a g-frame for Y. Also it is called {A;};ez is
a g-frame for U with respect to V whenever V; = V for each i € Z. A sequence {A;};e7 is called
a g-Bessel sequence with bound B if it satisfies in right hand side in the definition of a g-frame.
If a g-frame ceases to be a g-frame whenever anyone of its elements is removed, it is called exact
g-frame. A sequence {A;};c7 is called g-complete if {f e U : A;f =0,i € I} ={0}. If {A;}iez is
g-complete and there are 0 < A < B < oo such that

AN gl < 1) Ajgill> < B Y gl

i€l i€y 1€y

for any finite subsset Z; C Z and g; € V;, i € Iy, then {A;};c7 is called a g-Riesz basis for Y.

2. Main Results
The space (3 ;c7 @Vi)lz is defined by

(Z@W) :{{fi}iezifiEVi, i€l and Zfi|2<00},
!

€T 5 i€T

and has the inner product

{3 A9:d) =D (fing0).

i€L

*speaker
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It is clear that (Ziez ®Vi)l2 is a Hilbert space. By consider
V! =(...,0,0,0,V;,0,0,0,...),

without lose of generality we can assume that for each ¢ € Z, V; is a subspace of (ZieI ®Vi)l2'
Here, we give some results that are useful in the rest of this paper. It is well-known that every
g-Riesz basis is exact g-frame, but the converse is not true.

PROPOSITION 2.1. Assume that {A;}iez is a g-frame for U with respect to {V;}icz, {O;}icz
is the canonical g-dual frame for {A;}icz, i0 € T is arbitrary and dimV; < oo for each i € . The
following statements are equivalent:

(1): {A;}iez is an exact g-frame for U.

(2): I —0;,A} is not an injective operator on Vi,.
(3): I —0;,A} is not a surjective operator on Vi,.
(4): {Ai:i€T,i#40} is not g-complete.

In the next, we define the excess of a g-frame which play a basic role in this paper.

DEFINITION 2.2. Assume that {A;};cz is a g-frame for Y with respect to {V;};cz. Consider
U as follows:
U ={J CT:{Aitier\s is a g—frame for U}.
Set k = sup{|J| : J € U}, where |J| is the cardinal number of 7. Now for each Jp € ¥ with
Kk =|Jo|, we say {A;}icq, is excess of {A;}iez.

A result about excess of g-frames and exact g-frames is given in following theorem.

THEOREM 2.3. Assume that {A;}icz s a g-frame for U with respect to {V;}icz, {Oiticz is
the canonical g-dual frame, J C I and dimV; < oo for each i € Z. The following statements are
equivalent:

(1): I —©;A} is an invertible operator on V; for all i € J.
(2): {Ai:9 €I\ T} is a g-frame for U.
(3): {A;}ics is a nonempty subset of excess of {A;}iez-

Now, we consider the relation of the families {A;}ico U {Ax(;)}icoe of a g-frame {A;};cz and
permutaion functions on Z. At first, we mention some examples that are motivations for us. Then
we state and prove a theorem which gives an equivalance condition for the reordered weavings
of a g-frame. Throughout the paper, reordered weavings of {A;};cz are families of the form
{Ai}tico U{Ar@) tieoe Where 0 C T and 7 is a permutation function on Z.

EXAMPLE 2.4. Suppose {A1,Ag,...,Ap} and {1, T, ..., ['as} are g-Riesz bases for U with
respect to {V;}4, such that

Aj, i=1o

=< Ay i=j0
Ai i # o, Jo-
Then {A1,As,...,Apr} and {T'1,To,..., T/} are not woven.
In the above example, I'; = Ay ;) where 7 is a permutation function on {1,..., M} defined by
to, 1=Jo
7T(Z) = jo, 1= io
i, i # 0, Jo.

EXAMPLE 2.5. Assume that {A1,As, As, ...} is a g-Riesz basis for & with respect to {V; }ien,
and consider the family

{F1;F2aF3a .. } = {A3,A17A5;A2aA7aA47A97A67 . '},

for U. Then for some o C N the family {A;};co U {T;}icoe is a g-frame for U, but for each 0 C N
the family {A;}ico U {T;}icoe is not a g-Riesz basis for U.
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EXAMPLE 2.6. Let {F4, Es,...,E.} be a g-orthonormal basis for C™ with respect to C"™ and
r > 1. Define a g-frame {A;};cz for C" by

k
27‘§|E17 i=rk
k
T = 2_‘§|E2, t=rk+1
k
o g i rktr—1,

where k € Z. Let Si(i) = i 4+ [ be the Il-shift operator on Z for | € Z. Then {I';},ezr and
{I's,(s) }iez are woven g-frames for C" if and only if I = rq for some ¢ € Z.

The previous examples are motivations for us to study the reordered weavings of a g-frame
{Ai}iez, becuase in all of them I'; = A;(;) where 7 is a permutation function. The next theorem
gives a necessary and sufficient condition about this subject. In following, {A;};cz is a g-frame for
U with respect to {V; }iez, and dimV; < oo for each i € Z.

THEOREM 2.7. Assume that {A;}iez is a g-frame for U. For J C I, the following statements
are equivalent:
(1): {Ai}iez is not an exact g-frame for U.
(2): There exists a set of permutation functions {m;}jcs on I such that for each j € J,
{Ai}ier and {Ax, i) }iez are woven g-frames for U with respect to {V;}iez-

A helpful result is brought in the following corollary.

COROLLARY 2.8. Assume that {A;}iez s a g-frame for U. The following statements are
equivalent:
(1): There exists a permutation function © on L such that {A;}iez and {Ax(;)}icz are woven
g-frames for U with respect to {V;}iez.
(2): The excess of {A;}iez is nonempty.
(3): There exists a proper subset J of T such that for each j € J the operator I — ;A is
invertible on V;, where {©;}icz is the canonical g-dual frame of {A;}icz.

PROOF. By the use of Theorems 2.3 and 2.7, the proof is easily to seen. O

ExAMPLE 2.9. In Examples 2.4 and 2.5, the g-frame {A;};c7 is exact. Thus by Corollary 2.8,
there is no any permutation function m on Z such that {A;};cz and {A;(;)}iez can be woven. But
the excess of g-frame {T';};cz in example 2.6 is nonempty and so by Corollary 2.8, there exists a
permutation function 7 on 7 such that {I';}scz and {T'z(;) }scz are woven.

The following example shows the part (3) in Corollary 2.8 is beneficial.

EXAMPLE 2.10. Let {E;}{_; be a g-orthonormal basis for B(C™,C™). Consider the family

{T3}2, by
{E17 E17 E27 EZ; ceey E57 ES}

For each i, the operator I — ©,I'} is invertible on C™, where {©,}?¢, is the canonical g-dual frame
of {I';}?2,. So by Proposition 2.1 and Corollary 2.8, there exists a permutation function m on
{1,...,2s} such that {T';}3*; and {I';(;)}?2, are woven g-frames.

The next theorem, presents conditions on a g-frame {A;};cz such that the family {A;};,cn\ s
satisfies in Corollary 2.8, where J C T.

THEOREM 2.11. Suppose {A;}icz is a g-frame for U and A, B are the lower and upper bounds.
If there exists J C I such that {A;}icn\g is a g-frame and {A;}ies is a g-Bessel sequence with
bound 0 < D < A, then there exists permutation function m on I such that {A;}cr\g and
{Ax@i) Yier\g are woven g-frames with lower and upper bounds A — D and 2B respectively.
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At the end of this section, by using the subsets of a g-Bessel sequence which are g-frames, we
give a proposition that tries to furnish the conditions of Corollary 2.8.

PROPOSITION 2.12. Suppose {A;}icz is a g-Bessel sequence with bound B, and for some J C I,
{Ai}ieg is a g-frame for U with lower bounds A. There exists a permutation function © on T such
that {A;}icz and {Ar)}iez are woven g-frames with bounds A,2B.
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ABSTRACT. In this work, we study the character amenability of weighted convolution algebras
£1(S,w), where S is a semigroup, such as inverse semigroup with uniformly locally finite
idempotent set, inverse semigroup with a finite number of idempotents, Clifford semigroup and
Rees matrix semigroup. We show that for inverse semigroup with a finite number of
idempotents and any weight w, £1(S,w) is character amenable if each maximal semigroup of S,
is amenable. Then for a commutative semigroup S and w(z) > 1 for all z € S, we also show
that character amenability of £!(S,w) implies that S is a Clifford semigroup. Finally, we
investigate the character amenability of the weighted convolution algebra £1(S,w), and its
second dual for a Rees matrix semigroup.

Keywords: Character amenability, Rees matrix semigroup, Weighted Rees matrix
semigroup algebra, Clifford semigroup.
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1. Introduction and Preliminaries

Let A be a Banach algebra and E be a Banach A-bimodule. We regards the dual space E* as
a Banach A-bimodule with the following module actions:

(a.f)(x) = f(z.a) , (fa)(z)= f(ax) (a€ A, fEE"x€E).

The notion of - amenability for Banach algebras was introduced by Kaniuth, Lau and Pymin ,
where ¢ : A — C is a character. In [6], and also M. S. Monfared in [5] introduced the notion of
character amenability for Banach algebras. Let A be a Banach algebra over C and ¢ : A — C
be a character on A, that is, an algebra homomorphism from A in to C, and let ® 4 denote the
character space of A (that is, the set of all character on A).

We recall some standard notion: for more details, see [2]. A continuous linear operator D :
A — B is a derivation if it satisfies D(ab) = D(a).b+ a.D(b) for all a,b € A. Given x € E, the
inner derivation ad, : A — B is defined by ad,(a) = a.x—z.a. According to the Johnsons original
definition, a Banach algebra A is amenable if for every Banach A-bimodule E, every derivation
from A into E* the dual of E, is inner. The concept of amenability introduced by B. E. Johnson.
Let A be a Banach algebra, and let X be a Banach A-bimodule, we let M;‘T denote the class of
Banach A- bimodule X for which the right module action of A on X is given by

za=ypla)r (a€ A, zeX | pec dy),
and M:;‘l denote the class of Banach A-bimodule X for which the left module action of A on X is
given by

ar=ypla)r(acA,zeX, peby).
It is easy to see that the left module action of A on the dual module X* is given by

a.f=pla)f (ac A, feX", pecdy).

Thus, we note that X € M:fr (resp . X € M:;‘l) if and only if X* € M(fl (resp .X* € M&).
Let A be a Banach algebra and let ¢ € ® 4, we recall from [6] and [5] that
i) A is left -amenable if every continuous derivation D : A — X* is inner for every X € Mfr;

i1) A is right p-amenable if every continuous derivation D : A — X* is inner for every X € M;‘L;

*speaker
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iii) A is left character amenable if it is left p-amenable for every ¢ € @ 4 ;

iv) A is right character amenable if it is right p-amenable for every ¢ € @4 ;

v) A is character amenable if it is both left and right character amenable.

We also recall that a semigroup is a non-empty set S with an associative binary operation (s,t) —
st, SxS— 8 (s,teb).

Let S be a semigroup, S is said to be regular if for all s € S, there is s* € S such that ss*s = s
and s*ss* = s*. S is an inverse semigroup if such s* exists and is unique for all s € S. An element
p € S is idempotent if p*> = p. The set of idempotents in S is denoted by E(S). A semigroup S is
semilattice if S is commutative and E(S) = S.

Let S be a semigroup. The semigroup algebra ¢!(S) is the completion in the ¢!- norm of the
algebra CS. It is the Banach algebra generated by the semigroup. For s € S we write 05 = x4 for
the indicator function of the set {s}. The convolution product * on ¢!(S) is uniquely defined by
requiring that d, % 0; = ds: (s,t € S). These Banach algebras have been studied by many authors.
There is always on character on the Banach algebra ¢1(S) : this is the augmentation character
g : £1(S) — C such that f+ f(s) s € S.

Let S be a semigroup. A continuous function w : § — (0, 00) is a weight on S if w(st) < w(s)w(t),
for all s,t € S and Q(g) := w(g)w(g~'). Then

01(S,w) = {f = Bsesf(s)3s : |Ifllw = Bses| f(s)|w(s) < oo},

with [|.||,, as the norm, is a Banach algebra which is called weighted convolution algebra.

2. Main results
In this section, we will consider the character amenability properties of weighted convolution
algebras.

PROPOSITION 2.1. Let S be a semigroup, w be a weight on S and w > 1, if £1(S,w) is character
amenable, then S is amenable and regular.

COROLLARY 2.2. Let S be a semigroup with E(S) finite, w be a weight on S and w > 1. If
01(S,w) is character amenable, then it has an identity.

A semigroup S is called left cancellative if, for all a,x,y € S, ax = ay implies that z = y.

COROLLARY 2.3. Let S be a left cancellative semigroup. Let w be a weight on S and w > 1. If

1(S,w) is character amenable, then S is a amenable group.

THEOREM 2.4. Let S be an inverse semigroup with E(S) finite and w be a weight on S, if each
mazximal semigroup of S is amenable, then (*(S,w) is character amenable .

For an inverse semigroup S, and p € E(S), we set
G,=1{s€8;sst=s51s=p}

Then G, is a group with identity p. It is called the maximal subgroup of S at p. We recall that
a Clifford semigroup is an inverse semigroup S for which ss™! = s71s (s € S). For a Clifford
semigroup S, we have s € G4-1 , and so S is a disjoint union of the groups G, (p € E(S)). See
[3] for more details.

COROLLARY 2.5. Let S = Upep(s)Gp be a Clifford semigroup such that E(S) is finite and w
be a weight on S. Then (*(S,w) is character amenable if G, is amenable for each p € E(S) .
The following example shows that finitness of E(.S) is necessary.
Example. Let S = U.cps)Ge be a Clifford semigroup such that E(S) is uniformly locally finite
and each G, is amenable, w be a weight on S and w > 1. Then the weighted convolution algebra
0*(S,w) is not character amenable if F(S) is not finite; If ¢!(S,w) is character amenable, by
hypothesis and theorem ?7, ¢1(.9) is character amenable. But since

S = - P G

ecE(S)
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(see [7, Theorem 2.16] and [1, Proposition 6.3]). ¢1(S) is not character amenable, by [1, Proposi-
tion 6.3], and this is contradiction.

THEOREM 2.6. Let S be a commutative semigroup. Let w be a weight on S and w > 1. If
(S, w) is character amenable, then S is a Clifford semigroup.

COROLLARY 2.7. Let S be a commutative semigroup, with E(S) finite. Let w be a weight on
S and w > 1. Then the following statements are equivalent:
(i) €*(S,w) is character amenable;
(#4) S is a Clifford semigroup.

PROPOSITION 2.8. Let S be a inverse semigroup such that (E(S), <) is uniformly locally finite
and w be a weight on S and w > 1. If £*(S,w) is character amenable, then each mazimal subgroup
of S is amenable.

3. Weighted Rees matrix semigroup algebras.

In this section, we give results on weighted Rees semigroup algebras. Rees semigroups are
described in [3] and [2, Chapter 3] . Indeed, let G be a group, m,n € N, and G® = G U {0}. Let

S={(9)ij : 9€G,1<i<m,1<j<n}uU{0},

where (g);; denotes the element of M,,,(G?) with g in the (4,5)!" place and 0 elsewhere and 0
is a matrix with 0 everywhere. Let P = (p;;) be an n x m matrix over G'. Then the set S with
the composition (g);; ©0 = 00 (g9);; = 0 and (g9)i; © (R)ix = (gpjih)ik, ((9)ij, (R)y € S) forms a
semigroup which is called a Rees matriz semigroup with a zero over GG, and it will be denoted by
S = M°(G, P,m,n).The matrix P is called the sanwich matriz in each case.

We write S = M%(G, P,n) for S = M°(G, P,n,n) in this case where m = n.

The above sandwich matrix P is reqular if every row and column contains at least one entry in G
; the semigroup S = MY(G, P,m,n) is regular as a semigroup if and only if the sandwich matrix
is regular.

In [2], the Rees matrix semigroup algebra ¢!(S) is described as follows: for g € G, (g);; is identified
with the element of M,,x,(¢*(G)) which has d, in the (i,j)"" place and 0 elsewhere, and o is
identified with §y. Furthermore, P € M, ,,(G°) is identified with a matrix P € M, x..(¢*(Q))
as follows: if the initial matrix P has g € G in the (i,7)""-position, then the new matrix P has
the point mass d, in the (4, j)""-position; if the first matrix P has 0 in the (4, j)""-position, then

()

the new matrix P has 0 in the (i,5)""-position. Using this identification, it is shown that oy is

isometrically isomorphic to the Munn algebra M (/1(G), P,m,n) , where Cd is a one-dimensional
ideal. Z?C(T‘Z) = M(¢*(G), P,m,n), is unital. With m = n, since M (¢*(G), P,n,n) = M ({}(GQ), P,n),
is also unital and so the Munn algebra M (¢}(G), P,n), is topologically isometric to M, (/*(G)).
For more details, see [2].

Let S be completely 0 - simple with finitely many idempotents, and let w be a weight on S (not
necessary greater than 1 ). Then there is a maximal subgroup G of S such that

S ~ M°(G, P,m,n),
and
(S, w)
Cép

See [8, Theorem 2.1], for more details. Let G be a group, and let w be a weight on G. A weight
on G is said to be symmetric if w(t™!) = w(t) (t € G). In the paper that I have mentioned in
comment 5, the authors proved more general case than [4] in the Proposition 4.1.

~ M(MG,w), P,m,n).
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THEOREM 3.1. Let S = M°(G,P,1,J) , w be a symmetric weight on S. Then the following
statements are equivalent:
i) 01(S,w) is character amenable.
ii) 01(G,w) is character amenable, |I| = |J| < oo and P is invertible.
iii) £1(S) is character amenable and Q is bounded on G.

COROLLARY 3.2. Let S = M°(G, P,n) be a Rees matriz semigroup with a zero over the group
G and sandwich matriz P and w be a weight on S. Then ('(S,w) is character amenable if and
only if it is amenable.

Notation Let S be a semigroup, let I be an ideal of .S and let w be a weight on S. For s,t € S,
set s ~ t either if s = ¢ or s,t € I. Clearly, ~ is an equivalence relation on S; the equivalence
class containing s is denoted by [s]. Let s, € S and define [s][t] = [st]. Evidently, this gives a
well-defined semigroup operation on the set of equivalence classes S/ ~. So one may form the
quotient semigroup S/I with the zero element I. Moreover, the map S — S/I, s — [s] is an
epimorphism. See [3] and [8] for further details.

Define @ : S/I — C, Such that &([s]) =1 for all s € I and &([s]) = w(s) for all s € S — 1. Tt is
easy to see that @ is a weight on S/I. Now, we need the following Lemma.

LEMMA 3.3. Let S be a semigroup, let I be an ideal of S, and let w be a weight on S then:
i) If £*(S,w) is character amenable, then (*(S/I,&) is character amenable.
ii) If both (1(S/1,&) and €5(I,w) are character amenable, then *(S,w) is character amenable.
iii) If £1(S,w) is character amenable and €(I,w) has a bounded approzimate identity, then £5(1,w)
is character amenable.

THEOREM 3.4. Let S be a semigroup and let w be a symmetric weight on S. Then the following
statements are equivalent;
i) £1(S,w) is character amenable;
ii) £*(S) is character amenable and Q is bounded on every mazimal subgroup G of S.

PROPOSITION 3.5. Let S = M°(G, P,1,J) , w be a weight on S. Then the following statements
are equivalent:
i) £1(S,w)** is character amenable.
it) S is finite, |I| = |J| = n and P is invertible.
iii) ¢1(S) is character amenable and S is finite.
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ABSTRACT. Let A and B be Banach algebras. In this paper, we investigate the structure of
2-cocycles and 2-coboundaries on A @ B, when A and B are unital. Actually, we provide a
specific criterion for each 2-cocycle maps and establish a connection between 2-cocycles and
2-coboundaries on A @ B and 2-cocycles and 2-coboundaries on A @ B on A and B. Finally,
our results lead to a connection between H2(A, A*),H?(B, B*) and H?(A ® B, A* ® B*).
Keywords: 2-cocycle map, 2-coboundary map, Second Hochschild cohomology group.
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1. Introduction

A derivation from a Banach algebra A to a Banach A-bimodule X is a bounded linear mapping
D : A — X such that D(ajas) = a1-D(as)+ D(a1)-as (a1,as € A). For each x € X the mapping
ad,:a—a-x—x-a (a € A),is a derivation, called the inner derivation implemented by z. The
space of all derivations is denoted by Z'(A, X) and the space of all ineer derivations is denoted by
B'(A, X). The first Hochschild cohomology group H'(4, X) is defined by the quotient

24X
HYU(A, X) = FAY)

An 2-cocycle map from a Banach algebra A to a Banach A-bimodule X is a bounded linear
mapping ¢ : A x A — X such that

a1 - p(az, az) — p(araz, a3) + (a1, azaz) — (a1, az) - az = 0,
for all ai,a2,a3 € A. For each bounded linear map 9 : A — X, the mapping ady, : A x A — X
defined with
ady (a1, a2) = a1 - Y(az) — ¥(araz) + ¥(a1) - az,
is an 2-cocycle map, called the 2-coboundary map. The space of all 2-cocycle maps is denoted by

Z2%(A, X) and the space of all 2-coboundary maps is denoted by B%(A4, X). The second Hochschild
cohomology group H?(A, X) is defined by the quotient

Z2(A, X)

2 _ 9

HA(AX) = 782(14,)()'

Let A and B be Banach algebras and M be a Banach A, B-module. Suppose that

T:{{a 7;:} :aeA,beB,meM},

be the corresponding triangular Banach algebra. Forrest and Marcoux investigated and studied
derivations on triangular Banach algebra of 7 in [2] and analysed the first Hochschild cohomology
group H(7,T). They in [3] characterize derivation D : T — T* according to derivations Dy :
A— A*, Dp: B — B* and v, € M*, as follows

([ - e
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They proved using this characterization,
HNT, T*) ~H'(A, A%) @ H(B, BY),

of course, if we restrict ourself to the case of unitary A, B and M. In particular, in case of M = 0,
they proved that

HY A® B,A* @ B*) ~ H' (A, A*) @ H' (B, B¥).

In this paper, somehow we want to provide same characterization for 2-cocycle maps in
Z2(A® B, A* @ B*). Indeed, we show that if ¢ = (1, ¢2) € Z2(A® B, A* ® B*), then there exist
wa € Z%(A,A%), pp € Z%(B,B*) and ¥ = (¢1,12) € C*(A® B, A* ® B*) such that for every
wi = (a1,b1), w2 = (az,b2) € A® B,

p1(wi,w2) = pa((ar,az)) + a1 (w2) — Y1 (wiws) + 1 (wi)az
pa(wi,wa) = pp(br,b2) + bia(ws) + 2 (wiwsz) + Pa(wr)be,
that leads to ¢ — pap = ady, € B>(A® B, A* & B*), where pap : (A® B) x (A® B) — A* & B*
is defined by
pap ((a1,b1), (az,b2)) = (palar, a2), p(b1,b2)) .
In the following, as an application of our results, we show that

H?*(A® B,A* @ B*) ~ H*(A, A*) & H*(B, B¥).

2. Main Results

Let A and B be unital Banach algebras with units 14 and 1p, respectively. ¢'-direct sum of
Banach algebras A @& B with usual multiplication and the norm ||(a,b)|| = ||a|| + ||b|| is a Banach
algebra. It is clear that (A ® B)* ~ A* ® B*. Let (a,b) € A® B and (u,0) € A* @ B*. Then the
action of A* @ B* upon A @ B is given by (u,0)((a,b)) = p(a) +6(b). Also, it is easy to check that
module action A @ B on A* @ B* are as follows:

(1) (avb)'(uaa):(a'IJ’?b'e) and (:uvo)'(a"b):(u'a’o'b)'

Throughout we will remove the dot (the sign ” - ) for simplicity.

REMARK 2.1. (i) We note that ¢ € Z2(A® B, A* ® B*) if and only if ¢ satisfies the 2-cocycle
equation

(2)  wip(wz,ws) — p(wiws, ws) + (w1, waws) — Y(w1,w2)ws =0 (wi,wz, w3 € A® B).

(ii) Let ¢ € CY(A® B,A* ® B*) and ¢ € C*(A® B,A* ® B*). For i = 1,2 assume that
;=m0 (p; := m; o), denote the coordinate functions associated to ¥ (¢), when 7; be the
projection msps on arrays. That is

Y(w) = (P1(w), P2(w)) and ¢ (wi,ws2) = (p1(w1,ws), pa(w1,w2)) (w1,w2,ws € AD B).
We will often write ¢ = (¢1,12) and ¢ = (91, ¥2).

LEMMA 2.2. Let ¢ € Z2(A®B, A*®B*). Suppose that o4 : AxA — A* and pp : Bx B — B*
defined by

(3) palar,az) == p1((a1,0), (az,0))  and  p(b1,b2) = p2((0,b1), (0,b2)).

Then pa € Z2(A, A*) and pp € Z*(B, B*). Conversely, if o4 € Z%(A, A*), op € 2%(B, B*) and
vap: (A® B) x (A® B) — A* ® B* is defined by

vap ((a1,b1), (a2, 02)) = (pala1, az), pp(b1,b2)),

then pap € Z%(A ® B,A* ® B*). Furthermore, pap € B*(A ® B,A* ® B*) if and only if
oA € B%(A, A*) and ¢ € B%(B, B*).

PROOF. Left to the reader. O
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PROPOSITION 2.3. Let ¢ € Z?(A® B, A* ® B*). Then there erists 1 € C1(A @ B, A* & B*)
such that for each w1 = (a1,b1) and wy = (az,bs) in A® B we have

() () = (@A(al, az) + a1 (w2) 7 bitpa(w2) — Yo (wiws) ) .
—1(wiwe) +Y1(wi)az’  + Pa(wi)be + @B(br, ba)
PrROOF. First define
(5) p:B— A" by pu(b) = ¢1((0,),(14,0)),
(6) 0:A—B* by  6(a)=¢2(0,15),(a,0)).

We continue the proof in four steps. Let a1,a2 € A and by, by € B. In each step, we use the actions
(1) and 2-cocycle equation (2) for ¢ with different elements of wy,ws, w3 in A & B.
step 1. If w; = (0,15),ws = (a1,0) and w3 = (az,0), then

(0,1B)¢ ((a1,0), (a2,0)) = = ((0,1p), (a1a2,0)) + ¢ ((0,1p), (a1,0)) (a2, 0),
which according to (3) and (6), we obtain
(7) ¢ ((a1,0), (az,0)) = (pa(ar, a2), —0(a1az)) .
step 2. If w; = (a1,0),ws = (0,b2) and w3 = (14,0), then
¢((a1,0),(0,b2))(14,0) = (a1,0)%((0,b2), (14,0)).
Also if w; = (0,15),w2 = (a1,0) and ws = (0, b2), then
(0,18)¢((a1,0),(0,b2)) = ¢((0,13), (a1,0))(0, b2).
Using (5), (6) and the two previous equalities, we obtain
(®) ¢((a1,0),(0,b2)) = (a1 p4(b2),0(a1)bz).
step 3. If w; = (0,b1),w2 = (0,15) and ws = (az,0), then
©((0,01), (az,0)) = (0,01)¢((0, 1), (a2,0)) — ¢((0,b1), (0,15))(az,0),
which according to (6) and the previous equality, we obtain
(9) ©((0,01), (a2,0)) = (u(b1)az, b16(az)).
step 4. If w; = (0,b1),w2 = (0,b2) and w3 = (14,0), then
©((0,b1), (0,b2))(14,0) = (0,01)9((0,b2), (14,0)) — ©((0,b1b2), (14,0)).
Using (3), (5) and the previous equaliy, we obtain
(10) ©((0,b1), (0,02)) = (—p(brbz), p5 (b1, b2)).
Now we sum the relationships (7) to (10). We have
palar,a2) +aip(bz)  —0(araz) +0(a1)bs
plur,wz) = <+ pu(bi)agz — p(bib2) " +bib(az) + ¢p(b1, bz)) '

Next let us assume that ¢ = (¥1,¢9) : A® B — A* @ B*, to be defined by

Y1 A®B— A" by i((a,D)) = p(b),

Y2: A& B — B* by 42((a,b)) = 0(a)

That v is bounded and linear, is given to the reader. Therefore 1) € C'(A ® B, A* ® B*) and

also
wala,az) + a1y (we) b2 (w2) — o (wiws)
@(wh w2) = ) .
— Y1 (wiwa) + Y1 (wi)ae’ 4+ Ya(wi)ba + @p(b1, b2)
So (4) is valid and the proof is complete. O
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So far, we have established a connection between 2-cocycles on A, B and A @ B. We want to
extend this connection to 2-coboundaries and for this, we need the following Lemma.
LEMMA 2.4. Let ¢ € Z%(A @ B,A* ® B*). Then ¢ € B*(A® B, A* ® B*) if and only if
wa € B2(A, A*) and op € B*(B, B).
PROOF. Let p € Z2(A® B, A*® B*). By Proposition 2.3, there exists ¢ € C*(A® B, A*® B*),
so that (4) is valid. For each wy = (a1, b1),ws = (az,bs) in A ® B, we have
(@i (w2) — 1 (wrws) bipa(we) — Ya(wiws)
(o= pan)(wn,w2) = < + 1 (wi)as T A a(wi)be >
= (191 (w2), bivha(wz)) — (Y1(wiws), P2(wiw2)) + (1 (wi)az, Yo (w1)bs)
= (a1, b1) (Y1 (w2), P2(w2)) — (Y1 (wiws), Ya(wiws)) + (Y1 (w1), 2(w1))(az, b2)
= wip(w2) — Y(wiwz) + (w1 )w2
= ady (w1, wa).
Hence ¢ — pap € B>(A @ B, A* ® B*). That this means, ¢ is 2-coboundary, if and only if p 45 is

2-coboundary, and by Lemma 2.2, if and only if ¢4 and ¢p are 2-coboundaries. O

Forrest and Marcoux in [3] have studied the first Hochschild cohomology group of triangular
Banach algebra H'(A @ B, A* @ B*). They showed that

HY (A® B,A* & B*) ~ H' (A, A*) & H' (B, B¥).

In this section we wish to identify the second Hochschild cohomology group H?(A @ B, A* & B*).
We get similar results with the results of Forrest and Marcoux in [3], but in second order.

COROLLARY 2.5. Let A and B be unital Banach algebras. Then
H?*(A® B, A* ©® B*) ~ H?(A, A*) @ H?*(B, B*).

PROOF. Let ¢ € Z2(A @ B,A* @ B*). By Lemma 2.2 and Proposition 2.3, there exists
oa € Z%(A,A*), o € Z%(B,B*) and ¢ € C' (A ® B, A* ® B*) such that (4) is valid.
Consider the map

I':2%(A® B, A" ® B*) — H*(A, A*) @ H*(B, BY)
o = (pa+B%(A A", pp+ B*B,B")).

Using Lemma 2.2 and Proposition 2.3, it can be easily proved I' is well-define and surjective and
kerI' = B2(A ® B, A* ® B*). This completes the proof. O

EXAMPLE 2.6. Consider A = B = ¢*(S), where S is Clifford semigroup. Using Corollary 2.5,
[1, Theorem 3.2], [1, Theorem 3.3] and [4, Theorem 4.6], we have
(i) H2(LH(S) @ £1(9),6>(S) & £>°(S)) =0, for S = Z,.
(i) H2(LY(S) @ £1(9),£°(S) ® £>°(S)) = 0, for unital semilattice S.
(iii) HZ(L'(S) @ £1(S),£°°(S) @ £>°(9)) is Banach space for unital Clifford semigroup S.
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ABSTRACT. The paper is devoted to continuous frames and Riesz bases in Hilbert C*-modules.
We characterize the operator frame of continuous frames in Hilbert C*-modules. Then, we
define a continuous Riesz basis for Hilbert C*-modules and give some results about them.
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1. Introduction

In 1952, the concept of discrete frames for Hilbert spaces were introduced by Duffin and
Schaeffer [5] to study some problems in nonharmonic Fourier series. Frame theory has been used
in many fields such as filter bank theory, image processing, etc. we refer to [4] for an introduction
to frame theory in Hilbert spaces and its applications. The concept of a generalization of frames to
a family indexed by some locally compact space endowed with a Radon measure was proposed by
Ali, Antoine and Gazeau [1]. These frames are known as continuous frames. In 2013, Arefijamaal,
Kamyabi Gol, Raisi Tousi and Tavallaei introduced continuous Riesz bases and give some equivalent
conditions for a continuous frame to be a continuous Riesz basis [2].

Frank and Larson [6] presented a general approach to the frame theory in Hilbert C*-modules.
Theory of frames have been extended from Hilbert spaces to Hilbert C*-modules, see [7, 8].

In this paper, we characterize the operator frame of continuous frames in Hilbert C*-modules.
Then, we define a continuous Riesz basis for Hilbert C*-modules and give some results about them.

First, we recall some definitions and basic properties of Hilbert C*-modules.

DEFINITION 1.1. A pre-Hilbert module over C*-algebra A is a complex vector space U which
is also a left A-module equipped with an A-valued inner product (.,.) : U x U — A which is
C-linear and A-linear in its first variable and satisfies the following conditions:

(@) {f. f) =0,

(@) (f, f) =0iff f =0,
(112) (f,9)" = (9, f),

(iv) {af,9) = a{f,g),

for all f,g € U and a € A.

A pre-Hilbert A-module U is called Hilbert A-module if U is complete with respect to the
topology determined by the norm || f|| = ||(f, )| 2.

2. Main results

In this section, we introduce continuous frames and continuous Riesz bases in Hilbert C*-
modules, and then we give some results for them. We assume that A is a unital C*-algebra, U is
a Hilbert A-module and (€2, 1) a measure space.

Let Y be a Banach space, (€2, 1) a measure space, and f : Q@ — ) a measurable function.
Integral of the Banach-valued function f has been defined by Bochner and others. Most properties

*speaker
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of this integral are similar to those of the integral of real-valued functions. Since every C*-algebra
and Hilbert C*-module is a Banach space, hence we can use this integral in these spaces.

DEFINITION 2.1. A mapping F': Q — U is called a continuous frame for U if

(i) F is weakly-measurable, i.e, for any f € U, the mapping Q —— (f, F(2)) is measurable on
Q.
(#7) There exist A, B > 0 such that

(1) AU f) < /Q (f F@)(F(w), )du(w) < BU. ), (f €U).

The constant A, B are called lower and upper frame bounds, respectively. The mapping F is
called Bessel if the right inequality in (1) holds.

A continuous frame F' : Q — U is called ezact if for every measurable subset €1 C Q with
0 < p(£21) < oo, the mapping F': Q\Qy — U is not a continuous frame for U.

Also we define,

) @A = (oA 5 | [ lpl)Pdu(o)] < )

For any ¢, € L?(f2, A), the 1nner product is defined by (¢, 9) = [, (¢ w))du(w) and

the norm is defined by ||| = [|(¢, ©)|2.
We know that every Hilbert space is a Hilbert C*-module over C. So we can give an example
of continuous Bessel mapping for Hilbert space H as follows.

EXAMPLE 2.2. (see [3])Let H be a Hilbert space. Take an (essentially) unbounded (Lebesgue)
measurable function a : R — C such that a € L*(R)\L>®(R).
Choose a fixed vector h € H , h # 0. Then the mapping

(3) F:R—H, wr F(w) :=a(w).h

is weakly (Lebesgue) measurable and a continuous Bessel mapping, since for all f € H,

/|f, DIPdpu(w /|a 21, 1) ()
— (1) / 0@)2dpu(w) < 1] al2 e 17112

Similar to continuous frames in Hilbert spaces, we introduce a pre-frame operator and frame
operator for continuous frames in Hilbert C*-modules.

THEOREM 2.3. Let F : Q — U be a Bessel mapping. Then the operator Tr : L?>(Q, A) — U
weakly defined by

(4) (Tro. f) = / P@F (), fduw), (f D).

is well defined, bounded, surjective, adjointable A-linear map, and its adjoint Th : U — L?*(Q, A)
1s defined by

() (Tef)w) =({f,F(w)) (we).
The operator Tr s called a pre-frame operator or synthesis operator and Ty is called an analysis
operator of F.

DEFINITION 2.4. Let F': Q — U be a continuous frame for Hilbert C*-module U. Then the
frame operator Sg : U — U is weakly defined by

(6) (Spf, ) = /Q (f, F@)Fw), Hdu(w), (f€U).

COROLLARY 2.5. Let F' : Q — U be a continuous frame for Hilbert C*-module U. Then
Sk = TrT} is positive, adjointable and invertible.
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DEFINITION 2.6. Let F': Q — U be a Bessel mapping. A Bessel mapping G : Q — U is called
a dual for I if

7) f= [P, (D).
REMARK 2.7. For every continuous frame F': Q — U with frame operator S we have,
(®) F=557f = [ (5T F@IP@A). (7 D)

Thus S~!F, which is a dual for F, so called the canonical dual.

Now we define and investigate Riesz - type frames and continuous Riesz bases in a Hilbert
C*-module.

DEFINITION 2.8. A continuous frame which has only one dual, is called Riesz - type frame.

THEOREM 2.9. Let F : Q — U be a continuous frame for Hilbert C*-module U. Then F' is a
Riesz - type frame if and only if T}, is surjective.

DEFINITION 2.10. A mapping F : Q — U is called a continuous Riesz basis for U with respect
to (Q, u) , if the following two conditions are satisfied:

(W) {feU; (f, F(w)) = 0a.e[u]} = {0}.

(#4) There are two constant A, B > 0 such that

1 1
(9) AHQMMW@@M5SHQMMRM@MMSHIQWWWWWM5

for every p € L?(2, A) and measurable subset Q; of Q with u(Q) < +o0.

THEOREM 2.11. Let F': Q — U be a continuous frame for Hilbert C*-module U. Then F is a
continuous Riesz basis if and only if F' is a Riesz-type continuous frame.

COROLLARY 2.12. A continuous Riesz basis in a Hilbert C*-module is a continuous exact
frame.
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1. Introduction

Let A be a Banach algebra. A Banach space X which is also a left A-module is called a left
Banach A-module if
lla - =] < kx|l (a€AxeX)
for some positve kx. A right Banach A-module is defined similarly. A Banach space X is a Banach
A-module if it is a left and right Banach A-module.
For a Banach algebra A, let X and Y be two Banach A-modules. We note that if X is a
Banach A-module, then the actions are compatible; that is,

a-(x122) = (u-21)x2, alx1 -22) = (21 -0)x2 (21,22 € X,a € A).

The space of all bounded linear maps from X into Y is denoted by £(X,Y).
Let A be a Banach algebra, and let X be a Banach A-module. A bounded linear map D :
A — X is called a derivation if

D(ab) =a- D(b) + D(a) - b (a,b e A).

For each € X, we define A, : A - X by ar a-x — x-a. It is easily seen that A, is a
derivation. Derivations of this form are called inner derivations. The set of all derivations of A
into X is denoted by 3'(A, X), and the set of all inner derivations is denoted by B!(A, X). One
can see that 3(4, X) is a closed subspace of £(A, X) and B1(4, X) is a subspace of of 31(A, X).

Let A be a Banach algebra, and let X be a Banach A-module. Then

ﬁl(A,X) = 31<A7X)/%1(A3X)

is the first Hochshild cohomology group of A with coefficients in X, see [2, 5].
For a Banach algebra A and a Banach A-module X, it is easily seen that X* is a Banach
A-module via the following actions:

(p-a,x) ={d,a-x), (a-¢,z)={(p,x-a) (acAzecX,peX").
A Banach algebra A is called amenable if (A, X*) = {0} for every Banach A-module X.

In 1986, B. E. Johnson introduced AMNM property for a Banach algebra [3]. A Banach
algebra A has AMNM property if any almost multiplicative functional is near to a multiplicative
one. Many of the classical commutative Banach algebras were shown to have AMNM property.
As an example, the disc algebra A(D) has AMNM property. In [1], K. Jarosz studied AMNM
property for general uniform algebras and S. J. Sidney constructed uniform algebras that are not
AMNM [6]. In 1988, B. E. Johnson considered AMNM property for a pair of Banach algebras [4].
He studied, for a pair of Banach algebras such as (A, B), when approximately multiplicative maps
from A into B are near to multiplicative maps.
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Let A be a Banach algebra and X,Y be Banach A-modules. We say taht a bounded linear
map T : X — Y is almost left (right) module homomorphism if, for some positive §, we have

IT(a-z) —a-T(z)|| <dlalllle] ([T(z-a)=T(x)-al <dlz|la]) (acAzeX)

We say taht a bounded linear map is almost module homomorphism if it is almost left and right
module homomorphism. In this paper, we study the conditions under which almost module ho-
momorphisms are near to module homomorphisms in the norm topology on £(X,Y).

2. Main results

The space of elements of £(X,Y’), which are also left (right) A-module homomorphism is
denoted by 4£(X,Y)(£4(X,Y)). Also the space of all bounded linear maps from X into Y which
are A-module homomorphism is denoted by 4£4(X,Y).

LEMMA 2.1. The space a£4(X,Y) is closed in £(X,Y).

PROOF. Let (T},) be a sequence in 4 £(X,Y") with T,, — T, for some T in £(X,Y). Fixn € N,
for each x € X and a € A, we have
IT(@ 2)—a-T@| < |T(a-2) ~Taa )] + o Ta(e) — o T()]

< kxl|Tn = Tllllallllzll + ky |70 — Tlllal[||=]-
By taking limit whenever n — oo, we see that 7' is a left A-module homomorphism and so 4£(X,Y)
is closed. Similarly, one can see that £4(X,Y) is closed in £(X,Y") and the proof is established. O

DEFINITION 2.2. Let T € £(X,Y), we define two perturbation maps 79 : A x X — Y and
" : X xA =Y by Ta,z2) = T(a-z) —a- -T(x) and T%(z,a) = T(z-a) — T(x) -a. It is
easily seen that T € £(A, X;Y), the space of all bounded bilinear maps from A x X into Y, and
T € £(X,A}Y).

One can easily see that

ALA(X,Y)={T € L(X,Y): T =T" = 0}.
For T € £(X,Y), we put
d(T) =dist(T, aLa(X,Y)) =inf{||T = T'|| : T' € aLa(X,Y)}.

Since 4L€4(X,Y) is closed in £(X,Y), then 79 =T" = 0 if and only if d(T) = 0.

LEMMA 2.3. Let A be a Banach algebra and let X, Y be Banach A-modules. Then the mappings
G LXY) = LAX;Y) with T — T, and v : £(X,Y) = £(X,4;Y) with T — T%, are bounded
linear maps.

PROOF. Let T € £(X,Y) be fixed. Take S € 4£4(X,Y). Then

1T%(a, z)]| IT(a-z) —a-T(x)]

[T(a-z) = S(a- ) +[la-S(x) —a- T(z)]
kx| T = Slllallllz]l + ky | T — S| {|all]|]]

foralla € A and z € X. So [|[T9| < (kx + ky)||T — S||. By taking infimum over all elements in
4L4(X,Y), we have

ININA

179 < (kx + ky)d(T), (T € £(X,Y)).
Similarly, we may see that
177 < (kx + ky)d(T), (T € £(X,Y)).
Since d(T') < |||, the claim is proved. O

By the above lemma, we see that if d(T") is small then so are || 79| and ||T”||. We are interested
in whether 79 and T” being small implies d(T") being small.
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DEFINITION 2.4. We say that (X,Y)4 is ALMHNLMH (almost left module homomorphisms
are near left module homomorphisms)( respect to A) if for each positive € and K there is a positve
0 such that if T € £(X,Y) with ||T|| < K and ||T9|, || 7% < ¢ then dist(T,4 £(X,Y)) < e.

DEFINITION 2.5. We say that (X,Y)4 is ARMHNRMH (almost right module homomor-
phisms are near right module homomorphisms)(respect to A) if for each positve € and K there is a
positve ¢ such that if T € £(X,Y) with ||T|| < K and |77, |T%]| < ¢ then dist(T, £4(X,Y)) < e.

DEFINITION 2.6. We say that (X,Y)4 is AMHNMH (almost module homomorphisms are
near module homomorphisms)(respect to A) if for each positve € and K there is a positve d such
that if T € £(X,Y) with ||T|| < K and ||T9|, ||T”|| < 6 then d(T) < e.

For Banach A-modules X and Y, £(X,Y) can be considered as a Banach A-module via the
following actions:

(a-Tyx)y=a-T(x), (T-a,z)=T(a-z) (acAzeX, Tel(X,Y)).

One can easily see that T is a left A-module homomorphism if and only if a-T = T - a for each
a € A.

THEOREM 2.7. Let A be a Banach algebra; X and Y Banach A-modules. If $*(A, £(X,Y))
is a Banach space, then (X,Y)a is ALMHNLMH and ARMHNRMH.

PrOOF. Consider the mapping
A:L(X,Y) = 34 (A L(X,Y))
T+ AT

where Ap: A — £(X,Y) is defined by Ar(a) =a-T - T - a.
It is clear that A is an inner derivations and so Im(A) = B1(A, £(X,Y)). Also one can see
that Ker(A) =4 £(X,Y) and

dist(T, 4£(X,Y)) = dist(T, Ker(A)) =|| T + Ker(A) || .
On the other hand, since Im(A) is closed there exists K > 0 such that for each T € £(X,Y)
| T+ Ker(A) [|< K[| Ar || -
For each left -module homomorphism T, we have
| A | sup{|| Az (a) [|: a € A, [[a|[<1}
sup{[|a- T —=T-a|: a€ A, ||al|<1}
= sup{[[a-T(z) -T(a-2)|: acA zeX |a|<1, [[z]|<1}
d.

So dist(T, 4L£(X,Y)) < K¢ is true for each left §-module homomorphism. Choosing § < ¢/K, we
have dist(T, 4&(X,Y)) < . Thus (X,Y)4 is ALMHNLMH.
Similarly, by replacing the module actions on £(X,Y) via:

(a-T,z)=T(z)-a, (T-a,x)=T(x-a) (acAzrecX, TelLX)Y)),
we may see that (X,Y)4 is ARMHRMH. O

IN

COROLLARY 2.8. Let A be an amenable Banach algebra; X a Banach A-module andY a dual
Banach A-module. Then (X,Y)a is ALMHNLMH and ARMHRMH.

PROOF. Since Y is a dual Banach A-modle, Y has a predual such as Y, with X QY. as a
Banach A-module. On the other hand, £(X,Y) = (X®Y.)*. Since A is amenable,

H'(AL(X,Y)) = H'(4, (X&Y.)") = {0}.
So (A, £(X,Y)) is a Banach space; by Theorem 2.7, the proof is established. a
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THEOREM 2.9. Let A be a Banach algebra and let X,Y be finite dimensional Banach A-
modules. Then (X,Y)a is AMHNMH.

PRrROOF. Given € > 0 and K, put
C={T e 2(X,Y): |T| <K, d(T)> e},

Also for § > 0, put Gs = G5 N G5, where

s ={T € &X,Y): |[T7 > d}
and

5={T e LX,)Y): |[T”| > ¢}
By Lemma 2.3, G§ and G5 are open in £(X,Y), so G5 is open. On the other hand, we have
C CLX,Y)\ 4aLA(X,Y) CU{Gs : § > 0}. Since C is compact, there exists § > 0 such that

C C Gy; that is, (X,Y) 4 is AMHNMH. 0
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ABSTRACT. For a locally compact group G we consider the Fourier transform of matrix val-

ued functions and representations induced by the representations of G. We show that for a

locally compact abelian group G and for any ¢ € L% (G, My), Ag defined by Az(4)(f) =
“L(¢F(f)), (f€ L*(G, My,2))isan isometric *-isomorphism from L (é, M) onto CVa (G, My).

1. Introduction

Let G be a locally compact group, mg be the unique Haar measure on G, 1 < p,q < o©
such that 1/p 4+ 1/¢ = 1 and M,, be an n X n, n € N, matrix with entries in C. The trace
Tr : M,, — C is a positive linear functional of norm n. Suppose that B is a g-algebra of Borel
sets in G, p: G — M, is countably additive function that we call it an M,,-valued measure on GG
and denote by an n x n matrix g = (u;;) of complex valued measures p;; on G. The variation of
w is |p| that is a positive real finite measure on G defined by

lul(E —SUP{ZHM EeB},

E;eP

where P is a partitions of F into a finite number of pairwise disjoint Borel sets. Define the norm of
was ||pl| = |¢|(G). Following [1, 2], u has a polar representation y = w - |u| where w: G — M,
is a Bochner integrable function with ||w(-)|| = 1. A function f = (f;;) : G — M, is called
p-integrable if each f;; is a Borel function and the integral | o Jijdpuge exist in which case. For any
E € B, the integral [, fdu is an n x n matrix with ij-th entry

zk:/Efikdﬂkj-

d x)d d
[ rau - lult@)| < [ 1) diul(o).

By [1, Lemma 5], M (G, M}) is hnearly isomorphic to the dual of Cy(G, M,,), with the following
duality formula:

Then, we have

(1)

(,y: Co(G, M) x M(G,M}) — C

(2) (f,pu) =Tr (/G fd,u) = Z/Gfikd,uk,j,
ik

for f = (fij) € Co(G, My,) and p = (pi5) € M(G, M;). By [3, Proposition 2.4], (M (G, M}), || - |l+)
is a Banach algebra with the following convolution product:

(3) (finxv) = (//fwydu )dv(y )>,

for all f € Co(G, M,,) and u,v € M(G,M}). Also, (M(G,M,),| - ||) becomes a Banach algebra
with the convolution product and is algebralcally 1som0rphlc to (M (G, M), |- |l¢+r). Let f = (fij)

*speaker
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be a Borel M,,-valued function on G and p = (p;;) be a M,,-valued measure on G. An M,-valued
convolution f * pu, if exists at € G, is defined by

(4) (f = m)( / flay™h)du(y).
The left convolution p %, f is the following integral:
) (s @) = [ du)fs'e) (@€ ),
G

The transposed integral |, ¢ dp() f(x) which is defined to have ij-entry

(ferse) = [ ot

[ @@ < [ 15l
G G

DEFINITION 1.1. [6] Let G be a locally compact group, 1 < p < oo A bounded operator
T:L?P(G,M,) — LP(G, M,) is called a matrix valued left p-convolution operator of G if T'(,f) =,
T(f) for every a € G and f € LP(G,M,). We denote the set of all matrix valued p-convolution
operators of G by LCV,(G, M,,). Similarly, we define the right p-convolution operator with entries
in M, if T(f,) = T(f)q for every a € G and f € LP(G, M,,) and we denote the set of all such
operators by RCV,(G,M,). We denote the space of matrix valued p-convolution operators by
CV,y(G, M,,) that is LCV,(G, M,,) N RCV,(G, M,,).

Also,

(6) |

For more details regarding to these form of Banach algebras and spaces, we refer to [7, 8].

2. Fourier transform and p-convolution operators

In this section, we consider Fourier transform of matrix valued functions, we suppose that G
is a locally compact abelian group with the Haar measure m¢g and by @, we denote the dual of G.
Following [2, Section 3. §3], for 7w € é, w € M(G,M,) and f € L*(G, M,,), we define their Fourier
transforms by

(7) fi(r) = /G 7 (e71) du(e),

and

(8) / f@)m (1) dma(a).
Also,

9) pref=0f and Fep=fp,

for every u € M(G,M,) and f € L'(G, M,). We denote by M, o the vector space M,, equipped
with the Hilbert-Schmidt norm and we also consider L?*(G, M,,2) as a Hilbert space with inner
product (-,-). For every f € LY(G, M, ) N L*(G, M, 2), by [2, Lemma 3.3.9], Hf||2 = Hf||2 and
there is a unique continuous map F : L*(G, M, 2) — L? (G M, 2) such that F(f) = f Similar
to [4, Definition 1.3.2], for ¢ € L>(G, M,,), we define

(10) Ag(9)(f) = FH(eF(f), (f € L*(G, My2)).

We now give a result similar to [4, Theorem 1.3.2] as follows:

THEOREM 2.1. Let G be a locally compact abelian group. Then Ag is an isometric x-isomorphism
from L*°(G, M,,) onto CVy(G, M,,).
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PROOF. By a similar argument in the proof of [4, Theorem 1.3.2], A5 is an algebraic homo-
morphism i.e., for every ¢, € Loo(é, M,) and f € L*(G, M, 2),
(11) Ag()(f) = Ag(9) (Ag(¥)(f)) -
Also, it is injective and for ¢ € L°°(CA¥7 M,) and f,g € L*(G, M, ),
(9. 8a(6) () = (0. F (6" F()) = (Flg), " F(f))
(9. Mg (0)"(f))-
This shows that A is a -homomorphism. Let T € CV3(G, M,,) and define S(f) = F (T (F~(f))).

for every f e L2(G, M, 5). Moreover, for any g € L*(G, M,,)
On the other hand, every x-homomorphism between C*-algebras is an isometry, thus, Ag

is an isometry. Denote by 2¢ the canonical map of G onto G. For every a € G, m € G and
f e LG, M,>),

F(af) (m)

/f(am) Ydme (x /f Jr(a)dme (z)

/ f@)m(z Y dme(z) = w6(a)(m)F (f) (v)

(1 (a)F (f)) ().

One can identify L°°(G7Mn) as a C*-subalgebra of B(L*(G, M, 2). Then i € LOO(@,M,L).
Then by (9) and (12), we have

a(Ag@() = o (FAEF))) =a (FHF (e [)) =a (e f)
= puxg of =F N (Fluxe of)) =F (GF(f))

(12)

(13) = Ag()(af),

for every a € G, f € L*(G, M,,2) and i € L™ (G, M,,). Similarly, we have

(14) (@), = Ag@(f):

for every a € G, f € L>(G,M, ) and i € L>(G, M,). Thus Ag a(m) is in CV,(G), for every
fi € L>=(G, M,). O

Similar to (10), for every ¢ € L°°(G, M,,), we define
(15) Og(0)(f) = F H(F(NHe), (f€L* (G, Mpp)).

Similar to Theorem 2.1, we have the following result for © 4.

THEOREM 2.2. Let G be a locally compact abelian group. Then ©g is an isometric *-anti-
isomorphism from L”(@,Mn) onto CVa(G, M,,).

ProoOF. For every ¢, € Loo(é, M,) and f € L*(G, M, »),

Og(ov)(f) = FHF)eY) =F L (F(o)v) = F (F (Oa(@)(£) ¥)
= 05(%) (05(¢)(f)) -
Thus, O is an anti-homomorphism. Also, similar to Az one can show that O is a *-map and

consequently, it is a x-anti-homomorphism between C*-algebras. This implies that it is an isometry.
By (9), similar to the relations (13) and (14), we obtain for ©4. Hence it is in C'V2(G). O

Following [2], for any f € LP(G, M,) and the scalar valued map A (the modular function of
@), the product f(x) ® A(y) is given by

fu@)Aly) - fin(2)Ay)
(16) f(z) @ Ay) = : :
fur(@)A(y) - fan(@)Ay)
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THEOREM 2.3. Let  be a unitary representation of G. Then, for all f,g € L*(G, M,),

7(f) = [ (fr)@) @ n(e)im(a)
satisfies the following
(i) 7(f xg) =7(f)7(g)-
(i) m(2) @7(f) = 7(lsf) and 7(f) @ 7(z) = A(z™") @ 7(ry-1 f).
ProOF. For any f,g € L'(G, M,,),

(f *9) //f (271 g(y)dme (y)dme (z)
- / / FW)g(x) ® 7()m(y)dme (y)dme (z)
GJG
- /G /G ((y) ® 7(2))(9(z) ® 7(y))dme (y)dme ()

The case (ii) by a similar calculations holds. O

THEOREM 2.4. Let  be a unitary representation of G. Then, for all f,g € L*(G, M,,),

(f *eg) = /G (f * 9)() ® w(z)dma(x)

satisfies the following equality
w(f e g) =7(f)7(9).
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ABSTRACT. One of the main problems in frame theory is investigation of frame properties of
sequences in a Hilbert space H obtained by iterates of operators on the form {Tk(b}keNO,
where the operator T': H — H belongs to certain classes of linear operators and the element ¢
belongs to H. In this note, we discuss the size of the set of such elements.
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1. Introduction

The system of iterations {Tk¢}k€Nm where T is a bounded linear operator on a separable
Hilbert space H and ¢ € H, the so-called dynamical sampling problem is a relatively new research
topic in Harmonic analysis. This topic has been studied since the work of Aldroubi and Petrosyan
[1] for some new results concerning frames and Bessel systems, see for example Aldroubi et al. [2]
to study dynamical sampling problem in finite dimensional spaces. Christensen et al. [5, 6, 7]
studied some properties of systems arising via iterated actions of operators and also, frame proper-
ties of operator orbits. For more details, we refer to [1, 3, 4]. Let {fx}ren is a frame for H which
spans an infinite dimensional subspace. A natural question to ask is whether there exists a linear
operator T such that fyi1 = T fi, for all n € N? In [7] it was proved that such an operator exists
if and only if the frame { f }xen is linearly independent; also, T is bounded if and only if the kernel
of the synthesis operator of {fi}ren is invariant under the right shift operator on ¢2(N), in the
affirmative case, {fx}ren = {T% f1}ren,. In this note, necessary conditions for the frame {fy }ren
to have a representation of the form {T* f;}xen, is discussed (Proposition 2.1, below). Note that
the problem considered in this note is of some interest from other points of view. Indeed, assuming
that the system {T* f}ren, is a frame for H. It is natural to ask for a characterization of V(T):
the set of all ¢ € H such that {T*¢}ien, is a frame for H. In [6], V(T) is obtained by applying
all invertible operators from the set of commutant T of T to ¢. In this note we discuss the size of
the set V(T) (Theorem 2.2, below).

Throughout this note, let H be a separable Hilbert spaces. We denote by B(H) the set of all
bounded linear operators on H, the index set is the natural set N and Ny := N U {0}.

DEFINITION 1.1. [4] A sequence of vectors { fi }ren in H is a frame for H if there exist constants
A, B > 0 so that

(1) ANFIPEY I PEBIFIP,
keN
for all f € H.
It follows from the definition that if {fi }ren is a frame for #H, then
(2) spanf fteen = H .

The sequence { fx }ren is a Bessel sequence if at least the upper condition in (1) holds. If {fx}ren
is a Bessel sequence, the synthesis operator is defined by

U:C(N) = H; Ulcrteen, = crfe s

keN
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it is well known that U is well-defined and bounded. The availability of the representation
{fi}ren = {T* fi}ren, is characterized in [7]:

PROPOSITION 1.2. Consider any sequence {fx}ren in H for which span{ fi}ren is infinite-
dimensional. Then the following are equivalent:

(1) {fi}tren is linearly independent.
(ii) There exists a linear operator T : span{fi}ren — H such that {fx}ren = {T* f1}ren, -

2. Main results

For a given operator T' € B(H), let

V(T) :={¢ € H: {T"¢}ren, is a frame for H}.
We state necessary conditions for the frame {fx}ren to have a representation of the form
{T* 1} keny:

PROPOSITION 2.1. Let {fix}ren be a frame for H of the form {T* fi}ren,, for some linear
operator T € B(H). Then the adjoint operator T* is not power bounded, i.e., supyey, ||(T%)*|| =
00 .

PROOF. it is enough to show that, for every ¢ € H\{0} and a sequence {nj}ren of positive
integers:

Tim [[(T)"* ] = oc

—00

Suppose not. That is, there exists 0 # ¢ € H, M > 0 and {ng, }jen subsequence of {n}ren such
that

3) [(T*)"™ ¢l <M, j=1,2,--- .

Therefore, {||(T7*)"" ¢||}jen is bounded and so is span{||(T*)"* ¢||}jen.

Since {T* f1 }ren, is a frame for H, it is well-known that {773 f1},cy is a frame for closed subspace
V = 5span{T™ f1}jen U{¢} of H. Without loss of generality, we can assume that ||| = 1. Since
{T" i f1}jen U {¢} is dense in V, thus

span{(T"™ f1, ¢) }jen = span{(f1, (T")"9 ¢)}jen ,

must be dense in F (the scalar field of the closed subspace V' of H); because for any a € F, we have
ap €V, so there exists a sequence of positive numbers {my, } jen such that Z;’il T f1 — aep.
Hence,

<chw g “"> = {ap, @), or D e (T™ fr.0) =
j=1

Jj=1

that is,

span{(T™" f1,¢)}jen = span{{f1, (T")"" ¢)}jen = F.

Thus given € > 0 there exists a positive integer N € N such that for any j > N, we obtain

ch<Tnkjfla<p> —a| <E,
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and then

mj
ol < [ (T ™) +e
j=1

= (.Y gGT)™ip)| +e
j=1

my

AU S & ()™ || + e,

Jj=1

IN

But this contradicts with the boundedness of span{|[(T*)"" ¢||}jen, so the proof is complete.
([

Let T € B(H) be an operator for which there exists some fy € H such that {T™ f1}nen, i8
a frame for H. A natural question to ask is whether there exist other vectors ¢ € H for which
{T*¢}ren, also is a frame for H. The answer of this question is already given in [6]. In the
following theorem we consider another viewpoint of this question; we discussed the size of the set
of vectors ¢ € H for which {T"¢},en, is a frame for H.

PROPOSITION 2.2. Let T € B(H). Assume that T is invertible. Then
v = (] Bk,
fev(T),keN

where,

B k= U (oeH: 1m0 fll < 1}

n€eNg

PRrROOF. For any f € V(T), it is clear that T' € E(H). Now, let By ’s are open balls centered

at f € V(T) and with radius %, (k € N). Then by continuity, for any n € Ny,

_ 1
(T")'Bpr={oeH:|T"¢~ f|| < oL
is open in H. Therefore, for any k € N,

B(fv k) = U (Tn)ile,ka

n&eNp

is open in H.

claim:

V)= ()| Bk
fEV(T), keN
Let ¢ € V(T'). Then, for any f € V(T') and any k € N, there exists n € Ny such that, T"¢ € By,
that is, ¢ € (T™) ' By . Therefore, ¢ € ey UneNg(Tn)_lBﬂk’ that is, ¢ € ey B(f, k), for
any f € V(T).

Conversely, let ¢ € ﬂfev(T),keN B(f, k), then for any f € V(T') and any k € N, ¢ € B(f, k).
That is, for any f € V(T) and any k € N, there exists m € Ny such that ¢ € (T™)"' By, or
T™¢ € By . Now it clear that, for & € N sufficiently large, By C V(T'), therefore, T™¢ € V(T'),
and then the system {T"(T™¢)}nen, is a frame of H. By adding of a finite elements of points
{9, T, - T 1p} to the system {T™(T™¢) }nen,, we have the system {T" ¢}, en, which is a frame
for H, that is, ¢ € V(T'), and this completes the proof. a
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Let

E(H) = {T € B(H) : {T"¢}ren, is a frame for H, for some ¢ € H}.

It is clear that E(#) cannot be dense in B(#) with respect to the norm topology. Indeed,
by Prop. 2.2. in [5], every operator T' € E(H) has norm greater or equal than 1. So, the norm
topology is not always the most natural topology on B(#). It is often more useful to consider the
weakest topology on B(H), so-called the strong operator topology, it is defined by the family of
seminorms {py : h € H}, where py(T) = ||Th|. We conclude this note by raising the following
question.

Question. For T' € B(H), pick ¢ = ||T'|| + &, (a > 0) and replace the norm topology by the
strong operator topology. What can we say for the size of the set of all operators in E(H) with
the norm of at most ¢?
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ABSTRACT. In this paper, we study and investigate Connes amenability for [1-Munn algebra
LM(A; P,1,J) where A is a Banach algebra, I and J are nonempty sets and P is invertible
matrix. Then we use the obtained results to semigroup algebras [ (S) that S is a semigroup.
Also, we prove that if S is a weakly cancellative semigroup and 11 (S) be Connes amenable then
the idempotents set of S will be finite.

Keywords: Connes amenability, Banach algebras, I'-Munn algebras, semigroup
algebras.
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1. Introduction

[*-Munn algebras are introduced by Eslamzadeh in [2]. Eslamzadeh characterized amenable
semigroup algebras by [*-Munn algebras. In [5], Munn introduced a certain type of mentioned
algebras. {!-Munn algebras has been investigated in some texts. For instance, Blackmore showed
the ['-Munn algebra of the group algebra I'(G) is weakly amenable. Also, the structure of this
algebras studied by Eslamzadeh in [3]. On the other hand, the authors in [1] used the {!-Munn
algebras to study of semigroup algebras of completely simple semigroups. We know that special
concept of amenability was called Connes amenability In [6], Runde extended the notion of Connes-
amenability to dual Banach algebras. For a locally compact group G, the group algebra I1(G) and
the measure algebra M (G) are two examples of dual Banach algebras. Runde introduced normal,
virtual diagonals for a dual Banach algebra and showed that the existence of a normal virtual
diagonal for M(QG) is equivalent to it being Connes amenable. In particular, I'(G) is amenable
if and only if I!(G) is Connes amenable. In this paper we investigate the semigroup algebra of a
weakly cancellative semigroup in theorem of Runde. Also, the concept of Connes amenability of
[*-Munn algebras is investigated. We apply the {!-Munn algebras to study of Connes amenability
of mentioned semigroup algebras.

2. Main results

Let A be a dual Banach algebra such that (A,)* = A. A dual Banach .A-bimodule X is called
normal Banach A-bimodule if for each x € X, the maps a — a.x, a — x.a are w*-continuous
(a € A).

Now, in the following we present some definitions.

DEFINITION 2.1. Let A = (A.)* be a dual Banach algebra and X be a Banach .A-bimodule.
The linear bounded map D : A — X is called derivation if for every a,b € A we have D(ab) =
D(a).b+ a.D(b). We say D is inner derivation if there exists € X such that for every a € A,
D(a) = a.x — x.a. In this case we denote D by ad,.

Let A be a Banach algebra and X be a Banach A-bimodule. A is called amenable if every
derivation D : A — X* is inner.

DEFINITION 2.2. Let A = (A,)* be a dual Banach algebra and X be a normal dual Banach
A-bimodule. A is called Connes amenable if every w*-continuous derivation D : A — X is inner.
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REMARK 2.3. Let X be a Banach A-bimodule. An element z € X is called w*-weakly contin-
uous if the module maps a — z.a,a — a.x are w*-weak continuous (a € A). The collection of all
w*-weakly continuous elements of X is denoted by cwe(X). We define the map 7 : ARA — A by
m(a ®b) = ab, (a,b € A). Then we have 7* : A, — cwc((AB.A)*). Consequently, 7** drops to a
homomorphism Ty : cwe((ADA)*)* — A.

DEFINITION 2.4. An element M € cwc((ABA*)*) is called a owc-virtual diagonal for A, if
M. =u.M for every u € A and u.mgqpe(M) = u for every u € A.

It is shown that Connes amenability of Banach algebra A is equal to existence a cwc-virtual
diagonal for A.

DEFINITION 2.5. Let A be a unital Banach algebra, let I # @, J # & be arbitrary sets and
P = (pij) € Mjx1(A) be a matrix such that || P ||= sup{|| pji ||: 7 € J,i € I} < 1. The set
Miy(A) of all T x J matrices a = (a;;) on A with /'-norm and the product A e B = APB,
(A, B € M;4;(A)) is a Banach algebra that is called [!-Munn algebra on A with sandwich matrix
P. In this case ['-Munn algebra is denoted by LM(A; P, I,J) [2].

The following statements are from [2].
A semigroup S is called regular if for every a € S there is b € S such that a = aba. S is an inverse
semigroup if for every a € S there is a unique a* € S such that aa*a = a and a*aa* = a*. Let
G be a group, I # @ and J # @ be arbitrary sets, and G° = G U {0} be the group with zero
arising from G by adjunction of a zero element. An I x J matrix A over G° that has at most one
nonzero entry a = A(i, j) is called a Rees I x J matrix over G° and is denoted by (a);;. Let P be a
J x I matrix over GY. The set S = G x I x J with the composition (a,,7) o (b,1,k) = (aPjb,i, k),
(a,4,7),(b,l,k) € S is a semigroup that we denote by M(G, P) [4, p. 68]. Similarly if P is a
J x I matrix over G°, then S = G x I x JU {0} is a semigroup under the following composition

operation:
.o o (anlb,i, k), le 75 0
(a,l,j)o(b,l,k){ 07 leZO

(a,i,5) 00 =00 (a,i,j) =000=0

Mentioned semigroup which is denoted by MY(G, P) also can be described in the following way:
The set of all Rees I x .J matrices over G¥ form a semigroup under the binary operation A ¢ B =
APB, which is called the Rees I x .J matrix semigroup over G° with the sandwich matrix P and
is isomorphic to M%(G, P) [4, pp. 61-63]. An I x J matrix P over GV is called regular (invertible)
if every row and every column of P contains at least (exactly) one nonzero entry.

Already in[2], Esslamzadeh shows that if LM(A; P,1,J) is amenable then A is amenable,
I # @ and J # @ are finite and P is invertible. In the following theorem we investigate this
subject for Connes amenablility of a Banach algebra.

THEOREM 2.6. Let A be a dual Banach algebra and LM(A; P,I,J) be Connes amenable. Then
A is Connes amenable, moreover the sets I and J are finite and matriz P is invertible.

PROOF. Let LM(A; P, I,J) be Connes amenable. Thus it has a bounded approximate identity.
By applying [2, Lemma 3.7], we implise that I and J are finite sets. So, P must be invertible.
For prove Connes amenability of A, it is sufficient that suppose X = (X.)* be a normal Banach
A-bimodule and D : A — X be a w*-continuous derivation. We show that D is inner. ([

If in the above theorem, A has an identity element then we conclude the following corollary.

COROLLARY 2.7. Let A be a Connes amenable unital dual Banach algebra, I and J are finite
sets and P is invertible matriz. Then Banach algebra LM(A; P, 1,J) is Connes amenable.

PRrROOF. Without losing the generality let |I| = |J| = n. Suppose that X be a normal Banach
LM(A; I, I, J)®A-bimodule and D : LM(A; I,,,I,J)®A — X be a w*-continuous derivation.
Now, we define the right and left module actions on A, then we prove that D is inner. This
complete the proof. O
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Let S be a semigroup. We say that S is cancellative semigroup, if for every r,p # q € S we
have rs # rq and pr # qr.

An element e € S is called an idempotent if e = e* = 2. For p € S, we define L,, R, : S — S
by L,(q) = pg,R,(q) = qp; (¢ € S). If for each p € S, L, and R, are finite-to-one maps, in this
case S is named weakly cancellative. Suppose that S be a semigroup. S is called simple semigroup
if only ideal in S is itself. S is called completely simple semigroup if it is simple and contain a
principle idempotent.

LEMMA 2.8. Let S be a weakly cancellative semigroup and let [1(S) be Connes amenable unital
semigroup algebra. Then the idempotents set S is finite.

THEOREM 2.9. Let G be a group and S be a weakly cancellative semigroup and let 1*(S)
be Connes amenable unital semigroup algebra. Then S is a Rees matrix semigroup of the form

S = M(G;P,1,J) and I*-Munn algebra LM(I1*(G); P,1,J) has an identity.

PROOF. By above lemma, S is a simple semigroup with finite idempotents set, thus S is a com-
pletely simple semigroup. Therefore, S is a Rees matrix semigroup of the form S = M(G; P, I, J).
This complete the proof. |

THEOREM 2.10. Let S be a weakly cancellative semigroup with finite idempotents set. Let [*(S)
be an unital semigroup algebra. Moreover, suppose that S be a Rees matrix semigroup of the form
S =M(G;P,1,J). IfI*(S) is Connes amenable then I*(S) is amenable and vice versa.

PRrOOF. If [}(S) is Connes amenable then by Theorem 2.6 and [2] the proof is clearly. The
converse follows directly from the above theorem. O
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ABSTRACT. In this paper, we investigate biprojectivity and biflatness of a bi-amalgamated Ba-
nach algebra A Xg X which depends on the Banach algebras A and X, and X is an algebraic
Banach A-module and © : X x X — A is a bounded bilinear map that is compatible with the
A-module operations of X.

Our results extend several results in the literature and provide simple direct proofs for
some known results. In particular, we characterize the biprojectivity and biflatness of certain
classes of the module extension Banach algebras and generalized matrix Banach algebras.
Keywords: Bi-amalgamated Banach algebras; Biprojective; Biflat.

AMS Mathematical Subject Classification [2010]: 46H25, 46M18.

1. Introduction

Let A be a Banach algebra and Ay : A®A — A be the diagonal operator induced by the
multiplication of A, where A®A stands for the projective tensor product of A by itself. Then A
is called biprojective if Ay : A®A — A has a bounded right inverse p4 : A — A®A which is an
A-bimodule map. A Banach algebra A is said to be biflat if the adjoint A% : A* — (A®A)* of
A 4 has a bounded left inverse A4« : (A®A)* — A* which is an A-bimodule map. Taking adjoints
implies that every biprojective Banach algebra is biflat. These homological notions initiated and
studied by Helemskii [2].

Let A, X be two Banach algebras and let X be a Banach A-module such that:

(i) X is an algebraic Banach A-module, that is,

a(zy) = (ax)y, (zy)a = z(ya),z(ay) = (za)y (a € A,z,y € X), and

(i) ©® : X x X — A is a bounded bilinear mapping which is compatible with the module
operations and the multiplication of X in the sense of the following identities:

aO(z,y) = O(az,y),0(z,y)a = O(z,ya),O(za, y) = O(z, ay),
O(zy,z) = O(z,yy2), O(z,y)2 = 20(y,2) (a € A, z,y € X).
Then the ¢'-direct sum A x X equipped with the pointwise vector space operations and the
multiplication
(a,2)(b,y) = (ab+O(z,y),ay + xb+zy) (a,b€ A 2,y € X),

is a Banach algebra. We call this Banach algebra a bi-amalgamated Banach algebra with respect
to © and we denote it by A Xg X. This Banach algebra firstly introduced in [4] where many
important properties such as n-weak amenability, topological centers and the ideal structure have
been studied.
The main examples of bi-amalgamated Banach algebras are (generalized) module extension Banach
algebras, Lau product Banach algebras and generalized matrix Banach algebras.

The main results of this paper concerning biprojectivity and biflatness of A Kg X. We show
that there is a close relation between the biprojectivity (resp. biflatness) of AKg X and that of A
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and X. We also apply our result to the certain examples of bi-amalgamated Banach algebras to
give a simple direct proof for some older known results.

2. Biprojectivity and biflatness of A Xg X

In this section we first investigate the relation between biprojectivity of A Kg X and that of
A and X and then we seek the same for the biflatness of A Kg X.

2.1. Biprojectivity of AXg X. We commence with the following result.

THEOREM 2.1. Let A and X be biprojective. Let X be unital with 1xa = alx for alla € A, and
let there exist bounded linear maps v : X — X and p: X — A and a homomorphismn: A — A
satisfying the following conditions:

(i) ©(1xn(a), 1xn(b)) = 0;

(i) p(ry) = p(@)uly) +O(v(z),v(y)) and v(zy) = v(x)v(y) +v(@)u(y) + ple)v(y);

(iil) av(lx) =1xn(a), zu(lx) + 2v(lx) = 2,0(z,v(1x)) = 0 and n(a) + ap(lx) = a,

for every a,b € A and x,y € X. Then for G = AXg X there exists a bounded linear map
G : G — GG with Ag o pg = idg. In adition if

(iv) There exists a homomorphism K : A — A such that ©(x,1xK(a)) =0=0(1xK(a),x),
forallz € X,a € A,

(v) The involved A-bimodule map pa satisfies the condition ps o © =0, and

(vi) The involved X -bimodule map px satisfies the identity (U®U) o px(1x)g = g(URU) o
px(1x) forallg € G, where U : X — G is defined by U(z) = (pu(x), v(x)) for each z € X,

then G is biprojective.
The following result studies the converse direction of Theorem 2.1.

THEOREM 2.2. Suppose that G = A Kg X is biprojective. Then,

(1) If there are A-bimodule maps S : X - A/ L: A—- X, K: A— AandT : A — A such
that T is also a homomorphism satisfying
(i) S(x)S(y) = S(xy) +T(O(x,y)),
(ii) S(x)T(a) = S(xza) and T(a)S(z) = S(ax), and
(iii) To K+ SoL =ida,
for every a,b € A and x,y € X, then A is biprojective.
(2) If there are bounded linear maps U : A - X, V: X - X,p: X > Aandv: X - X
satisfying
(i) U is a homomorphism, V(azx) = U(a)V (z),V(za) = V(x)U(a) and
V(@)V(y) = V(ey) + U(O(z, 1)),
(ii)) Uopu+Vorv=idx,
(il)) O(v(z),y) = plzy) = O(z,v(y)),zu(y) + 2v(y) = v(zy) = p(x)y + v(z)y, and
(V) V(2)y = U(O(w,y)) + V(wy) = aV(y), V(za) = 2U ), V(az) = U(a)a,
for every x,y € X and a € A, then X 1is biprojective.

If we use Theorems 2.1 and 2.2 for the special case © = 0, we arrive at the following result for
the generalized module extension Banach algebra A t<t X which has already proved by Ettefagh

[1].

COROLLARY 2.3 ([1, Theorems 3.1, 3.2]). Suppose that there exists a homomorphism U : A —
X such that U(a)r = ax,zU(a) = za, for alla € A,z € X, (In particular, U(a) = 1xa (a € A),
when X is unital with 1xa = alx for alla € A). Then A1 X is biprojective if and only if A and
X are biprojective.

EXAMPLE 2.4. Here we presents some special examples illustrating Theorems 2.1 and 2.2. Let
A be a Banach algebra equipped with the multiplication 7, which is also considered as a Banach
A-module under its own multiplication. Then we have:
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(i) If A is biprojective and unital, then for G = A X, A there exists a G-bimodule map pg
such that Ag o pg = idg.
(ii) If AKXy, A is biprojective, then so is A.
(i) If A, Ay, (Ap stands for A with the zero multiplication) is biprojective, then so is A.

2.2. Biflatness of A Kg X. We now investigate the biflatness of A Klg X. For this purpose
we need the following straightforward lemma.

LEMMA 2.5. Set G = ANg X.

(1) Let T : A —» A and S : A — X be A-bimodule maps which are also homomorphisms
and define ¢ : A — G by the role ¥(a) = (T(a),S(a)) (a € A). If ©(X,S(4)) =0 =
O(S(A), X)), T(a)x = —=S(a)x and 2T (a) = —xS(a), for allx € X and a € A. Then

(i) ¢ is A-bimodule map and a homomorphism.

(i) (&) o A% = Ao v, A A

(iif) (Y@9)*(E(a,z)) = (YoY)*(€)a and (Y&P)*((a,2)§) = a(Y@y)*(€), for every (a,z) €
G and € € (G®G)*.

(2) Let Kx : X — G be an A-bimodule map and a homomorphism and let V : A — X be a
bounded linear map satisfying V(a)x = ax and xV (a) = za, for alla € A,x € X. Define
¢: G — X by by the role p(a,x) =z +V(a) (a € A,z € X). Then

(i) (Kx®Kx)* o AL =A% o K.
(i) (Kx@Kx)*(6(a,2)) = (Kx@Kx)* (€)8((a,2)) and
(Kx©Kx)"((a,x)§)) = ¢((a, 2))(Kx®Kx)"(§) for all (a,2) € G.§ € (G G)".
For G = AKg X, let Py : G — A and Px : G — X be the usual projections on A and X,
respectively and let J4 : A — G and Jx : X — G be the canonical injections.

In the next result we study some conditions under which the biflatness of A and X induce a
left inverse for Ag.

THEOREM 2.6. Suppose that A and X are biflat. If T,S and Kx are as in Lemmas 2.5
satisfying the additional conditions
T—PjyoKxoS =idy, PxoKx—SoPjsoKx =idx, S=PxoKxoS, and Py\oKx =ToPjsoKx.
Then for G = ARg X there exists a bounded linear map A\g+ : (GRG)* — G* such that A\g+ oAL =
Investigating on the reverse direction of Theorem 2.6, we arrive at the next result.

THEOREM 2.7. Suppose that G = AXg X is biflat. If g4 : G — A, K4 : A — G are A-
bimoule maps and qx : G — X and Kx : X — G are X-bimodule maps such that g4 and qx are
homomorphisms satisfying the identities ga o Ko = ida and qx o Kx = idx. Then A and X are
biflat.

We apply Theorems 2.6 and 2.7 for the generalized module extension Banach algebra A <t X
which has already studied by Ettefagh [1].

COROLLARY 2.8 ([1, Theorems 4.1, 4.2]). Suppose that there exists a homomorphism U : A —
X such that U(a)z = ax,zU(a) = za, for alla € A,z € X, (In particular, U(a) = 1xa (a € A),
when X is unital with 1xa = alx for alla € A). Then A< X is biflat if and only if A and X
are biflat.

As consequences of Corollaries 2.3 and 2.8 we get the following results.

COROLLARY 2.9. Let A and B be two Banach algebras. Then
(i) the bi-amalgamated Banach algebra A <1 A is biflat (resp. biprojective) if and only if A
is biflat (resp. biprojective).
(i) the £'-direct product A® B is biflat (respr. biprojective) if and only if A and B are biflat
(resp. biprojective).
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We also obtain the following result concerning the biprojectivity and biflatness of the 7-Lau
product Banach algebra A ;x B which already proved by Khodami and Ebrahimi Vishki [3].

COROLLARY 2.10 ([3, Theorem 1]). Let A and B be two Banach algebras such that B is unital

and T € o(A). Then A .x B is biflat (resp. biprojective) if and only if A and B are biflat (resp.
biprojective).
A M
N B
that AM = M = MB and NA = N = BN. Then G is biflat (rep. biprojective) if and only if A
and B are biflat (resp. biprojective), M =0 and N = 0.

COROLLARY 2.11. Let G = [ } be a trivial generalized matrixz Banach algebra such

As an immediate consequence of Corollary 2.11 we have the following result of Medghalchi and
Sattari [5] concerning the triangular Banach algebra.

A M
0 B

such that AM = M = MB. Then T is biflat (rep. biprojective) if and only if A and B are biflat
(resp. biprojective) and M = 0.

COROLLARY 2.12 ([5, Theorem 2.2]). Let T = [ } be a triangular Banach algebra
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ABSTRACT. In this survey, we would use the categorical approach to Hilbert C*-modules over
a commutative C*-algebra to investigate the orthogonality preserving pair of maps on Hilbert
C*-modules over a commutative C*-algebra.

Suppose that I' and IV are two continuous fields of Hilbert spaces (H:).cz and (K;).cz on
a locally compact Hausdorff space Z. Let (¥, ®) be an orthogonality preserving pair of Co(Z)-
module maps from I into I'V. Then there exists a bounded complex-valued function ¢ on Z that
is continuous on Zr = {z € Z : (z,z)(z) # 0 for some = € I'} and satisfies

(¥(2), @(y)) = ¢ (z,9)
on Z, for all z,y € I'.
Keywords: Orthogonality preserving maps, Hilbert C*-modules, Continuouse field of Hilbert
spaces.

1. Introduction

The notion of orhogonality is initially associated with inner product spaces. Let (H , (G )) be
an inner product space, two elements z,y € H are said to be orthogonal if (z,y) = 0. For two
inner product spaces H and K, a mapping T : H — K is called orthogonality preserving, OP in
short, if it preserves orthogonality, that is if

Ve,ye H: x Ly = T(z) LT(y).

By [2], for a pair of linear mappings 7,5 : H — K between inner product spaces H and K.

The following conditions are equivalent, for some v € K € {R,C}:
l.Ve,ye H: z Ly = T(x) L S(y),

2.Vx,y € H: (T(m),S(y)) =v(x,y).

Some authors generalized orthogonality preserving property to Hilbert C*-modules [4, 6, 7].
Frank, Moslehian and Zamani in [3] studied orthogonality preserving pairs of maps on Hilbert
A-modules over standard C*-algebra A. Recall that A is a standard C*-algebra on a Hilbert space
Hif K(H) C AC B(H). In fact, they prove if A is a standard C*-algebra and ¥, ® : E — F
are two A-linear maps between Hilbert A-modules such that (¥, ®) is an orthogonality preserving
pair, then there exists an element ~y of the center Z(M(A)) of the multiplier algebra M(A) of A
such that

((x),(y)) =7 (z,y)
for all x,y € E.

In this survey, we cosider the above statement for Hilbert C*-modules over a commutative C*-
algebra. We use the fact that in the case of commutative C*-algebras Cy(Z), Hilbert Cp-modules
are the same as continuous field of Hilbert spaces over a locally compact Hausdorff space Z.

We first recall some basic facts on these structures.

The notion of an inner product (respectively Hilbert) C*-module is a generalization of a com-
plex inner product (respectively Hilbert) space in which the inner product takes its values in

*speaker
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a C*-algebra rather than in field of complex numbers. Hilbert C*-modules are useful tools in
theory of operator algebra, operator K-theory and theory of operator spaces. A (left) Hilbert
C*-module E over a C*-algebra A is a left A-module equipped with an ” A-valued inner product”
A{.,.) 1 ExX E — A such that the following conditions hold for all z,y,z € F, a € A and o, § € C:

(1) alox+ By, 2) = a alz,2) + B Ay, 2),
(i) alaw,y) = a a(z,y),
(iii)  alz,y)" = aly, ),
(iv)  alx,x) >0, and A{z,z) =0if and only if © =0.

If E is complete with respect to the induced norm by the A-valued inner product, ||z|| = || (z, z)| 2,
x € E, then E is called a (left) Hilbert C*-module over A or, simply a Hilbert A-module (in the
sequel, we will omit the subscripts). Any C*-algebra A is a Hilbert C*-module over itself via
(a,b) = ab* (a,b € A). Note that the theory of inner product C*-modules is quite defferent from
that of inner product spaces. As example, not any closed submodule of an inner product C*-
modules is complemented. For a good introduction to Hilbert C*-modules, we refer the reader to
book [5].

Let A be a C*-algebra. Two elements x,y in an inner product A-module (E,(.,.)) are said
to be orthogonal if (z,y) = 0. Recall that a map ¥ : E — F, where F and F are Hilbert C*-
modules, is said to be orthogonality preserving if (U(z), U(y)) = 0, whenever (x,y) =0, z,y € E.
Also two maps ¥V, ® : E — F between Hilbert A-modules are said to be orthogonality preserving
if (U(z), ®(y)) =0, whenever (z,y) =0, x,y € E.

Recall that a complex linear map ¥ : ' — F between Hilbert A-module, is called an A-
module map if U(ax) = a¥(x) for alla € A and = € E.

In this survey, we would use the categorical approach to Hilbert C*-modules over a commu-
tative C*-algebra to investigate the orthogonality preserving pair of maps on Hilbert C*-modules
over a commutative C*-algebra. The categorical approach says that the category of (left) Hilbert
C*-modules over a commutative C*-algebra A = Cy(Z) is equivalent to the category of continuous
fields of Hilbert spaces over a locally compact Hausdorff space Z [8].

2. Main results

DEFINITION 2.1. Let Z be a locally compact Hausdorff space. Consider ((H,).cz,I'), where
(H.).ez is a family of Hilbert spaces and I is a subset of [],., H.. Also, we set

Co— [[H:={ze [ H:: [z llz(2)]] € Co(2)}.
z€Z 2€Z

The pair ((H.).cz, ') satisfying the following properties is said to be a continuous field of Hilbert
spaces.

1) I'is a linear subspace of Co — [],., H..

2) The set {z(z) : z € T'} equals to H,, for every z € Z.

3) If x € Co — [[,c H- and for every z € Z and every € > 0 there is a 2’ € I" such that

lz(s) — 2’(s)|| < € in some neighbourhood of z, then z € T'.

If there is no confusion, we denote a continuous field of Hilbert spaces ((Hz),cz,T") by I.

If T is a continuous field of Hilbert spaces, then the function z — (z(z),y(z)) is an element of
Co(Z), for every z,y € T. In fact, ' is a (left) Hilbert Cy(Z)-module equipped with the following
pointwise multiplication and Cy(Z)-valued inner product

(f-2)(2) = fl2)z(z) &  (z,y)(2) = (x(2),9(2)),
for all f € Cy(Z), x,y € T and z € Z. Conversely, it is well known that every Hilbert Cy(Z)-
module is isomorphic to one of this form [8]. In this survey, we set Zr = {z € Z : (z,z)(2)
0 for some z € T'}.
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The following theorem is the main theorem, and we prove it after some lemmas.

THEOREM 2.2. [1] Let Z be a locally compact Hausdorff space, and T' and T” be continuous
fields of Hilbert spaces (H,) ez and (K;)zez over Z. Let W, ® : ' — I be two nonzero Cy(Z)-
module maps that preserve orthogonality. Then there exists a bounded complex function ¢ on Z,
continuous on Zr, such that for all z,y € T,

(U(z),2(y) = ¢ - (z,9).

Moreover, if Im(¥) C Im(®) (or Im(®) C Im(¥)) then U (or ®) is bounded. In particular, if
Im(¥) = Im(®) then ¥ and ® are both bounded.

Throughout this work Z is a locally compact Hausdorff space, and I" and IV are two continuous
fields of Hilbert spaces (H,).cz and (K.).cz on Z, respectively.

The following lemma determines the structure of Cy(Z)-module maps between continuous field
of Hilbert spaces.

LEMMA 2.3. [1] Let ¥,® : T' — TV be two nonzero Cy(Z)-module maps. For every z € Z,
two maps V,, P, : H, — K, defined by V,(x(2)) = (V(z))(z) and ®.(x(z)) = (P(z))(z) are
well-defined and linear. Moreover, the Cy(Z)-module maps ¥ and ® are bounded if and only if
U, and @, are bounded for all z € Z and sup.cz||V.| < oo and also sup,cz||P.|| < co. Indeed,
supzez || V=l = |¥]| and also sup.cz ||| = [|®]|.

To achieve the main result, we first show that for every z € Z, two nonzero linear maps
v, &, : H, — K, are orthogonality preserving between Hilbert spaces H, and K,. Therefore,
some results that hold in the setting of Hilbert spaces can be generalized to Hilbert Cy(Z)-modules.

LEMMA 24. [1] For every z € Z, the linear maps V,, ¢, : H, — K, are orthogonality
preserving.

Proof of the main theorem:

Now we have two linear maps ¥,,®, : H, — K, are orthogonality preserving, then by [2,
Theorem 3.2], there exists a complex number +, such that for every h,h’ € H,, (V,(h), ®.(h)) =
vz {h,h).

Now, we define ¢ : Z — C by

0 H,={0}
Z) =
#(z) { 7. H. # {0}

Obviously, for every x,y € I' and z € Z, we have

(T(2)(2), ®(y)(2)) = ¢(2){x(2),y(2))-
The authors in [1] proved that the nonnegative complex-valued function ¢ is bounded on Z,
and continuos on Zg = {z € Z : (x,z)(z) # 0 for some z € E}. Hence, ¢ € Cy(Z7).

The following example show that a pair of orthogonality preserving maps need not be bounded.

EXAMPLE 2.5. [1] Let H be a Hilbert space and T': H — H be a linear operator that is not
bounded. We define linear operators ®, ¥ : H — H® H by ®(h) = (T'(h),0) and ¥(h) = (0,T(h)).
Clearly (U, ®) is an orthogonality preserving pair of linear operators, but ®, and also ¥, are not
bounded.

The following result is Corollary 3.7 in [7], and indeed it show that a Cy(Z)-module map
U : E — F between Hilbert Cy(Z)-modules, under conditions, is a Cj,(Z)"-scalar multiple of a
unitary.

COROLLARY 2.6. Suppose that E and F' are two Hilbert Co(Z)-modules and ¥ : E — F is
an orthogonality preserving Co(Z)-module map. Then ¥ is bounded and there exists a bounded
nonnegative function ¢ on Z that is continuous on Zg and satisfies

(W(x), ¥(y)) = ¢ (z,y),
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for all x,y € E. Moreover,

(i) if E is full, then Zgp = Z and so ¢ € Cy(Z)™,

(i) if F is full and W is surjective, then ¢ is a strictly positive element of Cp(Z)T and so EA
is unitary, i. e., U is a Cy(Z) T -scalar multiple of a unitary.
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ABSTRACT. For Banach algebra B and Banach B-bimodule A, the amalgamated of B along a

Banach B-bimodule A, i.e. A x B, was introduce by Javanshiri and Nemati [1]. In this pa-

per, for continuous endomorphisms o,0’ and 7,7’ on A and B respectively, we investigate the

((o,7), (¢!, 7"))—amenability of Ax B, and also we study the relations between of ((a, 7), (¢/, 7’))—amenability
of A x B with similar concept on A and B.

Keywords: Amenability, Banach algebras, (o, 7)—amenability.
AMS Mathematical Subject Classification [2010]: 46H05, 46H25.

1. Introduction

Let A be a Banach algebra and X be a Banach A—bimodule. Then X*, the dual space of X,
by thy following module actions is a Banach A—bimodule.

(" a,x) = {x",a-x), (a-z* 2y = {x", xa),

for all a € A, x € X and z* € X*. The linear map d : A — X 1is derivation if d(aa’) =
a-d(d)+d(a)-d for all a,a’ € A. Also, for x € X the derivation ad, : A — X defined
by ad,(a) = a-x — x - a called inner derivation and if for derivation d : A — X there exists
a net (xo) € X such that d(a) = li(ryn(a - Xo — Tq - a) for all @ € A, then d is an approximate

inner derivation. The set of all continuous derivations and inner derivations from A to Banach
A—bimodule X are denoted by Z'(A, X) and N'(4, X), respectively. Also, the quotient space
HY(A,X)=Z'(A, X)/N(A, X) is first cohomology group of A with coefficients in X. The Banach
algebra A is called amenable if H'(A4, X*) = {0} for all Banach A—bimodule X. The concept of
amenability of Banach algebra was first introduced by Johnson [2] in 1972.

We recall that from [5], for any two bounded continuous endomorphisms o and 7 on Banach
algebra A, the linear map d : A — X is called (o, 7)—derivation if

d(ad’) = o(a) - d(a’) + d(a) - 7(a),

for all a,a’ € A. For any z € X, the derivation ad, : A — X defined via ad,(a) = o(a)-x—z-7(a)
is called (o, 7)—inner derivation for all a € A. Similarly, the set of all continuous (o, 7) —derivations
and (o, 7)— inner derivations from A to X denoted by Z(lm (A, X) and N(l(7 ” (A, X), respectively,

7)
and H{, (A, X) = Z}, (A, X)/N[, (A, X) is the first (o, 7)—cohomology group of A with
coefficients in X. The Banach algebra A is (o, 7)—amenable if any (o, 7)—derivation d : A — X*
be (o,7)—inner, for all Banach A—bimodule X. The notion of (o,7)—amenability of Banach

algebra introduced and studied by Moslehian [4].

2. Main results

Let A and B be Banach algebras such that A is a Banach B—bimodule. Then the left and
right actions of B on A are compatible, if

b-(ad’) = (b-a)d, (ad')-b=a(a’ -b), a(b-a') = (a-b)d’, (a,a’ € A, b€ B).
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So, the Cartesian product A x B with the multiplication
(a,b)(a’,b') = (ad’ +a -V +b-a',bb),
and the norm
[[(a, b)[| = [lall + llo]],

is amalgamated duplication of B along A and denoted by A x B. It is easy to see that A and B
are identify with A x {0} and {0} x B, respectively. Also, A is a closed ideal and B is a closed

(AxB)
A

subalgebra of A x B. Moreover is isometric isomorphism with to B. A x B is commutative
if and only if A and B are commutative Banach algebra.

THEOREM 2.1. Suppose that A and B are two Banach algebras, e € A is unit and o and T
are two homomorphisms on A and B, respectively. Then (0,7) : A X B — A x B defined by
((0,7),(a,b)) = (c(a), (b)) is a homomorphism if and only if o(e-b) =e-7(b) for all a € A and
be B.

Proof. First suppose that (o, 7) is a homomorphism. Then
((0,7), (a,b)(a’, b)) = (0(aa’ + ab + ba'), 7(bb")),

for all a,a’ € A and b,b’ € B. Set a = e and @’ = 0. Thus, we have that o(e-b) = e- 7(b) for all
b € B. Conversely, let o(e-b) =e- 7(b) for all b € B. Then we have that

o(ad’ +ab' +ba’) = o(ad)+ o(ab’)+ o(ba’)

(a)o(a') +o(ae V') + o(e- ba')
(a)o(a’) +a(a)a(e-b') + o(e-b)o(a)
(a)o(a') +o(a)e-7(b') +e-T(b)o(a)
= o(a)o(d)+o(a)-7(') + -T(b)o(a’).

These relations show that ((o,7),()o’,7’) is a continuous homomorphisms on A x B. O

gla

Il
Q

a

a
a
= 0 a
a

PROPOSITION 2.2. Let A and B are two Banach algebras, e € A is nuit and 0,0’ and 7,7’ are
two homomorphisms on A and B, respectively such that o(e-b) =e-7(b) and o'(e-b) =e-7'(b)
for allb € B. Then ((o,7),(0’,7"))—amenability of A x B imply the (o, 0")—amenability of A and
(1,7")—amenability of B.

Proof. First, if X be Banach A—bimodule and d; : A — X* be (0, 0’)—derivation, then with
the module actions defined by

yx(a,b)=y-a+y-(eb), (a,0)xy=a-y+(e-b) -y
X is a Banach (A x B)—bimodule, for alla € A, b € B and y € X. Also, the map D; : Ax B —
X* via Dy(a,b) =di(a+e-b)is ((o,7), (0!, 7"))—derivation. Hence, there exists f € X* such that
Diy(a,b) = ((o,7),(a,b)) x f — [« {((¢/,7"), (a,b)) for all a,a’ € A and b,b' € B. Therefore, if set
b =0, then we have that
<d1 (CL), y> = <D1 (aa 0)7 y>

= (fiyx(0(a),0)) = (f,(0'(a),0) xy)

= (o(a)-f—[f-d(a),y)
for all a € A and y € X. So, d; is (0,0’)—inner derivation. Thus, A is (o, 0’)—amenable. For the
(1, 7")—amenability of B, let X be Banach B—bimodule and dy : B — X* be (7, 7')—derivation.
Then by the following module actions X is a Banach (A x B)—bimodule and Dy : A x B — X*
defined via Dy(a,b) = da(b) is a ((o,7), (0’,7’))—derivation for all a € A and b € B. So, there
exists g € X* such that Ds(a,b) = ((0,7),(a,b)) x g — g % ((0,7), (a,b)), for all a € A and b € B.
Thus, it is routine that do(b) = 7(b) - g — g - 7/(b) for all b € B. O
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THEOREM 2.3. Let A and B be two Banach algebras, e € A is nuit and 0,0’ and 7,7 are
two homomorphisms on A and B, respectively such that o(e-b) =e-7(b) and o'(e-b) =e-7'(b)
for all b € B. Then A x B is ((o,7),(c’,7"))—amenable if A be (0,0')—amenable and B be
(1,7")—amenable.

Proof. Suppose that X is Banach (AxB)—bimodule and D : AxB — X*is ((o,7), (¢/, 7"))—derivation.
Then by module actions

a-y=(a,0)-y, y-a=y-(a0),
X is A—bimodule and Dy : A — A* by Dy(a) = D(a70) is ( o')—derivation, for all a € A and
y € A. Thus, there exists f € X* such that Dy(a) = o(a)- f o'(a) for all @ € A. Tt is clear that

(D —D»1)| 4 =0. So, by replacing D with D — Dy, D(a) =0 for all a € A. Therefore, we have that
(D((a,b)(a",0)),y)) = (D(a,b), (0"(a’),0)-y) = 0 and (D((a’,0)(a,b)),y) = (D(a,b),y-(c(a),0)) =
0foralla,a’ € Aandy € X. If X4 = (0/(A)- X|JX - 0(A)), then X4 is a closed submodule of
X. So, D(A)|x, = 0. Hence D(A) € X3 = (X/X)*. Therefore, by module actions

X/X 4 is Banach B—bimodule, for all b € B and y € X. It is clear that the map D:B —
(X/X4)* defined via

is (7,7")—derivation and there exists g € X4 such that D = ady, for all b € B and y € X. Thus
we have that D = adyg, as required. O
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ABSTRACT. In this paper, using a new technique from harmonic analysis called sparse
domination, we characterize the positive Borel measures including forward and reverse
Bergman Carleson measures. The main novelty of this paper is determining the reverse
Bergman Carleson measures which have remained open from the work of Luecking [Am. J.
Math. 107 (1985) 85111]. Moreover, in the case of forward and vanishing measures, our results
extend the results of [J. Funct. Anal. 280 (2021), no. 6, 108897, 26 pp| from 1 < p < ¢ < 2p to
all 0 < p < g < oo. Although we consider the weighted Bergman spaces induced by two-side
doubling weights, the results are new even on classical weighted Bergman spaces.
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1. Introduction

Throughout the paper, n is a fixed positive integer. Let C be the complex plane, B be the
unit ball in C", and S be the boundary of B. Let H(B) be the space of all analytic functions on
B. A radial weight on B is a positive and integrable function w on B such that w(z) = w(|z|).
If 0 < p < o0, the weighted Bergman space is denoted by AP, (B) and defined as AP, = AP (B) =
H(B) (N L?(B,wdV), where V is the normalized Lebesgue measure on B. Throughout the paper,
we use the notations dV,, = wdV and ||.||w = ||.|lw,2. For every o > —1, the classical weighted
Bergman space, denoted by AP, is the space A?lflzP)‘*'

Let D be the class of all radial weights w on B where &(z) = f‘i‘ w(s)ds satisfies the doubling

condition @(r) < ©(44L). We say that the weight w € D is a two-sides doubling weight, denoted
by w € D, if there exist K = K(w) > 1 and C = C(w) > 1 such that &(r) > Co(1 — 1;{), for
all 0 <r < 1. J. A. Pelez [5] introduced the classes D and D and studied the weighted Bergman
spaces A% (D) induced by these weights.

A. Lerner [3], with an alternative proof of the As theorem, showed that the norm of the
CalderénZygmund operators can be controlled from above by a very special dyadic type of operators
called sparse operators. For a survey of the advances on the topic, see [2, 3] and the references
therein. In Theorem (3.1), we show that the modulus of the k-th radial derivative of functions in
H(B) will be controlled by the sparse operators from above.

Suppose that p is a positive Borel measure on the domain D C C™. Let A be a Banach space
of holomorphic functions on D where A is contained in L?(D, u) for some ¢ > 0. Then, p is called
a (g, A)-Carleson measure if the inclusion map ¢ : A — L(D, u) is bounded. A (g, A)-Carleson
measure is called a reverse (¢, A)-Carleson measure if i : A — L7(u) is bounded below. If A = AP,
then a (g, AP )-Carleson measure is called a (p, ¢,w)-Bergman Carleson measure and if p = ¢, it is
called a w-Bergman Carleson measure.

In 1962, Carleson introduced and characterized the Carleson measures to study the structure
of the Hardy spaces and solved the corona problem on the disc. B. Hu et al. [1], using sparse
domination, gave a new characterization for the boundedness of weighted composition operators
from AP to A2 for & > —1 and 1 < p < g < 2p on the upper half-plane and the unit ball. Checking
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CHARACTERIZATION OF BERGMAN CARLESON MEASURES

the validity of the results of this paper for the classical (p, ¢, (1—|.|)¢)-Bergman Carleson measures
is easy. In this project, we will extend the results of [1] from 1 <p<g<2ptoall0 < p < ¢ < oo.
Moreover, in a more general case, we determine the positive Borel measures p on B so that the
radial differential operator R™*) : A4 — L9(y) is bounded for w € D and 0 < p < ¢ < .

Luecking [4] has conducted a valuable study on the reverse (g, A%)-Carleson measures. In
Theorem (3.5), using the sparse domination technique, we give a complete characterization for the
reverse w-Bergman Carleson measures when w € D. Furthermore, we present new versions of [4,
Theorems 4.2 and 4.3].

2. Preliminaries

The radial derivative of a holomorphic function f : B — C is defined as Rf(z) = Y., zzg—zfl(z)

Moreover, the k-th radial differentiation operator on H(B) is denoted by R*) and defined as usual.
Let §: B xB — [0,00) be the Bergman metric. If » > 0 and z € B, the Bergman ball centered
at z with radius r is defined as B(z,r) = {( € B: 5(z,() < r}.
For a € B, let Pa be the radial projection of a onto S. The pseudometric on S is defined
as p(z,() = |1 — (2,¢)|. As usual, D(z,r) := {¢ € S : p(2,{) < r}. For z € B\ {0}, let
Q. = D(Pz,1 — |z|). Then, the Carleson square S(z) will be defined as

S(z) ={CeB, PCeQ:, |z| <[] <1}, 5(0) =B.

Let 4 and B be a Borel measure and a Borel subset of B, respectively. Then, we set
p(B) = [ du. For the function g € LP(B, u1), the average of g based on p is defined as (g), B =
ﬁ J5 9(2)du(z), For convenience, we put (h)p = (h)y,p for h € LP(B,V).

2.1. Dyadic structure on B. Let S, = dB(0,r). Fix §,A > 0. For N € N, we can find
a sequence of points Ey = {w;\’ }3]21, and a corresponding sequence of Borel subsets {X JN }}‘721 of
Sno. that satisfy: Syo = U7~ XN, XN N XN =0 for all i # j, and

Sne (B, A) € XY C Syo[ ) Bwl,CN).
For z € B, let P,z denote the radial projection of z onto the sphere S,.. We now define the set
K} as follows: K :={ze€B: $(0,z) <6} and

KY = {z€B: NO<B(0,2) < (N+1)0 and Pypz € XY}, N >1, j > 1.

We will refer to the subset K\ of B as a unit cube centered at ¢} = Py, 1w}, while K7 is
centered at 0. We say that ¢}’ ™' is a child of ¢ if Pygc;' t' € XN,

K3

A tree structure is a set T := {cév } which contains the centers of the cubes. We will denote
the elements of the tree by a and 3, while K, will be the cube with center o. There is no problem
to abuse the notation and use « to denote both an element of the tree 7 and the center of the
corresponding cube or any element of the cube. The notation 3 > o means that 3 is a descendant
of . A dyadic tent under K|, is defined as: K, := UﬂeT:BZa Kpg.

A dyadic grid on S with calibre § is a collection of Borel subsets ® := {Q¥}; rez and points
{2F}; kez in S that satisfy:

(i) There are c1,Cy > 0 such that D(zF,c16%) € QF € D(2F, Co6%) for every k,i € Z.
(ii) For all k € Z, there holds S = ;. QF and the sets are disjoint.

(i) f Q,R € ® and QR # 0, then either @ C Ror R C Q.

Consider ®© as the dyadic grid on S with calibre é as mentioned above. Then, this dyadic
system creates a Bergman tree with suitable parameters # and A which depend on §. Indeed, we
can}fonstruct a tree structure as: X]N = PNng-V, and cév = P(N+%)9zjv, there are Ay > Ay > 0
so that

Sno[ ) B(Pvoz), A1) € XJY C Sno[ ) B(Proz) s Ao)
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Thus, if ® := {Q¥}i ez and T := {cj»v}j,Nez are constructed as above, then the function ¢: ® —
T, defined as ¢(Q}) = ¢}, is one-to-one and onto.

LEMMA 2.1. Letw € D. For every § > 0, there is a finite collection of dyadic grids {D*}M,
with the following property: For all z € B, there are ( € B and 1 < i < M such that there is a

dyadic cube Q € D where S(z) C @ C S(¢) and Vw(fz_@) ~ V,(S8(2)) = V,(S(0)).

Notation. From now on, for every calibre § > 0, we assume that D5 = {D5}M is the finite
collection of dyadic grids obtained in Lemma (2.1).

3. Main results

3.1. Sparse domination. In this subsection, we show that the modulus of the k-th radial
derivative of functions in H(B) will be controlled by sparse operators from above.

THEOREM 3.1. Let 0 < p,d < oo and k € NJ{0}. Then, there are positive constants rs, Cs,
and Dgs which depend only on § such that

1 Kr
(1) [ROf()P < Dy C5” Z > a A () Bee@.t i),
i=1 Qe@
for all f € H(B) and z € B.
Notation. From now on, for k € N{J{0}, we fix Ry = 28175 and B, ) = B(c(Q), Rs) for Q
in Ds.
3.2. Forward Bergman Carleson measures. Let v be a weight on B, k¥ € N|J{0} and
4, s, and t be positive numbers. We say that a positive Borel measure y is in Cf/’fgs if
t,ks M(BC(Q))
pl,)sT == sup .
Wis = 528 VB - @D
THEOREM 3.2. Let w € D, v(r) =&(r)/(1—r), 0 <p < g < oo, and k € NUU{0}. Ifpis a
positive Borel measure, then the following statements are equivalent.
(i) R™* Ap — L{ is bounded,
(i) pe C” ? for some (every) calibre § > 0.

(iii) For some (every) calibre 6 > 0 and m € N, there are positive numbers Cs and Ds which
depend only on § so that for all f € AP we have

M m
k m(k+1) . q
1RO 11, < DF*VCilyt e (3 VelBuan): o Pua):

i=1 QeD}

< 00.

3.3. Reverse Bergman Carleson measures. First, we give two results from [4] which are
the best obtained results on this topic.

THEOREM 3.3. [4, Theorem 4.2] Let a > —1, 0 < ¢,C,q < 00, and p be a (g, AL)-Carleson
measure. Then, there is an r > 0 such that if G = {z € Dj % > ¢} is a C-dominated set
for AL (D), then p is a reverse (q, A%)-Carleson measure.

Let C be a positive constant and G be a Borel subset of B. Then, we say that G is a C-
dominated set for AZ, if

[1seav.zc [1npav., g,
G B
Sometimes when the quantity of C' is not important, we say that G is a dominated set for AY.

THEOREM 3.4. [4, Theorem 4.3] Let a > —1 and 0 < g < co. If i1 is a reverse (q, AL)-Carleson

measure, then there are r,e > 0 such that % > ¢ for all z € D.
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Consider § > 0. Define the sets
p(Be
He(p;w30) :={Q € Ds; (Be@)

— = >}, Go(p;w;d) = B.o),
Vo(By@)) ; U @

QEHc (p;w;0)
and for f € A,
H(f5p:0:7) = {Q € D5 (U1 by > S0 e -
Now we present the main result of the paper.
THEOREM 3.5. Let w € D, v(r) =w(r)/(1 —r), and 0 < ¢ < oco. If u is w-Bergman Carleson
measure, then the following statements are equivalent.

(1) w is a reverse w-Bergman Carleson measure.
(ii) For some (every) m € N and calibre §, there is an € > 0 such that

m—1
1, S it (D VelBu@)- U™ by [T 1050y ) f € AL
QEH: (u;v50) Jj=1

(iii) For some (every) m € N and calibre 0, there is an € > 0 such that
m

e s, it (03 VeBu@) TTI)Bue Lo (@), f € AL,

r14...+rm=q .
" QEH. (n;v59) J=1

REMARK 3.6. Note that we can choose the power r,,, in Theorem (3.5) (iii, iv) as small as we
like.

REMARK 3.7. The gap between Theorems (3.3) and (3.4) is that the r obtained in Theorem
(3.3) is small, while the r in Theorem (3.4) is large. To fill this gap, we used the sets H.(u;w;0)
and Ge(p;w; d) in Theorem (3.5) instead of set G in Theorem (3.3).

Now, we will try to give the new versions of Theorems (3.3) and (3.4) using the sets G (u;w;0).
The following theorem is the new version of Theorem (3.3). However, again again in this new
version, the calibre (or equivalently the radius of the Bergman balls) must be small enough.

THEOREM 3.8. Letw € D, v(r) =w(r)/(1—7), 0 <e,C, q < 00, and p be w-Carleson measure.
Then, there is a calibre § such that if Ge(u;v;0) is a C-dominated set for AL, then p is a reverse
w-Carleson measure.

The following Theorem is a new version of Theorem (3.4). Note that in part (i) of this new
version, the radius of the Bergman balls does not need to be large.

THEOREM 3.9. Letw € D, v(r) =w(r)/(1 —7r) and 0 < ¢ < co. If i is a reverse w-Bergman
Carleson measure, then the following statements hold.

(i) For every calibre §, there is an € > 0 such that G.(p;v;0) is a dominated set for AL (B).
(ii) There are 8,& > 0 such that H.(p;v;0) = Ds.
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ABSTRACT. Amenability and pseudo-amenability of £1(S,w) is characterized, where S is a left
(right) zero semigroup or it is a rectangular band semigroup. The equivalence conditions to
amenability of £1(S,w) are provided, where S is a band semigroup. The equivalence properties
of amenability of £1(S,w)** are described, where S is an inverse semigroup. For a locally
compact group G, pseudo-amenability of £ (G,w) is also discussed.
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1. Introduction

For a Banach algebra 2l the projective tensor product A®2A is a Banach 2-bimodule in a
natural manner and the multiplication map 7 : A®&A — A defined by 7(a ® b) = ab for a,b € A
is a Banach 2-bimodule homomorphism.

Amenability for Banach algebras introduced by B. E. Johnson [6]. Let 2 be a Banach algebra
and E be a Banach 2l-bimodule. A continuous linear operator D : 2 — FE is a derivation if
it satisfies D(ab) = D(a) . b+ a . D(b) for all a,b € A. Given = € E, the inner derivation
ady : A — E is defined by ad,(a) = a .  —x . a. A Banach algebra 2 is amenable if for every
Banach 2-bimodule E, every derivation from 2l into £*, the dual of F, is inner.

An approzimate diagonal for a Banach algebra 2 is a net (m;); in A®A such that a . m; —
m; . a — 0 and aw(m;) — a, for each a € 2. The concept of pseudo-amenability introduced
by F. Ghahramani and Y. Zhang in [4]. A Banach algebra 2l is pseudo-amenable if it has an
approximate diagonal. It is well-known that amenability of 2l is equivalent to the existence of a
bounded approximate diagonal.

The notions of biprojectivity and biflatness of Banach algebras introduced by Helemskii. A
Banach algebra 2 is biprojective if there is a bounded 2-bimodule homomorphism p : A — ARA
such that mop = Iy, where Iy is the identity map on 21. We say that 2l is biflat if there is a bounded
2A-bimodule homomorphism p : A — (Ql@ﬁl)** such that 7**0p = kg, where kg : % — A** is the
natural embedding of 2 into its second dual.

Let S be a semigroup. A continuous function w : S — (0,00) is a weight on S if w(st) <
w(s)w(t), for all s,t € S. Then it is standard that

(S, w) = {f =D f($)8s: Ifle =D 1f(8)w(s) < 00}
seS seS
is a Banach algebra with the convolution product s * §; = ds;. These algebras are called Beurling
algebras.

In this note, we study the earlier mentioned properties of Banach algebras for Beurling algebras.
Firstly in section 2, we characterize amenability and pseudo-amenability of ¢!(S,w), for some
certain class of semigroups. We prove that pseudo-amenability of 1(S,w), for a left or right zero
semigroup S, is equivalent to it’s amenability and these equivalent conditions imply that S is
singleton. We show that the same result holds for ¢1(S,w), whenever S is a rectangular band
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semigroup and w is separable. Further, we investigate biprojectivity of ¢1(S,w) whenever S is
either left (right) zero semigroup or a rectangular band semigroup. For a band semigroup S, we
show that amenability of £*(S,w) is equivalent to that of £!(S) and these are equivalent to S being
a finite semilattice. We find necessary and sufficient conditions for ¢1(S,w)** to be amenable,
where S is an inverse semigroup.

Finally in section 3, we investigate pseudo-amenability of L!(G, w) where G is a locally compact
group and w is a weight on G. We prove that pseudo-amenability of L' (G, w) implies amenability
of G, and under a certain condition it implies diagonally boundedness of w. Next, if L'(G,w) is
pseudo-amenable we may obtain a character ¢ on G for which ¢ < w.

2. Amenability and pseudo-amenability of ¢1(S,w)

A semigroup S is a left zero semigroup if st = s, and it is a right zero semigroup if st =t
for each s,t € S. Then for f,g € ¢1(S,w), it is obvious that f * g = pg(f)g if S is a right zero
semigroup, and fxg = @g(g)f if S is a left zero semigroup, where g is the augmentation character
on /(S w).

We extend the results for £1(S) in [1, 2] to the weighted case ¢1(S,w).

PROPOSITION 2.1. Suppose that S is a right (left) zero semigroup and w be a weight on S.
Then €*(S,w) is biprojective.

Proof. We only give the proof in the case S is a right zero semigroup. Define p : /1(S,w) —
0Y(S,w)@0(S,w) by p(f) = 6. ® f,, where ty is an arbitrary element S. Then for each f,g €
01(S,w) we have

p(f *g) =6, @ (f xg) = ps(f)(0r, @g) = (f xd)) ©g = [ . (6, ®9) = f . p(g)
and similarly p(f * g) = p(f) . g. Further, 7p is the identity map on ¢}(S,w), as required. O

REMARK 2.2. It is known that every biprojective Banach algebra is biflat. Hence Proposition
2.1 shows that for every right or left zero semigroup S, ¢!(S,w) is biflat.

Given two semigroups S7 and Sy, we say that a weight w on S := S; X S is separable if there
exist two weights w1 and ws on S; and Ss, respectively such that w = w; ® wy. It is easy to verify
that £1(S,w) = £1(S1, w10 (Sa, ws).

Let S be a semigroup and let E(S) = {p € S : p? = p}. We say that S is a band semigroup if
S = E(S). A band semigroup S satisfying sts = s, for each s,t € S is called a rectangular band
semigroup. For a rectangular band semigroup S, it is known that S ~ L x R, where L and R are
left and right zero semigroups, respectively.

PROPOSITION 2.3. Let S be a rectangular band semigroup and w be a separable weight on S.
Then (1(S,w) is biprojective, and so it is biflat.
Proof. In view of earlier argument, it follows From Proposition 2.1, and then from [7, Propo-

sition 2.4].

THEOREM 2.4. Let S be a rectangular band semigroup and w be a weight on S. Then (*(S,w)
is amenable if and only if S singleton.

Proof. From [8, Theorem 3.6], £}(S) is amenable. Then it is immediate by [1, Theorem
3.3]. |

For a semigroup S, we denote by S° the semigroup whose underlying space is S but whose
multiplication is the multiplication in S reversed.

PROPOSITION 2.5. Let S be a right (left) zero semigroup and w be a weight on S. Then (1(S,w)
1s amenable if and only if S is singleton.

Let 2 be Banach algebra, Z be a semilattice (i.e., T is a commutative band semigroup) and
{2, : @ € I} be a collection of closed subalgebras of 2. Then 2 is ¢!-graded of A,’s over the
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semilattice Z, denoted by A = @7

AU € Aqp, for each o, 8 € 1.

Suppose that S! is the unitization of a semigroup S. An equivalence relation 7 on S is defined
by stt <= S'sS! = S1tSt for all s,t € S. If S is a band semigroup, then by [?, Theorem
4.4.1], 8 = Uaez Sa is a semilattice of rectangular band semigroups, where Z = g and for each
a=1[s] €L, So =[s]

THEOREM 2.6. Let S be a band semigroup and w be a weight on S. Then the following are
equivalent:

(i) £1(S,w) is amenable.

(#9) S is finite and each T—class is singleton.

(iii) £1(S) is amenable.

(iv) S is a finite semilattice.

Ay, if it is £1-directsum of 2A,’s as Banach space such that

Proof: The implications (i7) to (iv) are equivalent [1, Theorem 3.5]. We establish (i) — (%)
and (iv) — ().
(i) — (i) If £*(S,w) is amenable, then E(S) = S is finite and so Z = % is a finite semilattice.

Hence ¢1(S,w) = EBSEZ 1(S4,wa ), where w, = w|g,, . Then by [5, Proposition 3.1], each £*(Sy, w)
is amenable. Now by Theorem 2.4, S, is singleton for each o € Z, as required.

(iv) — (i) In this case £*(S,w) = ¢1(S), and ¢1(S) is amenable. O

THEOREM 2.7. Let S be a rectangular band semigroup, and let w be a separable weight on S.
Then €*(S,w) is pseudo-amenable if and only if S is singleton.

Proof. There is a left zero semigroup L and a right zero semigroup R, and there are weights
wr, and wr on L and R, respectively such that S = L x R and w = wy, ® wr. We have (}(S,w) =
(YL, wr)®0 (R, wg). Hence the map 6 : ('(S,w) — (*(L,wy) defined by 0(f ® g) = vr(g)f
for f € (1(L,wr) and g € (*(R,wr), is an epimorphism of Banach algebras, whereas ¢r is the
augmentation character on /!(R,wg). Whence ¢*(L,wr) has left and right approximate identity.
Therefore L is singleton, because it is left zero semigroup. Similarly R is singleton, so is S. ]

COROLLARY 2.8. Let S be a right (left) zero semigroup and w be a weight on S. Then the
following are equivalent:

(i) £1(S,w) is pseudo-amenable.

(ii) S is singleton.

(ii7) £*(S,w) is amenable.

The following is a combination of Theorems 2.4 and 2.7. Notice that in Theorem 2.4, we need
not w to be separable.

COROLLARY 2.9. Let S be a rectangular band semigroup, and let w be a separable weight on
S. Then the following are equivalent:

(i) £1(S,w) is pseudo-amenable.

(ii) S is singleton.

(ii7) £*(S,w) is amenable.

For the left cancellative semigroups we have the following.

THEOREM 2.10. Suppose that S is a left cancellative semigroup and w is a weight on S. If
01(S,w) is pseudo-amenable, then S is a group.

proof: This is a more or less verbatim of the proof of [2, Theorem 3.6 (i) — (4)]. O

Let (P, <) is a partially ordered set. Then (P, <) is locally finite if (z] ={y € S:y <z} is
finite for every x € S, and it is uniformly locally finite if sup{|(z]| : s € S} < c0.

We recall that a semigroup S is an inverse semigroup if for each s € S there exists a unique
element s* € S with ss*s = s and s*ss* = s*. The maximal subgroup of S at p € E(S) is denoted
by Gp. It is known that G, = {s € S : ss* = s*s = p}.
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THEOREM 2.11. Let S be an inverse semigroup, let w be a weight on S, and let (*(S,w) has a
bounded approximate identity. Then the following are equivalent:

(i) €*(S,w)** is amenable;

(ii) £1(S) is biprojective and S is finite;

(i13) 1(S,w)** is biprojective.

Proof.(i) — (ii) Suppose that ¢!(S,w)** is amenable. Hence £*(S) is amenable and S is finite
[8, Theorem 3.7]. Then by [7, Thorem 3.7 (4)], S is uniformly locally finite and for each p € E(S5),
G, is an amenable group. Finiteness of S implies that G, is finite and then [7, Theorem 3.7 (ii)]
shows that ¢1(9) is biprojective.

(i1) — (i73) Since S is finite, £1(S) = ¢1(S,w), and £*(S) is finite-dimensional. Therefore
(S)** = 1(S), and so £*(S,w)** is biprojective.

(iii) — (i) Biprojectivity of ¢1(S,w)** implies its biflatness. Thus, since ¢!(S,w)** has a
bounded approximate identity, £1(.S,w)** is amenable. O

3. Pseudo-amenability of L'(G,w)

Throughout G is a locally compact group and w is a weight on G. The weight w is diagonally
bounded if sup ¢ w(g)w(g™") < co. It seems to be a right conjecture that L'(G,w) will fail to be
pseudo-amenable whenever w is not diagonally bounded. Although we are not able to prove (or
disprove) the conjecture, we have the following.

THEOREM 3.1. Suppose that there exists an approzimate diagonal (m;); for L (G, w) such that
m; — 8 . my . dg—1 — 0 uniformly on G. Then w is diagonally bounded.

THEOREM 3.2. Suppose that L*(G,w) is pseudo-amenable, and that w is bounded away from
0. Then G is amenable.

We conclude by the following which is an analogue of [3, Proposition 8.9].

PROPOSITION 3.3. Let L'(G,w) be pseudo-amenable. Then there is a continuous positive
character ¢ on G such that ¢ < w.
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ABSTRACT. We introduce and study the notion of quasi-multipliers on a semi-topological
semigroup S. The set of all quasi-multipliers on S is denoted by Q9M(S). First, we study the
problem of extension of quasi-multipliers on topological semigroups to its Stone-Cech
compactification. Indeed, we prove if S is a topological semigroup such that S x S is
pseudocompact, then QM(S) can be regarded as a subset of QM(SS). Moreover, with an extra
condition we describe QM(S) as a quotient subsemigroup of 85S.
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1. Introduction

The main theme of this paper is motivated by the problem of whether the Stone-Cech compact-
ification 55 of a topological semigroup S is a compact right (left) topological semigroup. Precisely,
to find conditions on a topological semigroup S guaranteeing that the semigroup operation of S
extends to a continuous semigroup operation on the Stone-Cech compactification 3S of S. In [1],
Baker and Butcher showed that for a certain class of locally compact semi-topological semigroup
S, a necessary and sufficient condition to the above problem is discreteness or countably compact-
ness of S. Moreover, Filali and Vedenjuoksu showed in [6, Proposition 3.4] that for a countably
compact semi-topological semigroup S, the Stone-Cech compactification 8 is a semi-topological
semigroup. Also, Reznichenko in [7] proved that the semigroup operation on a pseudocompact
topological semigroup S can be extended to a separately continuous semigroup operation on 3S.
Furthermore, Banakh and Dimitrova in [4] obtained some conditions on topological semigroup S
for which the semigroup operation of S extends to a jointly continuous semigroup operation on its
Stone-Cech compactification.

Bhatt et al. in [2] introduced and studied the notion of multipliers of weighted discrete abelian
semigroups. For an discrete abelian semigroup S, the multiplier semigroup M (.S) consists of all
T:S — S such that

T(st) =sT()=T(s)t (s,t€S9).
Also for a weighted discrete abelian semigroup (S,w), they defined the set M,,(S) consists of all
T € M(S) such that there exists a constant K > 0 with the following property:

w(T(s)) < Kw(s) (s€S).

Recently in [3], the authors also considered multipliers on the weighted abelian semigroup (S, w)
and its relation with the multiplier algebra of the associated Beurling algebra £*(S,w). Multipliers
on a weighted discrete abelian semigroup have been studied by many authors, for example see [2],
[3]-
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The above discussion motivates us to generalize the notion of multipliers on semigroups to what
we shall call quasi-multipliers. As the name suggests, the motivation for this grouping comes from
the quasi-multipliers on Banach algebras. Actually, we can regard a semigroup operation as a quasi-
multiplier on topological semigroups. In the theory of semigroups, the Stone-Cech compactification
of S plays the same role of second dual of Banach algebra in some aspects such as Arens products
and topological centers. Precisely, 3S can be regarded as a subsemigroup of M (3S) = ¢*(S)"
equipped with the first Arens product. By considering these facts, it would be interesting to study
quasi-multiplier maps on Stone-Cech compactification and to discuss the relationship between
multipliers and quasi-multipliers on semigroups and their Stone-Cech compactification. This paper
is organized as follows:

We concentrate on finding conditions on a topological semigroup S such that a quasi-multiplier
on S extends to the Stone-Cech compactification 85 as a quasi-multiplier. Indeed, we show that
if S is a topological semigroup such that S x S is pseudocompact, then any element m € QM(.S)
can be extended to an element in QM(BS). Moreover, we describe a characterization of Q9(S)
in the sense of quotient semigroups of 3.S.

2. Main results

We start the section by defining the new notion of quasi-multipliers on semi-topological semi-
groups which can be regarded as a generalization of multipliers on semigroups. The standard
references on topological semigroups and their Stone-Cech compactification are [5].

DEFINITION 2.1. Let S be a semi-topological semigroup. A jointly continuous map m : S x
S — S is called a quasi-multiplier if for all s,t,u,v € S, we have

(1) m(st, uv) = sm(t, u)v.

The set of all such mappings is denoted by Q9(S). Moreover, the set of all separately continuous
maps m : S xS — S satisfying the equation (1) is denoted by Q91,,(S). It is clear that QM(S) C
QM. (S).

ExaMPLE 2.2. (i) Suppose that S is a topological semigroup and consider the semigroup
multiplication map m : .S x .S — S which is defined by

m(s,t) =st (s,t €585).

It is easy to see that m is a quasi-multiplier and in this case Q9(S5) is always non-empty.

(ii) Suppose that S is a left (right) zero semigroup, that is for each s,t € S we have st = s(st =
t). Then it is straightforward to check that Q9(S) = QM,,(S) is a singleton.

(iii) Consider a semi-topological semigroup S which is not a topological semigroup, see [5,
Example 3.3(h)]. Thus the semigroup multiplication map m : S x S — S is not a quasi-multiplier
but m € M, (S).

Recall that a topological space X is pseudocompact if every real-valued continuous function on
X is bounded. In [7], E. Reznichenko has shown that the semigroup operation on a pseudocompact
topological semigroup S can be extended to a separately continuous semigroup operation on 55S.
Moreover, T. Banakh and S. Dimitrova in [4] obtained some conditions on topological semigroup
S for which the semigroup operation of S extends to a jointly continuous semigroup operation on
its Stone-Cech compactification.

In the sequel, we consider this view of fact for extension of quasi-multipliers on a topological
semigroup to its Stone-Cech compactification. Indeed, the following theorem can be regarded as a
generalization of [4, Theorem 1.3].

THEOREM 2.3. Let S be a topological semigroup such that S x S is pseudocompact. Then

(i) (BS,0) is a topological semigroup, where O : BS x BS — BS is the extension of the
semigroup operation of S.
(ii) any element m € QIM(S) can be extended to an element in QM(BS).
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As a consequence, we give the following prompt result. Recall that the inverse semigroup S is
primitive if all non-zero idempotents of S is primitive.

REMARK 2.4. For a topological group G, it is well-known that pseudocompactness of G implies
that G x G is pseudocompact. We note that this is not true when S is a topological semigroup.
For example, we can consider a pseudocompact topological space X such that X x X is not
pseudocompact. Now, we can regard X as a topological semigroup with the semigroup operation
defined by

Txy=1 (z,y € X).

COROLLARY 2.5. If S is a primitive Hausdorff pseudocompact topological inverse semigroup,
then any element m € QIM(S) can be extended to an element QM(BS).

Now, our aim is to obtain conditions that give a similar version of Theorem 2.3 for separately
continuous quasi-multipliers on topological semigroups. Recall that a topological space X is count-
ably compact if every countable open cover has a finite subcover. It is worthwhile to mention that
Filali and Vedenjuoksu in [6] studied this problem for an extension of the semigroup operation of
S to S, where S is a countably compact semi-topological semigroup. The following theorem is an
improvement of [6, Proposition 3.4] to separately continuous quasi-multipliers.

THEOREM 2.6. Let S be a countably compact topological semigroup. Then

(i) (8S,0) is a semi-topological semigroup.
(ii) for each y € S, the map ¥ : BS — BS defined by x — yOx is continuous.
(iii) for every element m € QM,,(S), we have an extension m € QIM,,(8S).

Now, for a certain class of topological semigroup S, we describe Q9M(S) as a quotient of a
subsemigroup of its Stone-Cech compactification. First, we need some definitions.

DEFINITION 2.7. A topological semigroup S is called faithful if the map ® : S — QM(S)
defined by
O(s)(x,y) = zsy (s,z,y € 5),

is one-to-one.

DEFINITION 2.8. Suppose that S is a topological semigroup. We say a net {mg} C QM(S)

converges to some m € QM(S) in the ¢(S)-topology and denote by mg KIGINNY, mg(s,t) —
m(s,t), for all s,t € S.

Let S be a topological semigroup with an approximate identity, that is there is a net (ey)
in S such that for each s € S, e, — s and se, —> s. Therefore, S is faithful and for each
m € QM(S) we have,

lim [® (m(eq, €q))] (8,t) = lim sm(eq,, €4)t
« [e%
= limm(seq, €at)
=m(s,1).
This shows that ® (m(eq,eq)) 25), 1w and so S can be considered as a dense subset of QM(S)
equipped with the ¢(S)-topology.

DEFINITION 2.9. An approximate identity (e, ) in a topological semigroup S is called an ultra-
approzimate identity if for each s € S and m € QM(S) the nets {m(s,e,)} and {m(e,,s)} are
convergent.

In the following, we will be able to consider Q9M(S) as a right topological semigroup when S
admits an ultra-approximate identity.
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LEMMA 2.10. Let S be a topological semigroup and (ey) is an ultra-approzimate identity. For
each my, my € QM(S) define

(m; O mg) (s,t) =my (s, liglmg(emt)) (s,t €5).

Then the following statements hold.
(i) (QM(S),®) is a right topological semigroup with the q(S)-topology.
(i) S is an ideal in (QM(S),®).
(iii) Z4(S) = {m € QM(S) : Ly, is continuous} is a semi-topological subsemigroup of (QM(S), ®)
such that contains S, where Ly : QM(S) — QIM(S) is the left translation map.

Suppose that (5,-) is a topological semigroup such that (55, e) is a topological semigroup,
where e is an extension of the semigroup operation of S. Define
BS,={FepS: zeFeyc Sforalz,yecS}.
It is easy to see that £S5, is a subsemigroup of 55 which contains S. Also, the relation
o(F)(z,y)=reFey (v,yesS, Feps,),

defines a map o from 85, into QM(S).
As a main result, we now are able to present a characterization of QM(S) in the sense of
quotient semigroups as follows.

THEOREM 2.11. Let S be a topological semigroup with an ultra-approximate identity. If S x S
18 pseudocompact, then
(i) the map o : (BS,,0) — (QM(S),®) is a continuous epimorphism.
(i) QM(S) == 5= where J = {(F,G) € S, x BS, : o(F)=0(G)}.
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ABSTRACT. For a locally compact group H and a locally compact abelian group K, consider the
semi-direct product H and K with respect to the continuous homomorphism 6 : H — Aut(K).
We introduce a representation of generalized Weyl- Heisenberg group associate with the semi-
direct product group Gg. We show that this representation is irreducible if H is compact.
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1. Introduction

Let H and K be two locally compact groups with the identity elements er; and eg, respectively
and let 7 : H — Aut(K) be a homomorphism such that the map (h, k) — 7,,(k) is continuous from
H x K onto K, where H x K equips with the product topology. The semi- direct product topological
group G, = H %, K is the locally compact topological space H x K under the product topology,
with the group operations:

(h1,k1) X7 (h2, ka) = (h1ha, k17h, (K2),
(h k)™t = (W™ (7).
Tt is worth to note that K1 = {(egq, k); k € K} is a closed normal subgroup and Hy = {(h,ex); h €

H} is a closed subgroup of G, such that G, = HK . Moreover, the left Haar measure of the
locally compact group G is

dpa, (h, k) = 6u(h)dpw (h)dpr (k),

in which dpp,duk are the left Haar measures on H and K, respectively and 6y : H — (0,00) is
a positive continuous homomorphism that satisfies

dpsk (k) = 0 (h)du(Th(k)),
for h € H, k € K. Moreover, the modular function Ag, is
Ag, =og(h)Ag(h)Ak(k),

where Ay, Ak are the modular functions of H, K, respectively.
When K is also abelian, one can define 7 : H — Aut(K) via h +— 7}, where

Th(w) = w o Tp-1,
for all w € K. We usually denote w o 75,—1 by wp. With this notation, it is easy to see
Whihy = (th)hU

where hy,hy € H and w € K. The semi-direct product G; = H X; Kisa locally compact group
with the left Haar measure

where dpi - is the Haar measure on K. Also, for all h € H,

dpg(wn) = om(h)dpg (w),

*speaker
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for w € K, (see more details in [4, 1, 3].)
Let G, = H x, K, and define 0 : G, — Aut(K x T) via

(hy k) = Oy (W, 2) = (Ta(w), Th(w) (K)2) = (wWh, wn(k)2),

for all (h,k) € H x, K and (w,z) € K x T. The mapping 0 is a continuous homomorphism. Thus
the semi-direct prodoct

G, xg (K xT)=(H x, K) x¢ (K xT),
is a locally compact group and it is called the generalized Weyl Heisenberg group associated with
the semi direct product group G, = H x, K, and denoted by H(G,). It is easy to see that the
group operations of H(G,) are

(h1, k1, w1, 21)-(he, ko, wa, 22) = (hiha, kiTh, (k2), wiwap, , wap, (k)2122),
(hi,ky,wi,21)7t = (h;l,T,;ll(k—l),@hl_l,whl_l(q;ll(k—l))z—l),
for (h1,k1,w1,21), (ha, ka,wa, 22) € H(G;) (see [4]) and the left Haar measure of H(G.) is:
dusia, ) (hs k,w, 2) = dpg (h)dpg (k) dp g (w)dpr (2).

2. Main results

Throughout this section, we assume that H and K are locally compact topological groups and
that K is abelian, too. We denote the left Haar measures of H and K by dup, duk, respectively.
Suppose that h — 75, from H to Aut(K) is a homomorphism such that (h, k) — 7, (k) from H x K
into K is continuous. G, = H X, K is the semi-direct product of H and K that is a locally compact
topology group with the left Haar measure dug, (h,k) = dg(h)dumg((h)duk (k), where §g : H —
(0,00) is a continuous homomorphism. Consider the homomorphism 6 : G, — Aut(K x T) is
defined by

((hv k)a (wﬂ Z)) — a(h,k) (wa Z)7
where 6, 1) (w, 2) = (wWoT,-1,woT,-1(k).2). This makes H(G;) = G- Xg (K x T) alocally compact
topological group where H(G,) is equipped with the product topology and the group operations
as
(h1, k1, w1, 21).(ha, ka2, wa, 22) = (hiha, k1T, (k2),wiwap, , wap, (k)z122),
—1 _ (=1 _—1(3.—-1\ - - —1(7.—1yy,—1
(h1, k1 w1,21)" = (b s Th, (k ),whl_l,whl_l(Thl (k7 )z71),

for (h1,k1,w1,21), (ha, ka,wa, 22) € H(G;). The left Haar measure of H(G.) is

dpsa,)(h, kyw, 2) = dug (h)dpg (k)dp g (w)dpr(2).

Now, we are going to define a irreducible representation on H(G,). With the above notations
define 7 : H(G,) — U(L*(K)) by
() m(h, kyw, 2) f(€) = 635" ()£ (k) (R) ] (€@)-1),
then 7 is a homomorphism. Indeed,

™ ((hla klv w1, Zl)(th k27w27 22) )f(f) = 71—(h1h’2a lehl (kQ)a Wl(w2)h1 y (wQ)hl (kl)zle)f(g)

= 05 "2 (hha) (ws)n, (kr) 21208 (ka i, (R2) )Jwr (), (ka7 (K2)) £ (601 (W), ) (i)

= 0" (haha) (wa)n, (kr) 21226 (K1 )&, (ko )eon (k) (1)1 (R Jewn (R) £ (811 (@01) 1 (w2),, 1)
Also,

w(hi, k1,wi, 21)7(he, ko, wa, 22) f ()

= 02 () 21&(k )ai (k)7 (B, ez, o, 22) f((€01) 1
= 677 2 ()07 (h2) 21 22 (k)1 (ko 63 () (€857 1 (R2) £ (€800 (@20

= 02 (huha) 21226 (k1 )€1 (Ra)wr () (1)1 (R2)wa (R2) £ (€11 (@1) 11 (W2) 1)

2
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Moreover, 7 is unitary. In fact we have,

w(hk,w, 2)fl5 =[x |7T (h, k,w, 2) (&) 2dpg (6)

= Jiom \f (@) n—1[Pdug (€)
= Ji0x MIF(E)n—117dug (€
= fkf((§)|2dﬂf<(§)

= |fl3

And it is easy to check that 7 is continuous and onto. So, 7 is a continuous unitary representation
of group H(G) to the Hilbert space L?(K). In the sequel, we show that = is irreducible when H
is compact. Note that when H is a compact group, we normalize the Haar measure py such that
pr(H) = 1.

THEOREM 2.1. Let H(G,) = (H x, K) xg (K x T) where H is a locally compact group and K
s a locally compact abelian group. Then for ¢, in Lz(f{),
(2) ~/IHI(G ) | = (p,ﬂ'(h, k,w,z)w -~ |2d,uH(GT)(h,k,w,z) = ||§D||§||¢H§
if and only if H is compact.

PrOOF. For ¢, in Lz(ff ) we first consider the following observations:
Sy | = m(h kb, w, 209 = Pduma,) (h, k,w, 2)

= fH(G | [ (O (h, k,w, 2)0()dug (&) Pdusc, (h, k,w, 2)
= Juio | Ji 205" 2 (M ZER)w(k) Y (€)1 dpge () Pdpasaca, ) (hy K, w, 2)

= Jua | i 9(€@)d 2 (W) ZER @) nrdp g () Pdpc, (b b w, 2)

= o | i Rotp(©)05" 2 (WZER)D(E 0 mh)dpg (&) Pdpmsca, ) (b iy w, 2)
= fae | Jie Rop(€ 0 mn1)05" 2 ()Z€ 0 mhmr (R0 (€)d (€) Pdpasc, (B, by, 2)
—%M|humwr>Wﬂﬁﬁﬂmwww@mm@m%ua
= Juia) S (W) [ (Ro(. 0 Th1) ) (E)E(mn—1 (k) dp (&) Pdpma, ) (hy ks w, 2)

-

)

= fH(GT)(sH(h‘)‘(Rw@(' O Tp-1). )(Th 1(k ))|2d,uH(G )(h k,w,z)
)
)

:ﬂmmw&umm121>mwwwwuwmmwm

:fof(le(Rw<p o Th-1)0) (k) [Pdpsc (k)dp g (w)dpur ()
= [ [z Jz [(Ro@( 0 7h-1)0) (E) Pdp g (§)dp g (w)dprr ()
= [u [z [z |1Ru0(& 0 Th=1) (&) Pdpg (§)dp - (w)dpuer (h)

= [y [& [z 0u(R)|Ru@(€) (€ o 1) Pdp g (§)dpg (w)dprr ()
= [ [ 10130 (W) [P (€ o ) Pdpg (€)dpr (h)

= llel3 |3 (H)
Now, if H is compact, then pgy (H) = 1. So, (2) holds. Conversely, if (2) holds,the above observation

implies that ugy(H) =1 . So, we can conclude that H is compact. a

COROLLARY 2.2. With notation as above, the representation m of H(G,) on L2(K) is irre-
ducible if H is compact.

Proor. If H is compact, then (2) in Theorem 3.1 holds. Now, suppose that M is a closed
subspace of the Hilbert space L2(K) that is invariant under 7. Then for any ¢ € M we have,

{m(h,k,w,2)p; (b kw,2) € H(Gr)} € M.
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Let ¢ € L2(K) be orthogonal to M, that is < v, 7(h, k,w, z)¢ == 0, for all (h, k,w,z) € H(G,).
Thus by (2), [|¢ll2]l]l2 = 0, and hence ¥ = 0. So, M+ = {0}, that is, M = L?*(K). Namely,  is
irreducible. (]

EXAMPLE 2.3. Let K be an abelian locally compact group and H = {e} (the trivial group). In
this case the generalized weyl Heisenberg group H(G,) coincides with the standard weyl Heisenberg
group G := K x4 (K x T). In this case the irreducible representation of G = K x4 (K x T) on
L2(K) is as follows:

3) m(k,w,2) f(§) = 2 (k)w(k)f(§).
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1. Introduction

Let X and Y be one-sided shift spaces. A *-isomorphism ¥ : Ox — Oy is diagonal-preserving
if U(Dx) = Dy. In this paper we prove that a *-isomorphism ¥ : Ox — Oy satisfying U(C(X)) =
C(Y) is diagonal-preserving. First we need some preliminary results. Everyone can read more in
[1, 2].

LEMMA 1.1. Let X be a one-sided shift space. Then

C*(Iso(Gx)°) = D C C(X)".
If X contains a dense set of aperiodic points, then D, = C(X)'.
Consider the equivalence relation ~ on the space X x T given by (&,¢) ~ (¢,6) if and only if

Z =g and (* = 6P for all p € Stab(Z). Then the quotient X x T/ ~ is compact and Hausdorff and
as we shall see (homeomorphic to) the spectrum of C*(Iso(Gx)®). We read more in groupoid [3].

LEMMA 1.2. Let ~ be the equivalence relation on X xT defined above. There is a *-isomorphism
Q: C*(Iso(Gx)°) = C(X x T/ ~),
given by
1) QHED = D f@EpEN"
pEStab(T)

for f € C.(Is0(Gx)°) and [&,1] € X x T.

PROOF. The map Q : C*(Iso(Gx)°) — C(X xT/ ~) given in 1 is well-defined by the definition
of ~ and linear. If f,g € C.(Iso(Gx)®) and [Z, 2] € X x T, then

Q@D ([E D) = Y f@kE)g(@ L3

k,le Stab(&)

= Z f(j7n—m,§j)g(f7m7zf)bn

m,n€Stab(z)

=Q(f xg)([2,4]),
so €2 is multiplicative.
In order to see that Q is injective, let f, g € C.(Iso(Gx)°) such that both supp(f) and supp(g) are
bisections and suppose that Q(f) = Q(g). Suppose f(Z,p,Z) # 0. The p € Iso(Z) is necessarily
unique because supp(f) is a bisection. The assumption implies the existence of a unique g € I'so(Z)
such that g(#,q, ), and then

0# f(&,p,2) = QN([7,1]) = g)([7,1]) = 9(%, ¢, 2)-

Similarly,
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07 f(@,p,2)7 = Q(f)([7,0]) = Ug) ([, ]) = 9(, ¢, 7)o"

for all 1 # ¢ € T. It follows that p = ¢. Since C.(Iso(Gx)®) is spanned by functions whose
support is a bisection, we conclude that p is injective. We show that ) separates points. First,
if[Z,.] # [%,6], then there is p € Iso(Z) such that » # 6P. Choose a compact open bisection
U C Gx satistying U N I'so(Z) = (Z,p,Z) and observe that

Qly)([2,]) = »
and p(1y)([Z,0]) = 6P. Second, if Z # 7 in X then we choose a compact open bisection U
satisfying (£,0,%) € U and Iso(y) NU = 0. Then Q(1y)([Z,¢]) = 1 while Q(1y)([g,0]) = 0. By

the StoneWeierstrass theorem, the image of Q is dense in C'(X x T/ ~) and Q thus extends to a
*_isomorphism as wanted. O

2. Main Theorem

THEOREM 2.1. Let X and Y be one-sided shift spaces with dense sets of aperiodic points and
let U: Ox — Oy be a *isomorphism satisfying ¥(C(X)) = C(Y). Then ¥(Dx) = Dy.
PRrROOF. If U : Ox — Oy is a *-isomorphism satisfying ¥(C(X)) = C(Y), then ¥(C(X)') =
C(Y)". By Lemmas 1.1 and 1.2, there is a homeomorphism
h:XxT/~—=Y xT/~,

such that W(f) = foh ! for f € C(X x T/ ~).

Define the map ¢x : X x T/ ~— X by ¢x([# 2]) = Z This is well-defined, continuous and
surjective. Furthermore, ¢x induces the inclusion Dx C C(X). Let Z € X and put §; =
qv (h([#,1])) € Y. The connected component of any [Z,z] is the set [#,w]|w € T, so since any

homeomorphism will preserve connected components, we have
h(gx'(2)) = ¢y (W([Z,1])).
We may now define a map h: X — Y by
hW(F) = Gz = qv (h([Z,1]))

for # € X, which is well-defined, continuous and surjective. The above considerations show that
h is also injective. As both X and Y are compact and Hausdorff, & is a homeomorphism. The
relation h o gx = gy o h ensures that that ¥(Dx) = Dy as wanted. O
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1. Introduction

For Banach space A, the space of all bounded k-linear forms on A, denoted by L(A®),C), is
a normed space under the norm

1] = sup{[®(z1,--- x|« [Jzil| <L i=1,--- Kk}

A form @ is called symmetric if ®(xq,- -+, 2x) = ®(T1), "+, To(r)) for each o € Sy (=the symmet-
ric group on k letters). Every k-linear form corresponds to a symmetric k-linear form ®, defined
by

1
(I)s(xly t ,.Tk) = E Z <I)(Itv'(l)v t a'ra(kr))'
o€Sk
A map P: A — C is called a k-homogeneous polynomial if there exists a symmetric k-linear form
A€ L(A®,C) such that P(x) = ®(x,--- ,z), for every z € A.

Two elements x,y in a Banach algebra A are called orthogonal if xy = yzr = 0. A k-
homogeneous polynomial P is called orthogonally additive if P(z 4+ y) = P(x) + P(y) whenever z
and y are orthogonal.

An example of a k-homogeneous orthogonally additive polynomial is the polynomial P defined
by P(z) = ¢(z*) for some ¢ € X*. This is called an standard k-homogeneous orthogonally additive
polynomial. In this case the symmetric k-linear form associated with P is:

1
(21, 2k) = (&, %! Z Lo(1) " ZEU(k)>7
g€Sk
where we write (-,-) for the dual pairing of A and A*. In this setting, we say that a Banach
algebra A is standard if, for each k& € N, all k-homogeneous orthogonally additive polynomials on
A are standard. A well-known example of a standard Banach algebra is C'(£2), for some compact
Hausdorff space Q. Indeed, Pérez-Garcia and Villanueva [8] proved that for each orthogonally
additive k-homogeneous polynomial P : C(2) — C, there exists a regular Borel measure p on 2
such that P(f) = [, f*du, for each f € C(Q). Therefore all commutative unital C*-algebras are
standard. Later, Palazuelos, Peralta and Villanueva [7] showed that this result holds for all C*-
algebras. Besides C*- algebras, the Fourier algebra A(T) of the unit circle in the complex plan is
also standard. Indeed, in [3], it is shown that every completely bounded and orthogonally additive
k-homogeneous polynomial on the Fourier algebra A(G) of a locally compact group G is standard.
There are also non-standard Banach algebras. In [2], beside proving that the convolution algebra
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L'(G) is standard for a compact group G, it is also shown that the convolution algebras C(T) and
LP(T) for 1 < p < oo are not standard.

It seems natural to ask whether the orthogonally additive property of a polynomial is preserved
by extending a polynomial to the second dual; and that, under what conditions being standard of
a Banach algebra implies being standard for the second dual and vice versa. Before any thing we
need to clarify what we mean by extending a polynomial to the second dual.

DEFINITION 1.1 (Extension to the second dual [1]). Let P be a k-homogeneous polynomial on
a Banach algebra A and let ® be its corresponding k-linear form. Then P can be extended to the
second dual through:
P(m)=®(m, - ,m)=w"-lim---lim ®(za,, * ,Ta, ),

N—— [e %) (073
k

where (z4)aer 18 a net in A, w*-converging to m € A**.

Davie and Gamelin [4] showed that ||P|| = ||P||. When A is a dual space, there exists another
way for extending a polynomial to the second dual which is discussed in the next section.

2. Results

If P is an orthogonal additive k-homogeneous polynomial, then as the following example
demonstrates, the extension P of P to the second dual need not be orthogonally additive, in
general.

ExAMPLE 2.1. let A be a non-commutative Banach algebra which is not Arens regular, and
let P: A — C be defined by P(x) = ¢(2?), for some ¢ € A*. Then P is obviously orthogonally
additive. It is known that ®(z,y) = (zy;riyz) is its associated bilinear form. It follows that

T kK *k 1 k% ok k% kK
Oz, y™) = (5@ By + Y702, ).
So P(m) = (3(mOm 4+ mOm), f), m € A™*. Now let m,n € A** and mOn = nOIm = 0 Then:

Plm +n) = P(m) + P(n) + (3 (m0n), 6) + {3 (n0m), 1)

In the sequel we investigate some conditions under which the orthogonality of P implies that
of P.

THEOREM 2.2. Let A be an Arens reqular Banach algebra. If P : A — C is a standard
k-homogeneous orthogonal additive polynomial, then so is its extension P : A** — C.

In the following, another way for extending a k-homogeneous polynomial to the second dual
is stated:
Let A = F* where F is a complex Banach space. Then A** = A@® F+. So each m € A can be
represented as z + x*. Let 7 : A** — A be the projection onto A. If P is a polynomial from A
into C then P o is a polynomial from A** into C that extends P. In general P is not necessarily
equal to P om. In [6], the polynomials P whose Aron-Berner extensions are equal to P o 7 are
characterized.
Note that 7 : (A**,00) — (A, ) is a homomorphism and F* is a closed ideal in (A**,0). see [5,
Theorem 2.2].

LEMMA 2.3. Let A be an Arens reqular Banach algebra and A = F*. If P is orthogonally
additive, then so is P om with each of the Arens products.

LEMMA 2.4. Let A be a non-reflexive dual Banach algebra with the predual F' and let v € A*.

o If A is either Arens reqular or commutative, then Pyom = P, +Q, where Q is a standard
k-homogeneous polynomial on A**.

o Ify € F, then Pyom = P,. The converse also holds in the case where A is unital.
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THEOREM 2.5. Let A be an Arens reqular Banach space and A = F*. If A** is standard, then
so is A.

THEOREM 2.6. Let A be a semisimple Banach algebra with a predual F'. Furthermore suppose
a.F+ = F+.a=0 for each a € A. Then A being standard implies that A** is standard.

EXAMPLE 2.7. (¢°°)* is Standard. Indeed ¢! is a semisimple Banach algebra whose predual
is co. It is not hard to see that a.c; = cg.a = 0 for each a € ¢*. Furthermore, ¢!, together with

pointwise product, is standard.

The following theorem presents conditions under which the second dual of a Banach algebra
is not standard.

THEOREM 2.8. let A be a non-commutative, non-Arens reqular Banach algebra with a bounded
approximate identity. Assume that there exists mg € A** such that moOmg # moOmyg. Further-
more, let mOn = nOm = 0 implies mOn = nOm = 0 for each m,n € A**. Then A** is not
standard.
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1. Introduction

Throughout G is a locally compact group with the unit e, a fixed left Haar-measure. Let X
be a left Banach G-module. Then X* is a right G-module, not necessarily Banach. Also, X* is
a right Banach L!(G)-module, where L!(G) denote the group algebra of G with the convolution
product as defined in [4]. Recall that the convolution product of two complex-valued functions f
and g on G is defined as follows.

fegls) = /G F(t)g(t"s) d,

when the integral makes sense.
Also, L*(G) is a left G-module with the action s-¢ = l,-1¢ for all s € G and ¢ € L*(G). It’s
known that L°°(G) can be identified by the first dual space of L'(G) under the pairing

(z, ) = /G w(s)(s)ds (€ L(G), ¢ € L} (G)).

A locally compact group G is called amenable if there is a mean on L>°(G), which is left translation
invariant.

One of the most important objects of study in the category of harmonic analysis is the von-
Neumann algebra. Many of the central objects of study in abstract harmonic analysis, such as
amenable theory, are in this class. Amenability, which is a very distinctive property for locally
compact groups, was defined firstly for discrete groups by von-Neumann [9]. The definition of
amenability for arbitrary locally compact groups was later given by Day [2]. A general notion of
an amenable action on the predual of a von-Neumann algebra developed by Stokke [8] in 2004.

One of the motivations of this paper is the existence of a vast body of results on equivalents
of locally compact groups equipped with the amenable property.

2. The results

Let M be a W*-algebra with predual M, and the identity element eys. A bounded linear
functional M on M is called a state if it satisfies | M|| = M (eaq) = 1. Also, (M..)] is the collection
of normal states on M; i.e., the collection of all w*-continuous states on M,.

Using the idea M = L*(G), M, = L(G) with s-¢ = [,-1¢ for all s € G and ¢ € L*(G),
Stokke in [8] was introduced a unified approach under which the standard techniques used to
develop the basic theory of amenable groups as follows.

DEFINITION 2.1. A locally compact group G will be said to have positive action on M, if M,
is a left Banach G-module such that
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(@) ||s- |l <||¢|| for all s € G and ¢ € M.,
(b) s-¢ € (M,)] forall s € G and ¢ € (M,)].

The reader can see several known examples of the above notion in [8, Example 1.2].

Throughout this paper, G is a locally compact group, and M is a W*-algebra such that G
has positive action on the predual M,. An element x € M is called uniformly continuous if the
mapping G — (M, ||.||) that given by s — x - s is continuous. The collection of all such elements
denotes UC(M). According to [6], x € UC(M) if and only if the mapping s — x - s from G into
M is weakly continuous. We always have UC(M) = M - L}(G); see [8]. Note that UC(M) is
weak*-dense in M. Also, one can easily verify that € UC(M) if and only if x - ¢; — x, if and
only if x-e; — x with respect to the weak topology of M, where (e;) is the bounded approximate
identity of L'(G).

DEFINITION 2.2. By the above assumpption,

(a) a state M on M is called an invariant mean if (M, x - s) = (M, z) for all x € M and
seq.

(b) a state M on M is called a toplogical invariant mean if (M, - f) = (M, z) for all x € M
and f € L'(G), where

Ll(G)T:{feLl(G)IfZO,/ F=1}.
G

(¢) G acts amenably on M, if there exists an invariant mean on M.

The above notion, as a unified approach to developing the basic theory of amenable groups,
was presented and studied by Stokke [8] in which he proved that the following statements are
equivalent.

(a) there is a topological invariant mean on M,

(b) there is an invariant mean on M,

(c) there is an invariant mean on UC(M),

(d) there is a topological invariant mean on UC(M).

Now, we show that G is amenable if and only if every statement in the above holds for all
Wr-algebras that G has a positive action on its predual.

THEOREM 2.3. A locally compact group G is amenable if and only if G acts amenably on M,
for every W*-algebra M such that G has positive action on the predual M.

PROOF. Suppose that G is amenable and ¢ € (M,)]. For each 2 € M, we define the complex-
valued function ¢, on G by ¢,(s) = (z, s- ¢) for all s € G. Clearly, 1), is bounded, and since M,
is a left Banach G-module, 1), is continuous. Therefore, ¢, € L°°(G). Define now M : M — C
by M (xz) = m(v,) for all x € M, where m is a left invariant mean on L>°(G). It is readily checked
that M is an invariant mean on M. For the converse, we regard the W*-algebra M = L*(G)
with M, = L}(G). -

The above theorem has also been proved in [8, Corollary 1.11] by Day’s fixed theorem [3,
Theorem 3.3.5].
The following lemma is well-known when M = L*°(G). The proof is also similar way.

LEMMA 2.4. Let M is a W*-algebra such that G has a positive action on the predual M.
Then a bounded linear functional M on M (or UC(M)) is a state if and only if M satisfies in
any pair of the following conditions:

(a) M is positive; i.e., M(x) > 0 for all positive elements © € M,
(b) M(em) =1,
(c) [M] = 1.
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For each M in the dual of UC(M), we define the bounded linear mapping wys from M into
L>(G) as follows

(wa (@), f)=(M,z-f) (xeM,feL(Q).

THEOREM 2.5. Let M is a W*-algebra such that G has a positive action on the predual M.
Then the following statements are equivalent.

(a) G acts amenably on M.,
(b) There exists a weakly compact positive operator w : M — L*(QG) of norm 1 such that
w(z-s) =lsw(x) for allz € M and s € G.

PROOF. (a) = (b). Suppose that G acts amenably on M,. Then there exists a toplogical
invariant mean M on UC(M). Therefore, wys(x) = M(x)1, and so m o wpr = m(1)M for all
m € LY(G)**. Tt follows effortlessly that

Wik (@) = 2™ (M)1 € L®(G)  (a** € M*™).

So, wys is weakly compact by Theorem 3.5.8 of [7]. Now, we show that ||wps|| = 1. It is clear
that |lwas]| < ||M]|. To prove the reverse inequality, let (e;) be an approximate identity of L'(G)
bounded to 1. Then for each z € UC(M), we have

- ei — x| — 0,
and so
war (@) (ei)| — (M, ).
Furthermore, for each ¢, we have
llwnr (2)lloo = lwnr (2)(es)]-

Consequently, |lwar]] > ||M]||. So, |war|| = 1. Note that since M is a state, wys is positive by
Lemma 2.4. Also, one can readily checking that was(z - s) = lywas(s) for all z € M and s € G.
(b) = (a). By assumption, for each x € M

{law(x)| s € G} = {w(z - 5)| s € G}

is relatively weakly compact in the weak topology of L>°(G). It follows that w(z) € WAP(G),
where W AP(G) denotes the space of all weakly compact periodic functions on G. It’s known that
there exists a unique left invariant mean on WAP(G), see for example [3]. We define (M, =) =
(m, w(x)) for all x € M. Then M is the invariant mean on M. O

We end the work by the following result that is an immediate consequence of Theorem 2.3 and
Theorem 2.5.

COROLLARY 2.6. A locally compact group G is amenable if and only if either, and hence all,
of the following statements hold.

(a) For every W*-algebra M such that G has positive action on M., there exists a weakly
compact positive operator w of norm 1 from M into L>®(G) such that w(x - s) = lyw(x)
forallz e M and s € G.

(b) There exists a weakly compact positive operator w of norm 1 on L (G) such that lsw(x) =
w(lsx) for all x € L>®(G) and s € G.
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Fatou’s lemma and Reverse Fatou’s lemma for pseudo-integrals
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ABSTRACT. Fatou’s lemma is a useful result in the theory of integration with applications in
probability and measure theory. The Lebesgue Dominated Convergence Theorem is an important
result in Real Analysis that the Fatou’s lemma is used during its proof. Pseudo-integrals form
an important subclass of nonlinear integrals. Using the pseudo-operations given by strictly
monotone and continuous function g, we have presented a new style the Fatou’s lemma and
Reverse Fatou’s lemma for pseudo-integrals.

Keywords: Pseudo-addition, Pseudo-multiplication; Pseudo-integral; Non-additive
measure; Fatou’s lemma.

AMS Mathematical Subject Classification [2010]: 26D15, 28A25, 28E15, 39B62.

1. Introduction

Pseudo-analysis has been raised as a generalization of classical analysis where a real interval
[a,b] C [—00,00] equipped with two operations @ (called pseudo-addition) and ® (called pseudo-
multiplication) acts a similar role as the field of real numbers R for real analysis. Based on this
structure there were created the concepts of pseudo-additive measure (& — measure), pseudo-
division, pseudo-integral, pseudo-scalar product, pseudo-analytic exponential, pseudo-logarithm,
etc. The important advantage of the pseudo-analysis is that there are covered with one theory,
and so with unified methods, problems (usually nonlinear and under involved uncertainty) from
many different fields.

Many important integral inequalities have been proved in the context of pseudo-integral. Pap
and Strboja generalized the Jensen integral inequality for the pseudo-integral. Abbaszadeh et al.
proved Holder’s type integral inequality and Hadamard inequality for the pseudo-integral in the
above two cases of the real semirings. Agahi et al. proved Chebyshev type inequalities and a
generalization of the Holder’s and Minkowski’s integral inequalities for the pseudo-integral.

We know that the classical Fatou’s Lemma [6] is as follows :

/ liminf f,dy < liminf/ fndp,
Xn—)oo n—oo X

where {f,} is a sequence of non-negative measurable functions defined on a the classical measure
space (X, &, u) such that fX liminf, o frdp < co.
Agahi et al. [2] proved the following Fatou’s type lemma for Sugeno integral:

][ liminf fpdyp < liminf]/ fndu,
X n—oo n—oo X

where {f,} is a non-decreasing sequence of non-negative and measurable functions defined on the
non-additive measure space (X, &, 1) with u(X) < co.
We also know that the classical reverse Fatou’s Lemma [7] is as follows :

]
/ lim supfrdp > limsup | fndu,
X n—oo n—oo X

where {f,} is a sequence of non-negative measurable functions defined on a the classical measure
space (X, &, ) such that for any n, f, < g, for some non-negative measurable function g with

[ gdp < .
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In this paper we show that the Fatou’s lemma and the reverse Fatou’s lemma are also true for
pseudo-integrals.

Assume that [a,b] C [—o00,00] is a closed interval and < be a total order on [a,b]. Pseudo-
addition @ and Pseudo-multiplication ® are defined as follows.

DEFINITION 1.1. [3] A binary operation & on [a, b] is pseudo-addition if for all z,y, z € [a, b],

(1) 2@y =y Pz (commutativity);

(2) (x@y) Dz=2® (y® 2) (associativity);

(3) If x <y, then x @ z < y & z (monotonicity);

(4) 0g @z = z, where Og € [a,b] is a neutral (zero) element (boundary condition).

DEFINITION 1.2. [3] Let @ be a given pseudo-addition on [a,b]. A binary operation ® on [a, b]
is pseudo-multiplication if for all z,y, z € [a,b] and w € [a, b],

(1) 2 ®y =y z (commutativity);

(2) (z®y)®z=2® (y® z) (associativity);

(3) If x <y, then z ® w < y ® w (monotonicity);

4) oy ®z=(x®2)® (y® 2) (left distributivity);

(5) 1g ® x = x, where 1g € [a,b] is a neutral (unit) element (boundary condition).

It is easy to see that the structure ([a, ], ®, ®) is a semiring, see [4].

If both operations & and ® are not idempotent, then The pseudo-operations are generated by
a strictly monotone and continuous function g. In this case we will consider only strict pseudo-
addition .

By Aczel’s representation theorem [1] for each strict pseudo-addition @ there exists a strictly
monotone and continuous surjective function g (generator for @), g : [a,b] — [0, 4+00] such that
9(0g) =0 and

z@y =g "(9(z)+g(y)).

Using a generator g of a strict pseudo-addition & we can define a pseudo-multiplication ® by

xRy =g "(9(x)g(y))

with the convention 0 x (+00) := 0. This is the only way to define a pseudo-multiplication ®, which
is distributive with respect to a given pseudo-addition & generated g. If the zero element for the
pseudo-addition is a, we will consider increasing generators. Then g(a) = 0 and g(b) = +oo. If the
zero element for the pseudo-addition is b, we will consider decreasing generators. Then g(b) = 0
and g(a) = +o0.

DEFINITION 1.3. [5] Let X be a non-empty set and £ be a o-algebra of the subsets of X. The
set function m : € — [a, b]+ is a o-@-measure if
(1) m(D) = Og;
(2) For any sequence (E;);en of pairwise disjoint sets from &,

+ “+o0 . n
m(Ljo E))= & m(E;):= lim & m(E;)
=1 i=1 n—4o00 =1
If pseudo-addition @ is idempotent, then condition (1) and pairwise disjointedness of sets can be
left out.

DEFINITION 1.4. [5] Suppose that X is a non-empty set, £ is a o-algebra of the subsets of
X and m : £ — [a,b]+ is a o-@-measure. The pseudo-integral of a bounded measurable function
f : X — [a,b], where the pseudo-operations are defined by a monotone and continuous function
g : [a,b] = [0, 0], is defined by

[ s ean =g ([ wenagom).
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If X C [—o00,4o0] is a closed (semiclosed) interval, & = Bx is o-algebra of Borel subsets of X and
m = ¢g~' o u where yu is the standard Lebesgue measure on X, then the pseudo-integral for the

function f has the form o
/ fx)@dm=g7" </ g(f(x))du) ,
X X

where the integral applied on the right side is the standard Lebesgue integral and is called the
g-integral of the function f. If we consider the semiring ([a,b],sup, ®), where ® is a pseudo-
multiplication defined by means of a generator g : [a,b] — [0,+00] and g is increasing bijection,
the pseudo-integral of a function f : X — [a, b] has the form

D
/ f @ dm = sup (£(z) ® (),

X reX
where the function ¢ defines sup-measure m. In fact ¥ : X — [a,b] is a density function given by
¢(z) = m({z}). In this case, we will use the notation [y f ® dm instead of f;f f®dm.

THEOREM 1.5. [5] Let ([0, oc],sup, ®) be a semiring, when ® is generated by the continuous
and increasing function g. Let m be sup-measure on ([0, o<, B[O,+oo])7 where By o is o-algebra
of Borel subsets of the interval [0, c0], m(A) = sup {a|u({z|z € A, z > a}) >0} and ¢ : [0, 00] —
[0, 0] be a continuous density. Then, there exists a family m of @y-measure where @) is generated
by g*, A € (0,00) such that for every continuous function f : [0, 0o] — [0, oc],

sup D
/ f®dm= lim f®dmy
A—~+o0

— lm (M) (/gA(f(x))dx> .

A— 400
2. Main results

THEOREM 2.1. (Fatou’s lemma for the pseudo-integrals) If {f.} is a sequence of non-
negative measurable functions defined on a the measurable space (X,E), and let a generator g :
[0,00] — [0, 00] of the pseudo-addition & and the pseudo-multiplication © be a strictly monotone
increasing and continuous function such that g(0) = 0, then for any o-®-measure m, the inequality:

6] 53]
/ liminf f, @ dm < liminf/ fn ®dm,
n—oo X

X n—00

holds.

LEMMA 2.2. (Reverse Fatou’s lemma for the pseudo-integrals) If f, is a sequence of
non-negative measurable functions defined on a the measurable space (X,E), and let a generator
g :[0,00] = [0, 00] of the pseudo-addition & and the pseudo-multiplication ® be a strictly monotone
increasing and continuous function such that g(0) = 0 and for any n, g(fn) < h, for some non-
negative measurable function h with [, h(x)d(g o m) < oo, then for any o-®-measure m, the
inequality:

53} @
/ lim supf, @ dm > lim sup/ fn ®dm,
n—roo X

X n—oo

holds.

THEOREM 2.3. (Another version of the Fatou’s lemma) If {f,} is a sequence of non-
negative measurable functions defined on a the measurable space (X,E), and let the generator
g :[0,00] = [0, 00] of the pseudo-multiplication ® be a strictly monotone increasing and continuous
function, then for complete sup-measure m, the inequality:

sup sup
/ liminf f, @ dm < liminf/ fn ® dm,
n—oo X

X n— 00

holds.
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ABSTRACT. Let A be a Banach algebra with a left approximate identity. If
(i) For every continuous bilinear mapping ¢ from A X A into X, where X is a Banach space,
there exists k > 0 such that ||¢(a,d)|| < k|jab]|, for all a,b € A, or
(ii) A is generated by idempotents,
that A is zero product determined.
Keywords: Banach algebra, Zero product determined, approximate identity.
AMS Mathematical Subject Classification [2010]: 47B47.

1. Introduction

Let A be a Banach algebra and X be a arbitrary Banach space. Then the continuous bilinear
mapping ¢ : A x A — X preserves zero products if

(1) ab=0 = ¢(a,b)=0, a,beA

A Banach algebra A is said to be zero product determined if every continuous zero product
preserving bilinear mapping ¢ : A x A — X is implemented by a linear map T : A — X, i.e.,
¢(a,b) = T(ab) for all a,b € A.

Characterizing homomorphisms, derivations and multipliers on Banach algebras, matrix alge-
bras and C*-algebras through the action on zero products have been studied by many authors, see
for example [1, 3, 4, 6, 7] and the references therein.

In [4], Bresar et. al. proved that the matrix algebra M, (A) of n x n matrices over a unital
algebra A is zero product determined. In [7], Ghahramani studied the (centeralizers) multipliers
on Banach algebras through identity products by consideration of bilinear mapping satisfying a
related condition.

Motivated by (1) the following concept was introduced in [1].

DEFINITION 1.1. [1] A Banach algebra A has the property (B) if for every continuous bilinear
mapping ¢ : A x A — X, where X is an arbitrary Banach space, the condition (1) implies that
@(ab, c) = ¢(a,be), for all a,b,c € A.

Under mild assumptions, the condition ¢(ab,c) = ¢(a, bc) for every a,b,c € A, implies that A
is zero product determined. For example, if A4 is unital, then just take ¢ = e4 and note that T" can
be defined according to T'(a) = ¢(a,e).

However, throughout the paper we focus for nonunital Banach algebras, but we will assume
the existence of a left approximate identity.

Recall that a left (right) approximate identity for A is a net {e)}rcs in A such that exa — a
(aex —> a) for all a € A. For example, it is known that the group algebra L!(G) for locally
compact group G and C*-algebras have an approximate identity bounded by one [5].

In this paper, we introduce the property (IP), which closely related to the property (B), and
prove that the property (B) follows from the property (). We show that every Banach algebra A

with a left approximate identity is zero product determined if either A has the property (P) or it
is generated by idempotents.
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2. The property (P)
We commence with the next concept which is closely related to the property (B).

DEFINITION 2.1. A Banach algebra A has the property (P) if for every continuous bilinear
mapping ¢ from A x A into X, where X is an arbitrary Banach space, there exists & > 0 such that

(2) 1¢(a,b)[| < Kllabl,
for all a,b € A.
The following theorem is the main result of this section.

THEOREM 2.2. Let A be a Banach algebra with a left approzimate identity {ex}. If A has the
property (P), then A has the property (B).

From Theorem 2.2 we get the following results.

COROLLARY 2.3. Let A be a Banach algebra with a left approximate identity {ex}. If A has
the property (P), then A is zero product determined.

COROLLARY 2.4. Let A be a Banach algebra with an approxzimate identity {ex}. If A has the
property (P), then A is commutative.

COROLLARY 2.5. Let A be a Banach algebra with a left approzimate identity {ex}. If A has the
property (P), then every bilinear mapping ¢ : A x A — X is symmetric, that is, ¢(a,b) = ¢(b,a)
for all a,b € A.

COROLLARY 2.6. Suppose that A is a Banach algebra with a left approximate identity, and let
f: A— A be a continuous linear mapping. If A has the property (P), then f is a left multiplier.

THEOREM 2.7. [2, Lemma 1.1] Let G be a locally compact group, and ¢ : L*(G) x L}(G) — X
be a continuous linear map, where X is a Banach space. If
fig€ LNG), fxg=0 = ¢(f,9)=0,
then
o(fxg,h) = o(f, g *h),
for all f,g,h € LY(G).

The following example shows that the converse of Theorem 2.2 is false, in general.

EXAMPLE 2.8. Let G be a nonabelian locally compact group and A = L*(G). Then A has the
property (B) by Theorem 2.7. Since A is not commutative, it fails to satisfy the property (P) by
Corollary 2.4.

3. Subalgebras generated by idempotents

By the subalgebra of an algebra A generated by a subset F of A we mean the linear subspace
of A spanned by the set of all finite products of elements in E.

THEOREM 3.1. If the Banach algebra A is generated by idempotents, then A has the property
(B).

COROLLARY 3.2. Let A be a Banach algebra with a bounded left approximate identity. If A is
generated by idempotents, then it is zero product determined.

Combining Theorem 3.1 and [8, Theorem 1] we deduce the next result.

COROLLARY 3.3. Let A be a Banach algebra which is generated by k of its elements and by
the identity element. Then, for all n > k+ 2, the algebra M, (A) of all n x n matrices with entries
in A, has the property (B).
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Let f: A — B be a linear mapping between Banach algebras. Then we say that f preserves
zero products if
ab=0 = f(a)f(b)=0, (a,beA).
It is obvious that homomorphisms from A into B preserve zero products.

COROLLARY 3.4. Let A and B be Banach algebras, and let f : A — B be a continuous linear
mapping preserving zero products. If A is generated by idempotents, then

flab) f(c) = f(a)f(be).
Moreover, if A and B are unital and f(ea) = ep, then f is a homomorphism.

Let p be a nontrivial idempotent (p # 0 and p # 1) in A. Then p cannot be contained in
the centre of A. This implies that the subalgebra M of A generated by idempotents contains a
nonzero ideal of A by [3, Lemma 2.1], from which it follows that M is dense in A. Thus,

COROLLARY 3.5. Suppose that A is a topologically simple Banach algebra containing a non-
trivial idempotent. Then A has the property (B).

Next we prove that the Banach algebra Cy(X) is generated by idempotents if and only if X is
totally disconnected.

THEOREM 3.6. The Banach algebra Cy(X), for a locally compact Hausdorff space X, is gen-
erated by idempotents if and only if X is totally disconnected.

It follows from [1, Theorem 2.11] that every C*-algebra A is zero product determined. Now
as an upcoming consequence of Theorem 3.6 and Corollary 3.2 we have the following result.

COROLLARY 3.7. The Banach algebra C([0,1]) is zero product determined.

EXAMPLE 3.8. Let A= C([0,1]). Then by Corollary 3.7, A is zero product determined. Thus,
for every continuous bilinear mapping ¢ : Ax A — X satisfying (1), there exist a linear mapping
T:A— X such that ¢(a,b) = T(ab) for every a,b € A. Since T is continuous, there exist k > 0
such that

[¢(a,b)[| = | T(ab)|| < Ellabll,  a,be A
Hence A has the property (P), for each continuous bilinear mapping ¢ satisfying (1). Moreover,
¢(a,b) =T(ab) = T(ba) = ¢(b,a), a,be A,
and hence ¢ is symmetric.

EXAMPLE 3.9. Let K denote the cross [—1,1]Ui[—1,1] and let C**?(K) denote the algebra of
all continuous 2 x 2 matriz functions on a compact set K. Then by [8, Theorem 4|, the Banach
algebra A = C**%(K) is generated by two idempotents and by the identity function. Therefore it
has the property (B) by Theorem 3.1, howover it fails to satisfy the property (P).
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ABSTRACT. This note includes a general version of Bessel multipliers in Hilbert C*-modules.
In fact, by combining analysis, an operator on the standard Hilbert C*-module ¢2(A,T) and
synthesis, we reach so called generalized Bessel multipliers. Because of their importance for
applications, we are interested to determine cases when generalized multipliers are invertible.
We investigate some necessary or sufficient conditions for the invertibility of such operators.
Specially, our attention is on how to express the inverse of an invertible generalized multiplier
as a multiplier. In fact, we show that for all frames, the inverse of any invertible frame
multiplier with an invertible symbol can always be represented as a multiplier with an
invertible symbol and appropriate dual frames of the given ones.

Keywords: Bessel multiplier, Modular Riesz basis, Standard frame..

AMS Mathematical Subject Classification [2010]: 43A60, 43A22..

1. Introduction

Bessel multipliers in Hilbert spaces were introduced by Balazs in [2]. Bessel multipliers are
operators that are defined by a fixed multiplication pattern which is inserted between the analysis
and synthesis operators. This class of operators is important for applications in modern life,
for example in acoustics, psychoacoustics and denoising. Recently, M. Mirzaee Azandaryani and
A. Khosravi generalized multipliers to Hilbert C*-modules [5]. As we know, the invertibility
of the operators related to frames has great importance in frame theory mostly because of the
reconstruction of signals. In this respect, it is important to find the inverse of a multiplier if
it exists. Moreover, a question is how to express the inverse of an invertible frame multiplier
as a multiplier. In [6], the authors have provided some necessary and/or sufficient conditions
for invertibility of multipliers in Hilbert spaces. In this note, first, we introduce the concept of
generalized multipliers for Hilbert C*-modules. Subsequently, special attention is devoted to the
study of invertible generalized multipliers.

Throughout, A is a unital C*-algebra, E and F' are finitely or countably generated Hilbert
A-modules and T is an at most countable index set. Moreover, for a C*-algebra A, the standard
Hilbert module ¢2(A, 1) is defined as:

(AT = {ai}, e € A: Zaia;‘ converges in norm in A
icl
First, we recall the concept of frame in Hilbert C*-modules.
DEFINITION 1.1. [3] A sequence {x;},.; C E is said to be a frame if there exist two constant
C, D > 0 such that
(1) Cla,2) <> (x,2;) (x;,2) < D (z,2),
i€l
for every x € E. If the sum in (1) converges in norm, the frame is called a standard frame.
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The sequence {z;},.; is called a Bessel sequence with bound D if the upper inequality in (1)
holds for every = € E.

Suppose that X = {x;},.; is a Bessel sequence in Hilbert A-module E with bound D. The
operator Tx : £2(A,1) — E defined by

Tx {ai}iep = Y aivi
iel
is called the synthesis operator. The adjoint operator T% : E — ¢?(A,I) which is given by
Txw = {(z,2i)}icr

is called the analysis operator. Composing Tx and T, we obtain the frame operator Sx : £ — E
as
Sxx=TxTxx = Z (x, ;) ;.
icl

Now, let us take a brief review of the definition of Bessel multipliers in Hilbert C*-modules.

DEeFINITION 1.2. [5] Let X = {z;},.; € F and Y = {y;},.; C F be standard Bessel sequences.
Moreover, let m = {m;},.; € £*°(A,I) be such that m; € Z(A) (Z(A) is the center of a Banach
algebra A which is defined as Z(A) = {a € A;ab = ba,Vb € A}), for each i € I, and M,, defined
on (A1) as My, {a;},c; = {miai};q-

The operator M,,, y,x : E — F which is defined by M,,, y,x = Ty M, T is called the Bessel

multiplier for the Bessel sequences {x;};.; and {y;};c;- It is easy to see that

M,y x (z) = Zmi (z,2i) ys.
i€l
In the sequel, first, we introduce the concept of Generalized Bessel multipliers for countably
generated Hilbert C*-modules and then, we will discuss about invertibility of such operators.

DEFINITION 1.3. [1] Let E and F be two Hilbert C*-modules over a unital C*-algebra A and
X ={2;};c; C Eand Y = {y;},o; C F be standard Bessel sequences. Also, let U € L (?(A,1))
be an arbitrary non-zero operator. The operator My y x : £ — F which is defined as
(2) Muyy x(z) =TyUTx(z),  (z€E),

is called the Generalized Bessel multiplier associated with X and Y with symbol U.

2. Invertibility of Generalized Bessel multipliers

In the following, we investigate sufficient conditions for being standard frames by properties
of the generalized Bessel multipliers.
PROPOSITION 2.1. Assume that X = {x;},.; C E and Y = {y;},; C F are Bessel sequences.
(1) If My y,x has a left inverse, then X is a standard frame for E.
(2) If My y,x has a right inverse, then Y is a standard frame for F'.

The following propositions contain some sufficient conditions for the invertibility of frame
multipliers.

PROPOSITION 2.2. Let Y = {y;},o; be a standard frame for Hilbert A-module E with bounds
C,D and W : E — E be an adjointable and bijective operator such that x; = Wy, for each ¢ € L.
Moreover, let U be a bounded operator on (?(A,1) such that |U — I|| < % Then the following
statements hold:

(1) X ={w}, is a standard frame for E.
(2) My,y,x(resp. My, x,y) is invertible and M(}lYX = (Wh* MEIYY
(resp. ME}X’Y = Mg’ly’Y(Wfl)).
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PROPOSITION 2.3. Let X = {w;},o; be a standard frame for Hilbert A-module E with upper

bound D and X® = {zf}ieﬂ be a dual frame of X with upper bound D'. Also, let U be a bounded
1

VDD’

operator on ¢*(A,1) such that |U — I|| < Then the multiplier My x xa (resp. My xa x)

1s invertible.

PROPOSITION 2.4. Let Y = {yi}ier be a standard frame for Hilbert A-module E with bounds
C and D andY = {y;}ies be its canonical dual frame.
(1) If X = {xi};¢; is a standard Bessel sequence such that

1
2
(3) ZHIz‘*yiH < 1D’

then My y, x is invertible.
(2) Let X = {x;},.; be a standard Bessel sequence and (3) holds. Also, let U be a bounded

Ve

operator on (*(A,1) with |U|| < 1 and |[U — I|| < —=. Then My y x is invertible.

2v/D

The next proposition give a necessary and sufficient condition for invertibility of generalized
multipliers. First, we recall the following definition.

i€l

DEFINITION 2.5. [4] A sequence {z;},.; is a modular Riesz basis for E if there exists an
adjointable and invertible operator U : ¢?(A,1) — E such that U§; = z; for each i € I, where
{6:};c1 is the standard orthonormal basis of £2(A,T).

PROPOSITION 2.6. Let U be a bounded linear operator on (*(A,1) and X = {x;},.; and Y =
{vi},c1 be two modular Riesz bases for Hilbert A-module E. Then U is invertible if and only if the
generalized multiplier My y, x is invertible.

3. Representation of the inverse of a multiplier

As we have seen in Proposition 2.6, for modular Riesz bases X = {z;},o; and Y = {4},
ifU el (EQ(A,]I)) is invertible then the generalized multiplier My y, x is automatically invertible
and vise versa. Moreover,

ME,IY,X = MUfl,X',f/‘
This result motivates us to generalize this idea for frames and even non-Bessel sequences. In more
details, we will show that there are other invertible frame multipliers My, x whose inverses can
be represented as multipliers using the inverted symbol and suitable dual frames of X and Y.

PROPOSITION 3.1. Let X = {x;};.; and Y = {y;},o; be two standard frames for Hilbert A-
module E and U be an invertible operator on (*(A,1). Assume that My y x is invertible. Then
the following hold.

(1) There exists a dual frame YT of Y such that for any dual frame X of X we have
MI},lY,X = MU*I,Xd,yT'
(2) There exists a dual frame X1 of X such that for any dual frame Y of Y we have
M[}}Y,X = MU—17XJr,yd.
(3) If F = {fi};c1 is a Bessel sequence in E such that M{]lYX = My-1 xt,p (resp.
ML_flyx =My-1 pyt), then F must be a dual of Y (resp. X).

REMARK 3.2. It is worth mentioning that in Proposition 3.1, if E = ¢?(A,1I), one can show

that XT and YT are unique.

The next proposition determines a class of multipliers which are invertible and whose inverses
can be written as a multiplier. While in Proposition 3.1, it is assumed that the frame multiplier is
invertible, in the following we investigate a sufficient condition for invertibility of frame multipliers.
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PROPOSITION 3.3. Let X = {x;},c; and Y = {y;},¢; be standard frames for Hilbert A-module £
andU € L((*(A,1)) be invertible. if X is equivalent to {TyUd;};o; (resp. Y is equivalent to{TxU*6;},.y),
then My y,x 1is invertible and M,}lyX =Mp-1 g ya (resp.M[_]}KX = MU_17X“—,), for all dual
frame Y%(resp. X¢) of Y (resp. X). Furthermore, the proposition also holds in the opposite side if
E =/0*(AT).

Now, we extend the results of Proposition 3.1 to non-Bessel sequences. First, consider the
following definition.

DEFINITION 3.4. Let X = {x;},.; be a standard frame for Hilbert A-module E. The sequence
Y = {yi};c; with elements from E is called

(i) an analysis pseudo-dual (in short, a-pseudo-dual) of X, if for every x € E,

(4) z=7 (z,y)w.
i€l
(i) a synthesis pseudo-dual (in short, s-pseudo-dual) of X, if for every x € E,

(5) =Y ()
icl
EXAMPLE 3.5. Let {e;},.; be an orthonormal basis of E. Consider the standard frame Y =
{e1,€1,€1,€2,€2,€2,€3,€3,€e3,...} for E and the sequence X = {ej,e1,—e1,ea,€1,—€1,€3,€1,—€1,...}
which is not a Bessel sequence of E. Then, it is easy to check that (4) holds, but (5) does not hold.

The next propositions determine how to represent the inverse of an invertible generalized
multiplier for non-Bessel sequences and invertible symbol. In following, the synthesis operators are
assumed to be closed operators. Moreover, {6;},; is the standard orthonormal basis of ¢2(A,T).

PROPOSITION 3.6. Let X = {x;},,; be a standard frame for Hilbert A-module E, Y = {y;},;;
be a sequence with elements from E and U € L(¢*(A,1)) be invertible such that Us; € Dom(Ty ),
for every i € I. Moreover, assume that My y x is invertible. Then, there ezists a dual frame xt
of X such that for any a-pseudo-duals Y% of Y, Malyx =My-1 xt yad.

PROPOSITION 3.7. Let Y = {y;},o; be a standard frame for Hilbert A-module E, X = {x;},,
be a sequence with elements from E and U € L({*(A,1)) be invertible such that U*8; € Dom(Tx),
for every i € 1. Moreover, assume that My y,x 1is invertible. Then, there exists a dual frame yt
of Y such that for any s-pseudo-duals X*? of X, MEIYX =My-1 xsd yt.
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ABSTRACT. A long-standing problem posed by Lau in a conference in Halifax in 1976 to char-
acterize semitopological semigroups which have common fixed point property when acting on
a nonempty weak* compact convex subset of a dual Banach space as weak* continuous and
norm nonexpansive mappings. According to this question we prepared a fixed point property for
pointwise eventually nonexpasnive actions which introduced by Kirk and Xu on weak* compact
convex subsets.
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1. Introduction

Let S be a semi-topological semigroup, i.e., S is a semigroup equipped with a topology such
that for every a € S, the mappings s — as and s — sa from S into itself, are continuous. A
semi-topological semigroup S is called right (left) reversible if any two closed left (right) ideals of
S have non-void intersection. An action of S on a subset K of a Hausdorff topological space E is a
mapping ¢ : S x K — K, denoted by ¢(s,z) = s-x for s € S and x € K, such that (st) -z = s(t-z)
for all s,t € S, x € K. A point x € K is called a common fized point for ¢ if s-x = x for all s € S.
The action is said to be separately continuous if it is continuous in each of the variables when the
other is fixed. We say that an action is jointly continuous if the mapping (s, z) — s-x from S x K
to K is continuous, when S x K has the product topology. Let S be a semi-topological semigroup.
Denote by C(.S) the C*-algebra consisting of all bounded continuous complex-valued functions on
S with respect to the supremum norm and F' be a closed subspace of C(S). We say that F' is left
translation invariant if,

L,FCF
for all s € S, where for each s € S, we consider the left translation operator Ls : C(S) — C(S)
defined by
(L)1) = f(st)

for all f € C(S) and t € S. Let F be a left translation invariant C*-subalgebra of C(S) containing
the constant functions. A linear functional p on F is called a mean if ||u| = u(1) = 1; a mean
is called multiplicative if u(fg) = p(f)p(g) for all f,g € F. Recall that a mean p on F is left
invariant if u(Lgf) = u(f) for all s € S and f € F.

Let LUC(S) be the subspace of C(S) consisting of left uniformly continuous functions in C(S);
all functions f € C(S) for which the mapping s — L f from S into C(S) is continuous when C(S)
has the supremum norm topology. A semigroup S is called left amenable if LUC(S) has a left
invariant mean. Left amenable semitopological semigroups include all commutative semigroups,
all compact groups and all solvable groups. Let LM C(S) be the C*-subalgebra of C'(.S) consisting

*speaker
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of all functions f € C(S) such that the map s — L, f from S into C(S) is o(C(S5), 8S)-continuous,
where 8S := A(C(S)) is the Stone-Clech compactification of S, i.e, the set of all multiplicative
means on C(S5). In general, LUC(S) C LMC(S) C C(S) We refer the reader to [3, 15], for more
details.

Let E be a Banach space with dual E* and let K be a nonempty weak* closed convex subset of
E*. A self-mapping T : K — K is called non-expansive if ||T(x) =T (y)|| < ||lz—yl||, for all z,y € K.
We say that K has weak™® normal structure, if every nontrivial weak* compact convex subset C of
K with more than one point contains a nondiametral point; i.e., there exists a point x € C such
that sup{||z — y|| : vy € C} < sup{|lu —v| : u,v € C} = diam(C). With a slight modification of
the proof of Kirk [6], it is shown that every non-expansive mapping on a weak* compact convex
set of a dual Banach space with weak™ normal structure has a fixed point. Note that in general
weak* normal structure assumption cannot be dropped. In fact, Lim [14] has prepared a fixed
point free affine isometry on a nonvoid weak* compact convex set in I! (considered as the dual of
o). A result of Karlovitz [5] shows that every non-expansive mapping on a weak™® compact convex
subset K of I has a fixed point. These results can be further generalized for some semigroups of
non-expansive self-mappings on K. In this connection consider the following fixed point property:

(Fy): Let S be a semi-topological semigroup. Whenever ¢ : S x K — K is a non-expansive
action on a nonempty weak* compact convex subset K of a dual Banach space E and the action
is jointly continuous, where K is equipped with the weak™* topology of E, then there is a common
fixed point for S in K.

It is obvious to see that the property (F) implies that LUC(S) has a left invariant mean
[10]. Whether the converse is true is a long-standing open problem posed by A. T. -M. Lau during
a conference in Halifax in 1976 [8]. The answer of this question is affirmative for commutative
semigroups [9]. For noncommutative semigroups, it has been established that if S is left reversible
or LUC(S) has a left invariant mean, then S has fixed point property obtained from (F) by
requiring K to be separable in the norm topology [11] or K has normal structure [12].

Kirk and Xu [7] introduced the concept of pointwise eventually non-expansive mappings as
following:

DEFINITION 1.1. Let K be a subset of a Banach space. A mapping T': K — K is said to be
pointwise eventually nonerpansive if for each x € K there exists N(z) € N, such that for n > N(x),

[T (x) = T"(y)|l < [z — y]| for all y € K.

The following question raised by Kirk and Xu:

Question. Does a Banach space E have the fixed point property for pointwise eventually
nonexpansive mappings if E has the fixed point property for nonexpansive mappings?

The first result in this direction was given by Butsan et al. [2, 4]. They proved a fixed point
property for a pointwise eventually non-expansive mapping in a nearly uniformly convex Banach
space. On the other hand, inspired by the above definition, the notion of pointwise eventually non-
expansive action as a generalize of non-expansive action of semigroups introduced by Amini et al.
in [1] as follows: Let K be a subset of a Banach space. The action is said to be pointwise eventually
non-expansive if for each x € K there is a left ideal J C S such that ||s-z —s-y|| < ||z — y| for
allse J,ye K.

Motivated by this question, in this paper we are interested to provide an affirmative answer to
the question given by Kirk and Xu in dual Banach spaces. To do this we extend and improve some
fixed point theorems of A.T.-M. Lau and Y. Zhang from nonexpansive actions to pointwise even-
tually nonexpansive actions. Indeed, we established fixed point properties for pointwise eventually
nonexpansive actions of a right reversible semitopological semigroup on a weak* compact convex
subset of a dual Banach space with weak* normal structure, assuming that certain subspaces of
LUS(S) or LMC(S) has a left invariant mean.
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2. Main results

We begin with a general fixed point theorem for pointwise eventually nonexpansive mappings
in dual Banach spaces which gives a positive answer to the open problem raised by Kirk and Xu.

THEOREM 2.1. Let K be a non-empty weak™ compact convex subset of a dual Banach space such
that K possesses weak™® normal structure. Suppose that a right reversible semi-topological semigroup
S acts on K such that the action is weak™® separately continuous (i.e., separately continuous when
K is equipped with the weak* topology) and pointwise eventually non-expansive. Let X be a closed
linear subspace of C(S) containing constants and invariant under translations. If X has a left
invariant mean and each f € C(K) and y € K, defines an element v, f € X such that for all
seS,

Py fs) = f(s-y).

Then there exists a common fixed point of S in K.

PROOF. It is easy to show that by Zorn’s lemma, there exists a subset Ay of K which is
minimal with respect to being non-empty, weak™® compact, convex and satisfying:

(P) There exists a collection & of weak* closed subsets of K such that Ay = N¢ and, for each
x € Ag, L € &, there exists a left ideal J C S such that J -2 C L.

We next show that Ay contains a non-empty weak™ closed S-invariant subset. For this end,
let x € Ag be fixed and C’ be the collection of all finite intersection of sets in £. For each « € C’,
a = B;NByN...N B,, where B; € . For each 4, choose a left ideal J; such that J;(z) C B; and
let a, €N {jl i=1,2,.., n} In fact, this last intersection is non-empty by the right reversibility
of S. Thus, we have Sa,(z) C a. If z is a cluster point of net {aq : o € C'} where C’ is directed
by inclusion, then z € Ay and S (z) is a weak* closed S-invariant subset of Ag. Now a second
application of Zorn’z lemma shows that there is a subset M C S (z) which is minimal with respect
to being non-empty, weak* closed and S-invariant. We claim that M is S-preserved, i.e, M = s- M
forall s € S.

We follow an idea of Lau and Takahashi in Lemma 5.1 of [11] to prove that M would be
S-preserved. Fix y € M and let m be a left invariant mean on X. Define a positive functional ¢
on C(M) by ¢(f) = m(iy f) for all f € C(M). Since ¢, f € X and ||¢|| = 1, ¢ is well defined. For
every s € S and f € C(M) we define

sf(x) = f(s-x)

for every x € M. Then f : M — C is weak* continuous since the action is weak* separately
continuous. Since m is a left invariant mean, it follows that

According to Riesz representation theorem, we can assume that g is the probability measure on
M corresponding to ¢. Thus p(B) = u(s™! - B) for all s € S and for every Borel subset B of
M (endowed with the weak* topology), where s™' - B = {# € M : s-x € B}. The support of
probability measure p on M is defined by

supp(p) := N{H; H is weak™® closed subset of M such that u(H) =1 }.

Put Ko = supp(u) and notice that pu(s™t - Kg) = u(Ko) = 1. Therefore, Ky C s~! - K since
s~ Ky is weak* closed. Similarly, u(s - Ko) = u(s7!(s - Ko)) = p(Kp) = 1. Hence Ky C s - Ko.
So, there exists a weak* compact subset Ky of M such that s - Ky = K{ for every s € S and by
minimality of M, Ky = M. Thus M would be S-preserved.

Let F = co"* (M) and suppose that r = diam(F) > 0. Since K has weak® normal structure and F’
is a weak™ compact, convex subset of K, there exists u € F' such that

ro=sup{|lu—z|:z € F} <r.
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For each € > 0, B € ¢ if we put
K. g = BN (NmemB[m,ro+ ¢]).
Clearly, K. p is a non-empty, weak* compact and convex set. Define
Ko=n{K.p:e>0,Be}.

We show that Ky has property (P). Take, z € Ky,e > 0 and B € {. By property (P) there exists
a left ideal I C S such that I-x C B. Since, the action is pointwise eventually nonexpansive, there
exists ¢ € S with ||(tc) -m — (tc) - x| < ||m —z| for all t € S. Take to € I N Se. Put J := St,.
It is easily seen that, for each s € S, (stg) -« € B, and by weak* lower semicontinuity of norm
|(sto) - m — (sto) - z|| < ||m — z|| < 1o+ €. Therefore, sto-x € B(stg) - m,ro+ ] for each s € S.
But (stg) - M = M for any s € S, hence for the left ideal J = Sty we see that J -z C K, p and
(P) holds, contradicting the minimality of Ag. This completes the proof. (]

The following example shows that, in the above theorem, the existence of a left invariant mean,
can not be entirely dropped:

EXAMPLE 2.2. Let S be a finite left zero semigroup; i.e., a finite semigroup S with the operation
st = s for all s,t € S. Then S with the discrete topology is a right reversible semi-topological
semigroup. Set X = LUC(S). Consider the action of S on the non-empty compact convex
subset K = A(LUC(S)), the set of all multiplicative means on LUC(S), of the Banach space
LUC(S) given by s.uu:= Ls"p for all s € S and p € A(LUC(S)), where L*u(f) = p(Lsf) for all
f € LUC(S). Then, it is easy to verify that the action of S on K is even non-expansive, however
does not have common fixed point.

According to Theorem 2.1, we obtain common fixed point theorems for semi-topological semi-
group S acting on a weak™® compact convex set of a dual Banach space, when X being LUC(S)
and LMC(S).

THEOREM 2.3. Let S be a right reversible semi-topological semigroup. If LUC(S) has a left
imwvariant mean then the following fized point property holds.

(Lx): Whenever S acts on a non-empty weak™ compact conver subset K of the dual space
such that K possesses weak® normal structure and the action is (jointly) weak™® continuous and
pointwise eventually nonexpansive, then there exists a common fized point for S in K.

PROOF. If the action is jointly continuous when K is endowed with the weak™ topology by
applying [11, Lemma 5.1], ¢, f € LUC(S) for all f € C(K) and y € K. Since the action is
non-expansive and LUC(S) has a left invariant mean, the result follows from Theorem 2.1. O

REMARK 2.4. We point out that, the above theorem is related to the open problem raised
by Lau [8]. In [12, Proposition 3.4] Lau partially answered to this question with an additional
assumption on K. Indeed, the above theorem extends this answer for pointwise eventually non-
expansive actions.

In the following we prepare a fixed point theorem for dual Banach space in which LMC(S)
has a left invariant mean, although there has not been discovered any fixed point results in dual
Banach spaces when LMC(S) has a left invariant mean.

THEOREM 2.5. Let S be a right reversible semi-topological semigroup. If LM C(S) has a left
mwvariant mean then the following fized point property holds.

(M=x): Whenever S acts on a non-empty weak* compact convex subset K of the dual space
such that K possesses weak™ normal structure and the action is separately continuous and pointwise
eventually non-expansive, then there exists a common fized point for S in K.
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PROOF. By assumption and [15, Theorem 3|, ¢, f € LMC(S) for all f € C(K) and y € K.
Therefore, if LMC(S) has a left invariant mean, we can apply Theorem 2.1 with X = LMC(S5)
to obtain a common fixed point of S in K. (]
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ABSTRACT. Let A and B be Banach algebras and o(B) # (. Let 0, ¢ € o(B) and LM(A xg B)
be the set of all linear mappings 7' : A x R — A X B satisfying

T((a,b) ¢ (z,y)) =T(a,b) -4 (z,y) for all a,z € A and b,y € B. In this paper, we prove that if
A is a Banach algebra without identity and 7" € LM (A XZ’ B) # 0, then 6 = ¢. We then
investigate the concept of skew commuting for elements of LM(A Xg B). We also apply some
results to group algebras.
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1. Introduction

Let A and B be Banach algebras and 6 € o(B), the spectrum of B. Let us recall from [4]
that the 6—Lau product A and B is the direct product A x B together with the component wise
addition and the multiplication

(a,b) ¢ (z,y) = (ax + O(y)a + 0(b)x, by).
Note that if we permit # = 0, the #—Lau product A Xy B is the usual direct product of Banach
algebras. Hence we disregard the possibility that 6 = 0.

The §—Lau products A xg B were first introduced by Lau [2], for Banach algebras that are
pre-duals of von Neumann algebras, and for which the identity of the dual is a multiplicative
linear functional. Sanjani Monfared [4] extended this product to arbitrary Banach algebras A
and B. In fact, he introduced a strongly splitting Banach algebra extension of B by A which
present many properties that are not shared by arbitrary strongly splitting extension. He also
gave characterizations of bounded approximate identity, spectrum, topological center and minimal
idempotents of these products.

Let T': A — A be a linear map. Then T is called skew commutative if for every a,x € A

(T'(a),a) =0,
where for each a,x € A
(a,x) = ax + za.
Also, T': A — A is called Left centralizer if for every a,x € A
T(azx) =T(a)x.
For results concerning left centralizer on rings and algebras we refer the reader to [5, 6, 7, 8].

In this paper, let 6, ¢ € ¢(B) and LM(A4 xg B) be the set of all linear mappings T': A x B —
A x B satisfying
T((a,b) -6 (x,y)) = T(a,b) -4 (x,y)
for all a,z € A and b,y € B. We show that if A is a Banach algebra without identity and
T e 1M(A xg B) # 0, then 6 = ¢. We also give some related results. Finally, we investigate the
concept of skew commuting for elements of LM(A xg’ R).
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2. Main results

In the following, let A be a Banach algebra with a right identity and the center of A
Z(A)={ac A:axr=za forall ze A}

and B be arbitrary Banach algebra. Let also § and ¢ be elements of the spectrum of B.

Let G denote a locally compact group with a fixed left Haar measure A. Let L*°(G) denote the
usual Lebesgue space as defined in [1] equipped with the essential supremum norm ||.|| ... We denote
by Li°(G) the subspace of L*°(G) consisting of all functions f € L*°(G) vanishing at infinity: that
is, for every positive number ¢, there is a compact subset K of G for which || fxa\klc < &, Where
Xc\k denotes the characteristic function of G\ K on G.

It is well-known from [3] that the dual of L§°(G), represented by L5°(G)", is a Banach algebra
with the first Arens product “” defined by

where

(Hf,¢) =(H,f¢) and (fo,¥)=(f ¢x1)
for all F, H € LF(G)", f € L¥(G) and ¢,1) € L}(G).

THEOREM 2.1. Let A be a Banach algebra without identity and T € LM(A xg B) #0. Then
0 =¢.
COROLLARY 2.2. Let 0 # ¢ and LM(LZ(G)* Xg B) #0. Then G is discrete.

THEOREM 2.3. Let n € o(B) and A be a Banach without identity. If T is an element of
LM(A xg B) satisfying T((a,b) -9 (z,y)) — (a,b) -, (x,y) € Z(A) x Z(B) for all a,x € A and
b,y € B, then 0 = ¢ = 1.

Let n1,m2 € o(B). We define for every a,z € A and b,y € B
[(a” b), ("L‘vy)}mﬂh = (a,b) ‘m (.%‘73/) - (x,y) N2 (a7 b)'
THEOREM 2.4. Let n;, p; € o(B) fori=1,2 and A be a Banach algebra without identity. If T

is an element of LM(A x{ B) satisfying T([(a,0), (,1)lm ma) = [(@,0), (2,9)]py.po for all a,z € A
and b,y € B, then 6 = ¢.

COROLLARY 2.5. Let A= L§°(G)" in Theorem 2.4. If 6 # ¢, then G is discrete
THEOREM 2.6. Letn € o(R) and T € LM(A x? B). If for every a,x € A and b,y € B
T((a,b) o (x,y)) = *£(a,b) n (z,9),
then 8 = ¢ = 1.
COROLLARY 2.7. Let n € o(B) and T be an element of LM(L(G)" xg B) satisfying
T((a7b) 0 (J?,y)) = i(aab) n (xvy)a
for all a,x € LF(G)" and b,y € B. If 0 # ¢, then G is discrete
THEOREM 2.8. Letn € o(B). If T is an element of LM(A xg B) satisfying
T((a,b) ¢ (z,y)) = (2, y) ‘n (a,b)
for all a,x € A and b,y € B, then 6 = ¢ =n and A is unital.
COROLLARY 2.9. Let n € o(B) and T be an element of LM(L(G)" xg B) satisfying
T((a,b) -0 (z,y)) = (z,y) -y (a,b)
for all a,x € LF(G)" and b,y € B. If 0 # ¢, then G is discrete
A mapping T': Ax R — Ax B is called (11, 12)—skew commuting if for every a € Aand b € B
<T(a7 b)a ((1, b)>7]177]2 = T(a7 b) m (a’ b) + (aa b) N2 T(a7 b) = 0.
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THEOREM 2.10. Let 1,12 € 0(B), T € LM(A xg B) and A be an algebra without identity. If
T is an (n1,m2)—skew commuting, then mT (b) = nT'(b) for allb € B, .
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ABSTRACT. Let A be a standard C*-algebra. We will study the continuity of e-orthogonality
preserving mappings between Hilbert .A-modules. Moreover, we will show that a local mapping
between Hilbert A-modules is A-linear. Furthermore, we will prove that for two nonzero .A-linear
mappings 7,5 : E — F, between Hilbert A-modules, satisfying e-orthogonality preserving
property, there exists v € C,

(T (), S() =yl <elTlSH=llyll, =y e E.

Our results generalize the known ones in the context of Hilbert spaces.
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1. Introduction

Let (H , G )) be an inner product space, two elements x,y € H are said to be orthogonal, and
is denoted by = L y, if (x,y) = 0. For two inner product spaces H and K, a mapping T : H — K
is called orthogonality preserving, OP in short, if x L y = T(z) L T(y), (z,y € H). By [2], a
mapping T is orthogonality preserving if and only if it is scalar multiple of an isometry, that is
T = ~U, where v > 0 and U is an isometry. Two mappings T,.S : H — K are called orthogonality
preserving, if x L y = T(z) L S(y), (z,y € H), this notion has been charactrized in [3].

A generalization of the orthogonality notion, namely approximately orthogonality preserving
or e-orthogonality preserving mappings, for a given € € [0, 1), between inner product spaces was
considered in [2]. Recall that for € € [0,1) two vectors z,y € H are approximately orthogonal or
e-orthogonal, denoted by = L€y, if |(z,v)| < el|z||||y]|-

For a given € € [0,1), a mapping T : H — K is called e-orthogonality preserving, e-OP in
short, if

rly = T(x) L*T(y), (x,yeH).

Two linear mappings T, 5 : H — K between inner product spaces are called e-orthogonality

preserving if
xly=T(x)L°Sy), (x,yeH).

e-orthogonality preserving property for two mappings T',.S between inner product spaces has

been charactrized in [4]. In this servey, in fact, we generalize this charactrization.

Now, we start with some prerequisites.

Recall that a (left) Hilbert C*-module E over a C*-algebra A is a left A-module equipped with
an A-vallued inner product 7 4(.,.) : E x E — A such that the following conditions hold for all
z,y € Fandalla € A and o, € C:

(1) alox+ By, 2) = a alz,2) + B ay, 2),
) alaz,y) = a alz,y),
(iii)  alz,y)" = aly,z),
) alx,x) >0, and A{z,z) =0if and only if = =0.
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Moreover, E is a Banach space equipped with the norm ||z|| = ||a(z, z)||2. In this case we call E a
Hilbet A-module. A comlex linear mapping T : E — F' between two Hilbert A-modules is called
an A-linear if T'(az) = aT'(x) for alla € A and = € E.

Hilbert C*-modules are used as powerful tool in operator algebra theory. They serve as a
major class of examples in operator C*-module theory. See [7] for a general intoduction to the
theory of Hilbet C*-module.

Let A be a C*-algebra. Two elements z,y in an inner product A-module (E,{.,.)) are said
to be orthogonal if (z,y) = 0 and, for a given ¢ € [0,1), they are approximately orthogonal
or e-orthogonal if |(z,y)|| < ¢|lz|||lyl|. A mapping T : E — F, where E and F are inner
product A-modules, is called e-orthogonality preserving if (z,y) = 0 (where x,y € E) implies
1Tz, Ty)| < el Tl Tyl

Throughout, (H) and B(H) denote the C*-algebras of all compact operators and all bounded
operators on a Hilbert spaces H, respectively. Recall that A is a standard C*-algebra on a Hilbert
space H if K(H) C AC B(H).

It is natural to explore the e-orthogonality preserving mappings between inner product C*-
modules, for ¢ € [0,1). D. Ilievi¢ and A. Turnek in [6] consider e-orthogonality preserving property
for a ”single” mapping. In this survey, we consider e-orthogonality preserving property for ”two
mappings” in the framework of Hilbert A-modules.

In [5], Frank, Moslehian and Zamani proved that if two nonzero local mappings T, S : E — F
between Hilbert A-modules are orthogonal preserving, then there exists v € C such that

(T(x),S(y)} = ’y(:v,y), z,y € E.

It is interesting to ask whether it is possible to consider e-orthogonality preserving property
for two these mappings. In this servey, we study e-orthogonality preserving property for a pair
of mappings in the setting of Hilbert C*-modules over standard C*-algebra A. Then we give
the estimate of ||(T'(z), S(y)) — v{x,y)|| for two nonzero local e-orthogonality preserving mappings
T,S: E — F when F and F are Hilbert .A-modules, where v € C.

We recall that, for a C*-algebra A, a complex linear mapping T' : E — F between inner
product A-modules E and F, is called local if

aT'(r) =0 whenever ax =0, a€ A;ze€kE.

As example, linear differential mappings are local mapping. Note that every A-linear mapping is
local, but the converse is not true, in general.

Suppose that E and F' are Hilbert A-modules. Let L(E, F) to be the set of all mappings
T : E — F for which there is a mapping T : ' — F such that for all x € F and y € F,

(Tz,y) = (z,T"y).
By [7], L(E, F) is called the set of all adjointable mappings from F to F. Every element of L(E, F)
is a bounded A-linear, and in general, a bounded A-linear mapping may fail to possess an adjoint.
But each bounded K(H)-linear mapping on K(H)-modules is essentially adjointable [1].

In the following we give some preliminaries about minimal projections in C*-algebras and their
role in our work.

Let £&,m € H be elements of a Hilbert space (H, (.7.))7 the rank one operator defined by
(E®@n)¢ = (¢,n)€, where ¢ € H. Observe that £ ® £ is a rank one projection by the unit vector &.
Let T be an arbitrary bounded operator on (H, (.,.)), then

EROT(E®E) = (T€,EE.

Recall that a projection (i.e., a self-adjoint idempotent.) e in A is called minimal if e4e = Ce.
Hence, ¢ ® £ is a minimal projection.

By citelT, let (F,{(.,.)) be an inner product(respectively Hilbert) .A-module, and for a unit
vector £ € H, let e = £ ® ¢ be any minimal projection. Then

E.={ex:z € E},
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is a complex inner product (respectively Hilbert) space contained in E with respect to the inner
product (z,y) = tr({z,y)), z,y € Ee.
Let x = eu,y = ev such that u,v € F,

(z,y) = e(u,v)e = (£ @ E)(u,v)(E ®E) = ((u,0)€,£) (£ ®E),
by tr((z,y)) = ((u,v)§,€), thus
(z,y) = (z,y)e.

Authors; in [6], also showed that:
1) two elements z,y € E, are orthogonal in (Ee, (- )) if and only if they are orthogonal in

(B, (),
2) if x € E,, then ||z||g, = ||z|| g, where the norm ||.||g, comes from the inner product (-, -),
3) if T : E — F between Hilbert A-modules E and F' is an A-linear OP (respectively e-OP)
mapping, then T, =T |g,: E. — F. is a linear OP (respectively e-OP) mapping.

The following lemme is important, which is used to prove the main theorem.
LEMMA 1.1. Let L € B(H), then
IL|| = sup{|leLf|| : e, f are rank one projections} .

2. Main results

As mentioned in previous section, A is a standard C*-algebra on a Hilbert space H if K(H) C
A C B(H). To achieve our main result, Theorem 2.6, we give some results. First we prove
the continuity of e-orthogonality-preserving nonzero pair of A-linear mappings between Hilbert
A-modules.

LEMMA 2.1. [4, Lemma 3.1]
For a given € € [0,1), e-orthogonality preserving property for two nonzero linear mappings f
and g between inner product spaces X and Y, with the same inner product (.,.), is equivalent to

(). 9(y)) — Wu,y)\ <elf) - ﬁfﬁf(y) low)|
forx,ye X,y #0.

)

As an immediate generalization, we give the next result in setting of inner product A-modules.
Let ¢ € [0,1), and let T,S : E — F be pair of nonzero A-linear e-orthogonality preserving
mappings between inner product A-modules £ and F. Then T,,S. : E. — F, are pair of
two nonzero linear e-orthogonality preserving mappings between inner product spaces E, and F.
Where e is a minimal projection in A.

PROPOSITION 2.2. Let ¢ € [0,1), and let T,S : E — F be pair of nonzero A-linear e-
orthogonality preserving mappings between inner product A-modules E and F. Then for every
manimal projection e € A, and for all z,y € E,,

1<y, y)(T'(x), S(y)) — (x, y(T(y), SN < ell<y, T (@) = (z, YT WIS W)I-

Consequently, T.,Se are a pair of linear e-orthogonality preserving mappings.

The following proposition proves the continuity of two A-linear mappings 7,S : E — F
between Hilbert .A-modules.

PROPOSITION 2.3. Let € € [0,1), and let A has an approximate unit, which contains finite
combinations of minimal projections in A, and let E and F be Hilbert A-modules, and e be an
arbitrary minimal projection in A. Suppose that T, S : E — F are two nonzero surjective A-linear
e-orthogonality preserving mappings. Then T and S are continuous.

In the following, we give a stability result in this context. Note that, in Proposition 2.4 and
Theorem 2.6, H is a complex Hilbert space.
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PROPOSITION 2.4. Let e € [0,1). Let A =K(H), and let E, F be Hilbert A-modules. Suppose
thatT,S : E — F are two nonzero surjective A-linear e-orthogonality preserving mappings. Then
there exists v € C such that

{T(x), S(y)) =z, y)| < ell TSIyl 2y € E.

To prove, we use this fact that each bounded K(H)-linear mapping on K(H)-modules is ad-
jointable.

As mentioned in previous section, in general, for any C" -algebra A, a local mapping on Hilbert
A-modules is not A-linear. In the following, for standard C*-algebra A, we will show that a local
mapping between Hilbert A-modules is A-linear.

PROPOSITION 2.5. Let T : E — F be a local mapping between Hilbert A-modules E and F,
then T : E — F is an A-linear mapping.

In Proposition 2.3, the boundedness of two nonzero A-linear mappings 7,5 : E — F over
Hilbert A-modules is proved. Now, we are in a position to give the main result.

THEOREM 2.6. Let € € [0,1), and let E and F be Hilbert A-modules. Let T,S : E — F be
two nonzero surjective local e-orthogonality preserving mappings. Then there exists v € C such
that

I{T(x), S(y)) = (e, y)| < ellTHISI=lllyll, 2y € E.
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1. Introduction

The motivation of this paper is a problem in woven frames. In this paper, we consider a frame
{¢i}iez, the permutation functions 7 on 7 and the famalies {¢;}ico U {¢r(i)}icoe for o C Z. In
fact, we study the conditions which the frames {¢; }icz and {¢ ;) }iez are woven. In this section at
first, we mention the definition of frames and some basic properties of them in a separable Hilbert
space H. After that we review the definition of woven frames. For more details, the reader is
referred to [1, 2, 3, 4]. Throughout the paper, H is a separable Hilbert space and 7 is a countable
index set.

A family {¢;}iez in H is a frame for H if there exists constants 0 < A < B < oo such that for
allz € H,

Al < 3 I, 60) 2 < Bllall?,
i€z

where A and B are called lower and upper frame bounds, respectively. If only B is assumed to
exist, then {¢; }iez is called a Bessel sequence. If A = B, then {¢; };icz is called a tight frame, also
it is called Parseval if A = B = 1. A frame {¢;};ez is called exact when it ceases to be a frame
when an arbitrary element is removed. Corresponding to each Bessel sequence {¢;};cz in H, one
can consider some important operators. The synthesis operator T : [2(Z) — H, which is defined
by T{ci}iez = ;7 ithi- The analysis operator T* : H — [*(Z), which is really the adjoin of the
synthesis operator T, is given by T*xz = {(x, ¢;) }icz. In the case that {¢;}icz is a frame for H,
the frame operator S : H — H is defined by

Sz :=TT"z = Z{<xv¢i>}¢ia
ieT
for each x € H. It is well known that, S is bounded, positive, self-adjoint and invertible. A frame
which is a Schauder basis is called a Riesz basis. A frame which is not a Riesz basis is said to be
overcomplete. Moreover, a frame {¢;};c7 is called near-Riesz basis if it consists of a Riesz basis
and a finite number of extra elements. The excess of a frame is equal to the number of elements
which have to removed in order to obtain a Riesz basis. Two frames {¢; };cz and {t; }iez for H is
called woven if for each subset o of Z, the families {¢;}ico U {¢; }icoe are frames for H with the
same frame bounds. Each family {¢;}ico U {i}icoe for o C T is called a weaving of {¢; };ez and

{i}ier.

2. Main Results

The next example shows that if {¢;};cz is a basis for H such as Riesz basis, orthonormal basis,
Schauder basis, exact frame and so on, then for each nontrivial permutation function (The trivial
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permutation function on Z is the identity operator on Z and is denoted by I3) 7 on Z, the families
{0i}ico U{dr()}icoe are not frames for each o C T.

EXAMPLE 2.1. Assume that {¢;};cz is a basis for H. Then for every non trivial permutation
function 7 on Z there exists a subset o C T such that the weavings {¢;}ico U {@x(i) }icoe are not
frames for H.

PROOF. The proof is similar to the proof of the [2, Theorem 2.7]. O

One can consider shift operators on the set of integer numbers Z as permutation functions
which are given in the next example.

EXAMPLE 2.2. Consider the frame {¢; };cz for the Hilbert space C? by ¢o; = €1 and ¢o;11 = €2,
where {e1, e} is the orthonormal basis for C2. For m € Z, consider the shift operators 7 on Z
by (i) = i + m, which are in fact, permutation functions on Z. Then {¢;}icz and {¢(;) }icz are
woven if m is even and are not woven if m is odd.

PROOF. At first, assume that m is an even integer number. Let o C Z be arbitrary. In this
case, 0 U m(c¢) consists of even numbers and of odd numbers. Thus, {¢;}ico U {¢r@)}icoe is a
frame for C? and so {¢;}icz and {¢r(;) }icz are woven. But, when m is an odd integer number, let
o C 7Z be the set of all even integers. Then o Un (o) consists only of all even numbers, and in this
case {¢;}ico U{Pr(i) bicoe 18 not a frame for C2. Thus, in this case {¢;}icz and {@r(;)}tiez are not
woven. ]

The next proposition is a useful result, and its proof is an algorithm to build the new woven
frames of a given frame {¢;}icz.

PROPOSITION 2.3. A sequence {¢;}icz is an overcomplete frame for H if and only if there
exists a non trivial permutation function w on I such that for each o C I, the families {¢;}ico U

{br(i) Yicoe are frames for H.
The following example is a consequence of the above proposition.

EXAMPLE 2.4. Let H = R3 and let {e;}?_; be an orthonormal basis for H. Consider the frame
{¢:}M | for H as

€; 1=1,2,3
i = Zfil e =4
0 1=5,...,M,
where M > 3. Define the permutation function 7 on Z as follows:
i 1=2,...,3,5,...,. M
m(i) =4 1 1=4
4 i=1.

Now, by using the proof of Proposition 2.3, {¢;}2, and {¢.(;)}}<, are woven.

Two frames {¢; }iez and {t; };cx for H are called P-woven if there exists a non trivial subset
o of Z such that the family {¢; }ico U{®;}icoe is a frame for H. The following result is interesting.

PROPOSITION 2.5. Suppose that {¢;}icz is a frame for H. The following statements hold.

(i): For each permutation function m on I, {¢;}icz and {¢r(;)}iz are P-woven.
(ii): For each o C T there exists a non trivial permutation function m on I such that
{qbi}iEo* U {(bﬂ'(i)}iEaC s a fmme fO?" H.

In finite dimensional case a set of vectors {¢;};1; in an N-dimensional Hilbert space H is a
full spark frame if either they are independent or if M > N + 1, then they have spark N + 1. A
family {¢;};cz for a separable Hilbert space H is called full spark, whenever for each ¢ C Z with
|o|=dimH, {¢;}ico is a generator for H.
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PROPOSITION 2.6. Let H be an infinite dimensional separable Hilbert space. If {¢;}ict is a
Jull spark family for H and 7 is a permutation function on I, then the family {¢;}ico U{dr@i) ticoe
spans H for each o C I.

PROOF. Suppose that the Hilbert space H is of infinite dimention and {¢; };cz is a full spark
family for H. If 7 is a permutation function on Z and o C Z, then at least one of the subfamilies
{0i}ico or {dr(i)}icoe of {@i}ier has infinite elements. Now this complete the proof, becuase
{¢:}iez is a full spark family for H. |

PROPOSITION 2.7. Assume that {¢;}}, is a frame for N-dimentional Hilbert space H and
is a permutation function on Z. Then for each o C T the weavings {¢i}ico U {¢x(i)ticoe are full
spark frames if and only if {¢;}M | is full spark and 7 = I4.

PROOF. The proof of the sufficiency part is trivial. For the proof of the necessity part, assume
if possible that {¢; }}, is not full spark or m # I,. If {¢;}}, is not full spark, then for o = Z the
weaving {¢i}ico U {¢dx(i) ticoe for each permutation function m is not a full spark frame which is
a cotradiction. On the other hand assume if possible that @ # I;. So there exist i, jo € Z with
i0 # jo such that 7(ig) = jo. O

The following example, shows that there are frames which are woven with each reordering of
itself.

EXAMPLE 2.8. Take the frame {1;}, for the N-dimentional Hilbert space H = C" as
T i=1,2,...,N
AU SN e i=N+1,..., M,

where M > 2N, and {e;}Y, is the standard orthonormal basis for H. Then for each permutation
function 7 on Z, {4}, and {¢(;} 2L, are woven.

In the following theorem, we give some optimal conditions for the perturbation of reordered
weavings of a frame {¢; }icz.

THEOREM 2.9. Suppose that {¢; }icz is a frame for H with bounds 0 < A < B < 0o, and 7 is
a permutation function on T. Suppose that there esists a positive number X\, such that A < g and

1) D @, ¢ = beia)|> < A%,
1€L
for each x € Hy, where Hy C H. Then {¢;i}icz and {¢r @) }iez are P-woven.

The next proposition is an interesting result in the concept of pertorbation of reordered weav-
ings and operators.

PROPOSITION 2.10. Assume that {¢;}icz s a frame for H with lower and upper frame bounds
A and B respectively. Also, assume that m : T — T is a permutation function such that {¢;}icz
and {¢r @ tier are P-woven. If T is a bounded and onto operator, then {¢;}icz and {T'¢r . }ier
are P-woven.
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ABSTRACT. Let G be a locally compact groupoid with a fixed Haar system A and a quasi
invariant measure p. We introduce the notion of A-measurability and we put a new norm on
C.(Q) the space of continuous functions on G with compact support to make it a Banach
algebra denoting by L!(G, ), 1) and we show that it is a two sided ideal of the algebra M (G) of
complex Radon measures on G.
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1. The algebra L'(G,\, )

For a locally compact group G with a Haar measure ), the Banach algebra L'(G,\) plays
a central role in harmonic analysis on G. This motivated us to define a similar notion in the
case where G is a locally compact groupoid. Following [1], in this article we give a new norm on
C.(G) and we denote by L'(G, ), u) its completion with respect to this norm. We show that the
Banach algebra L!(G, \, 1) plays a similar role to the group algebra when we replace groups with
groupoids. For the rest of the paper, G is a locally compact, Hausdorff, second countable groupoid
which admits a left Haar system A = {\“}. First we have a definition.

A Borel measurable set E C G is called A\-measurable if for each v € G°, E N G* belongs
to the o-algebra 9Myu. A function f : G — C is A\-measurable if for every u € G° and every
open set O C C, f~1(0) N G* € Myu. For each f: G — C, A-measurability of f is equivalent to
v-measurability of f.

Here is our main definition.

DEFINITION 1.1. Suppose p is a quasi-invariant probability measure on G° and v is Radon
measure induced by p. We define

LYG,v) = LY G, \ p) = {f :G — C: f is A-measurable, || f||1 = / |f(z)|dv(z) < oo} ,
G

with the product given by (f * ¢)(2) = [orw) f(y)g(y™ z)dv(y).
If f,g € L*(G,\, ), then

I£+all = [ 1 @@ < [ [ rlat o)
< [ [ vl st = [ [ wlls@arm)
= [ Lw@r [ [ e e e = [ e ] il

= [I£1lxllgll1-

Also the measurability of f * g follows from A-measurability of f, g

Next we define an involution on L'(G, A, ). We say that the assertion P(z) holds for \-a.e.w
if for E = {x: =P(z)}, p{u: A\y(E) > 0} = 0. Clearly an assertion holds A-almost everywhere if
and only if it holds v-almost everywhere.
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LEMMA 1.2, Suppose Dy : G* — RY with D,(x) = 43 (v € G). Then D = D, on
G" (a.e.).

The map * : LY(G,\,pu) — LYG,\ pn); f = f*, where f*(z) = f(z7})D(z7}), is an
isometric involution on L'(G, A, 1). Note that from [2, page 9] we have

L= " Mr -
Hence the space of L'(G, A, p1) is in general bigger than I(G, v, u) and 11,,(G, v, ) with respect to
I-norm and Il-norm, indeed I(G,v,p) C I11,(G) C LY (G, A\, p).

By [2, page 15] the space of continuous functions with compact support C.(G) has a two-
sided bounded approximate identity. Since C.(G) is dense in L*(G, \, i), thus L' (G, \, i) has a
two-sided bounded approximate identity.

For each f € LY(G,\, 1) define

Lof(y) = fz7'y),  Rof(y) = flyx),
when the multiplications on the right hand sides are defined. It is easy to check that the maps
L., R, are homomorphisms.

Iflleraaw = 1 lerenw = 1 ler@we) = 1 ey S W fllre = 1 1re < N f

PROPOSITION 1.3. Let I be a closed subspace of L*(G, \, ). Then I is a left ideal if and only
if it is closed under left translation, and I is a right ideal if and only if it is closed under right
translation.

PROOF. Note that since f g = [5.q, f(y)Lyg dv(y),
Lo(f #g) = / F(9)LaLyg dv(y) = / £ () Layg d(y)
Grw) Gr)
- / f(a~ y) Lyg dv(y) = / Lo f(4)Lyg dv(y) = (Lof) *g.
Gr(v)

Gr)
Now suppose (e,), is a bounded approximate identity for L'(G,\, ). For the first assertion, if
f e LYG,\ u) and g € T and [ is a left ideal, then we have

Ly(en)* f = Ly(en x f) — Ly f.
Conversely, if I is closed under left translation and f € L*(G,\,u) and g € I,

fro= [ kg

is in the closed linear span of the functions L,g and hence in I. The other assertion is proved
similarly. 0

2. The involutive Banach algebra M(G)

In this section we show that L'(G,\, 1) is a closed ideal in the algebra of complex Radon
measures on G. Let M(G) be the space of complex Radon measures on G. If 0,0 € M(G), then
the map 1 — I(¥) on Co(G) defined by I(¢)) = [ [qr) ¥ (zy)dn(z)df(y) is a linear functional
on Cy(G) satisfying [I(¢)| < ||¢||supllnll||€]], so by Riesz representation theorem, it is given by
a measure shown as n * 0 called the convolution of n,0 with |n * 0| < ||n]|||d]. If we define
n*(E) =n(E~1) then n — n* is an involution on M(G), and M(G) is a Banach *-algebra. In this
section we show that the space L'(G, A, 1) is a closed two-sided ideal of M(G).

PROPOSITION 2.1. The map L' (G, A\, u) — M(G); f — vy defined by vy(E) = [, fxedv (EC
G) is an isometric embedding.

PROOF. If f € L(G, A\, 1), then f is \-measurable so the integral exists and it is easy to check
that v; is a measure on G. We show that vy is Radon. If f = u + ¢v then vy = v, + ivy, s0 vy
is Radon if and only if v, and v, are Radon. Since G is locally compact Hausdorff and second
countable, we have v, (K) = [ udv < [ |uldv = |Jully < oo, for each compact set K, thus v, is
Radon. Similarly v, is Radon, and so is vy.
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By definition, ||v¢|| = sup{>_] [vf(E;)| :n € N,G =[] E;}, so for each € > 0 there exists a
partition {E;}] of G such that

vell - vi(E)| = dv| < Vv = || £
ol = < Dl E0) lel/ngEl </G<f|;xEl> 1l

Thus ||vg]| < ||f|l1. Conversely, suppose f > 0 then v¢ > 0 and for every partition {E;}] of G we
have,

ZIEIIEDY /G fxe, dv = /G fdv = | f]h.

If f=wu+iv=(fi = f2) +i(fs = fa), where fi = 0 then [[vf]| = |lvp | + [vpll + el + lvell =
[fulle 4+ [ f2lle + [ fslly 4 [ falle = [If]l2- Hence [[vg|| = [|f[]x and equality holds. 0

The above proposition shows that L!(G,\, i) is a closed subspace of M(G). Next we show
that it is indeed an ideal.

LEMMA 2.2. If f,g € LY(G, A\, 1), then v(f.g) = vy * vg.

PROOF. For each compact set K we have

vy * vg(K) :/GXK(:Z:)d v xvg)( //GM) Xk (yx)dv(y)dvy(z)

:/G /G(y & (yx)dv, (= //Gs(y) 9y 'z)xk (2)dv(y)dv(z)
_ / i (@) / F@)g(y™ ) dv(y)dv(z) = / (f * 9)(@)xx (&) dv(z) = vy (K).
G Gr(=z) G

Since vf.4 and vy x v, are regular measures, the equality holds for each open set and then for each
measurable set. U

If f e LYG,\pu) and n € M(G), we shall define 1« f in such a way that vy, = n* vy.
Suppose ¢ € Cy(G) and put

v(n* 1)(g) = /G (@) digas(z) = /G (@) (% () du(z).

On the other hand,

S / /G  plyainty)iv (o / /G  elya)dn(y)f (@)dv(a)

/ /G ) Ut 1;5 (@)dn(y )dy(yilw) - /Ggo(x) /Gsw) f(yilx)d”(y)d’/(x)

Comparing these equalities implies that
(e 9@ = [ fu o),
Gr@
If f € LY(G, \, 1), then it is easy to check that
| Rif@ax@ = [ @i =pu™ [ faa).

Thus
[ Ruf@avta) = Do) [ g
G G
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Similarly, we want to define f * 7 in such a way that the equality v(s,,) = vy * 1 holds. Again
suppose ¢ € Cy(G). We have

V(f*m(s@):/ Q() dvpin(x) = /G (@)(f *n)(z /G/ 2)(f *n)(x) AN () dp(u)

= [ @@ i @u - / (@) 1) (@) dv(a).
Go Gu
On the other hand,

(v *m)( //Gr(y) o(ay)dvy(z)dn(y //Gw) o(zy) f(2)dv(z)dy(y)
= [ [ syt i) - [ /G @)y Dy vla)dn(y)

/G(a") /f (zy™ ") Dy~ ")dn(y)dv ().

Comparing the above equalities, we have
(Femi@) = [ D).

COROLLARY 2.3. LY(G,\, 1) is a two sided closed ideal of M(G).
PROOF. Suppose f € L'(G, A\, 1) and n € M(G). Then we have

I+ £l = [ In+ s(@dnte // )] | (y) ()
= [ [ @it = [ 15@) [ i)

< mll{l.flly < oo
Thus n x f € LY*(G, \, ). Also

Il = [ 1@l < [ [ 1) e i)

GJG

Hence f*n € LY(G,\, ). O
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1. Preliminaries

At first, we review some facts of the theory of C*-algebras which need in this paper, the
references [1]-[6] are useful.

Throughout this paper, suppose that A is an unital C*-algebra with the unit I. Set A, = {t €
A t=1t*}. Wesayt € A a positive element, showed it by ¢t = 04 if ¢ = t* and o(¢) C [0, 00), in
which 04 in A is the zero element and the spectrum of ¢ is o ().
On A;, we can find a natural partial ordering given by v < v iff v — u = 04. From now on, we
will denote A, and A’ for the set {t € A : t = 04} and the set {t € A : thk = kt, Vk € A},
respectively.

DEFINITION 1.1. Assume that X is a nonempty set, and A is a C*-algebra. A function
S: X xXxX — Ais called a C*-algebra-valued S-metric on X if for every u,v,t,a € X:
(1) S(“a v, t) =04
(2) S(u,v,t)=0iff u=v=t¢
(3) S(u,v,t) 2 S(u,u,a) + S(v,v,a) + S(t,t,a).
Then (X, A, S) is a C*-algebra-valued S-metric space (in short C*-AV-SM space).
DEFINITION 1.2. Assume that X’ is a nonempty set and b € A" such that ||b|| > 1. A function
Sp: X x X x X = Ais called a C*-algebra-valued Sp-metric on X if for every u,v,t,a € X:
(1) Sp(u,v,t) =04
(2) Sp(u,v,t)=0if u=v=t
(3) Sp(u,v,t) X b[Sp(u,u,a) + Sp(v,v,a) + Sp(t,t,a)].
Then (X, A, Sy) is called C*-algebra-valued Sp-metric space (in short C*-AV-S,M space with co-
efficient b.)

DEFINITION 1.3. A C*-AV-S,M S}, is said to be symmetric if
Sp(u,u,v) = Sp(v,v,u), Yu,v € X.
By the above definitions, we give an example in C*-AV-S,M space:

ExXAMPLE 1.4. Let X =R and A = M3(R) be all 2 x 2-matrices with the usual operations of
addition, scalar multiplication and matrix multiplication. It is clear that

Al = (D Jai;*)2

4,j=1
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defines a norm on A where A = (a;;) € A. *: A — A defines an involution on A where A* = A.
Then A is a C*-algebra. For A = (a,;) and B = (b;;) in A, a partial order on A can be given as
follows:
ASB@(aij—bij)SO Vi,j=1,2
Let (X, d) be a b-metric space with ||b]| > 1 and S : X X X x X — M3(R) be defined by
_d(u,v) + d(v, t) + d(u, t) 0
Solw,v,1) = [ 0 d(u,v) 4+ d(v,t) + d(u,t)

then it is a C*-AV-S,M space. Now, we check the condition (3) of Definition 1.2:

_ld(u,v) +d(v,t) + d(u, t) 0

Sp(u,v,t) = [ 0 d(u,v) + d(v, £) + d(u, 1)
d(u,a) 0 d(v,a) 0 d(t,a) 0

2 [ 0 d(u,a)} 2 [ 0 dwa)| T2 0 dita)

= b[Sp(u, u,a) + Sp(v,v,a) + Sp(t, t,a)]
For all u,v,t,a € X. So (X, A,Sp) is a C*-AV-S,M space.

IN

2. Main results

In this section, we define some concepts in C*-AV-S,M space and present some Lemmas which
will be needed in the sequel:

DEFINITION 2.1. Let (X, A4, S,) be a C*-AV-S,M space and {u,,} be a sequence in X:
(1) If ||Sp(tn, tn, u)|| = 0, (n — 00), then it is said that {u,} converges to u, and we denote
it by limy, o Uy = u.
(2) If for any p € N, ||Sp(vn+p, Untp, Un)|| = 0, (n — 00), then {u,} is called a Cauchy
sequence in X.
(3) If every Cauchy sequence is convergent in X, then (X, A, Sp) is called a complete C*-AV-
SpM space.

DEFINITION 2.2. Let (X, A, Sp) and (X1, A1, Sp, ) be C*-AV-S,M spaces, and let f : (X, A, Spy) —
(X1, A1, Sp,) be a function, then f is said to be continuous at a point u € X iff for every sequence
{un} in X, Sp(un,tn,u) — 04, (n — o0) implies Sp, (f(un), f(un), f(u)) = 04, (n = 00). A
function f is continuous at X iff it is continuous at all u € X.

LEMMA 2.3. Let (X, A, Sy) be a symmetric C*AV-Sy M space and {u,} be a sequence in X.
If {u,} converges to u and v, respectively, then u = v.

DEFINITION 2.4. Let (X, A, Sp) be a C*-AV-S,M space. A pair {¢, ¢} is said to be compatible
ift Sy (Voun, wpun,, u,) — 04, whenever {u,} is a sequence in X such that lim, . Yu, =
lim,,—, o puy, = u, for some u € X.

DEFINITION 2.5. A point u € X is called a coincidence point of ¢ and ¢ iff pu = pu. In this
case, t = Yu = pu is called a point of coincidence of 1 and ¢. If ¥ and ¢ commute at all of their
coincidence points, then they are weakly compatible but the converse is not true.

THEOREM 2.6. If the mapping ¥ and ¢ on the C*-AV-Sy M space (X, A, Sy) are compatible,
then they are weakly compatible.

LEMMA 2.7. [1] Let ¢ and ¢ be a weakly compatible mappings of a set X. If ¥ and ¢ have a
unique point of coincidence, then it is the unique common fixed point (in short FP) of ¥ and .

THEOREM 2.8. Assume that (X, A, Sy) is a complete symmetric C*-AV-Sy M space and suppose
that ¥, p : X — X satisfy

(1) Sp(Yu, Yu, pv) < a*Sp(u, u,v)a,
for every u,v € X, in which a € A with ||a|| < 1. Then v and ¢ have a unique common FP in X.
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COROLLARY 2.9. Assume that (X, A, Sy) is a complete symmetric C*-AV-S, M space and sup-
pose that 1, : X — X be two mappings such that

156 (Y, hu, pv) = lal[[[ Sy (u, u, v)]],
for every u,v € X in which a € A with ||a|| < 1. Then ¢ and ¢ have a unique common FP in X.

2.1. Existence and uniqueness. Consider the next equations:
z(m) = /(Tl(m,n,m(n))dn +J(m), meé&
£

(2) z(m) = /Z(Tg(m,n,x(n))dn +J(m), meé&

where £ is a Lebesgue measurable set and m(&) < co.

In what follows, we always let X = L*°(€) denote class of essentially bounded measurable
functions on &£, where £ is a Lebesgue measurable set such that m(€) < oo.

Now, we consider the functions 77,75, o, 8 fulfill the following assumptions:

(i) T1, T : € x € x R — R are integrable. Also, an integrable function « is from £ x & to
R2% and J € L>(&);
(ii) there exists £ € (0,1) such that
|T1(m7 n, LU) - TQ(T)’I, n, y)| < £|a(m, n)||x - y|7

for m,n € £ and z,y € R;
(iil) sup,,ce [ l(m,n)ldn < 1.

THEOREM 2.10. Suppose that assumptions (i)-(iii) hold. Then the integral equation 2 has a
unique common solution in L™ (E).

PROOF. Let X = L°°(€) and B(L?(€)) be the set of bounded linear operators on a Hilbert
space L?(€). We endow X with the Sy-metric Sy : X x X x X — B(L?(€)) defined by

So(@, 8,7) = M(ja—r| 48—
where M(|q—~|+|3—~|)» is the multiplication operator on L?(&) defined by
My(a) = h.a; a€ L*(€)

Hence (X, B(L?(£)), Sy) is a complete C*-AV-S,M space. Define the self-mappings ¥, ® : X — X
by

Ux(m) = /5Tl(TrL,n,:v(n))dnJrJ(m)7

Ba(m) = / Ty(m, n, 2(n))dn + J(m),
&
for all m € £. Now, we have

Sp(V, Uz, @y) = M(|wz—dy|+|ve—dy|)r-
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we can obtain,

||Sb(\11.23, \I/x,@y)H = Sup <M(|\Pw7<1>y|+|‘11:c7<l>y|)1’h7h>

[In]|=1
= sup (Mojwz—ay)»h,h)
[In]|=1
= Ssup <2pM|\I/w7<I’y|Ph7h>
[In]|=1
~ sup / (27| Wz — Dy |\ ()R (Dt
[Ih]|=1 /€

P su 1(m,n,z(n)) —To(m,n,y(n))|]” 2
<2 |h||‘31/g[/g'T( (n)) — Ta(m, m,y(n) [P (t) Pt

<2 sw [ ([ ta(m.n) ()~ y)ldnp (o)

[IAll=1

<20 s ([ bl Pars -y
E JE

[Ihl]=1

< ¢ sup / joe(m, m)\drn. sup / () Pde2? |l — g2,
mee Je I|hl|=1J&

< 2%0|[z — 4|2,

— 020z~ y)|I%

= | M{(jo—y|+|z—y))» ||

= [|a[|[|Sb(z, z,y)||
Set a = l1p(2(¢)), then a € B(L?(€)) and ||a|]| = ¢ < 1. Hence applying Corollary 2.9, we get the
desired result. O
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A note on (weak) phase retrievable Real Hilbert space frames
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ABSTRACT. In this manuscript, we answer to some of longstanding open problems on weak
phase retrieval including: (1) A complete classification of the vectors {z;}7_, in R? that do
weak phase retrieval; (2) Weak phase retrieval is preserved by orthogonal projection operators;
(3) We show that frames doing weak phase retrieval in R” must span R™.

Keywords: Real Hilbert frames, Phase retrieval, Full spark, Weak phase retrieval.
AMS Mathematical Subject Classification [2010]: 43A60, 43A22.

Frames have the redundancy property that make them more applicable than bases. Phase
retrieval is one of the most applied and studied areas of research today. Phase retrieval for Hilbert
space frames was introduced in [2] and quickly became an industry. The concept of weak phase
retrieval weakened of notion of phase retrieval and it has just been defined for vectors ([4] and [3]).
We first give the background material needed for the paper. The natural numbers and real numbers
are denoted by “N” and “R”, respectively. We use [m] instead of the set {1,2,3,...,m}. Also I is
a finite or countable subset of N. We denote by R™ a n dimensional Real Hilbert space.

We start with the definition of a Real Hilbert space frame.

DEFINITION 0.1. A family of vectors {z;};cs in a separable Real Hilbert space R™ is a frame
if there are constants 0 < A < B < 0o so that Al|z[|? <3, ., [(z,2;)[* < Bl|||? for all z € R™.

DEFINITION 0.2. A family of vectors {z};~, in a finite dimensional Hilbert space R has the
complement property if for any subset I C [m)],

either span{xzitrer =R"™ or  span{xg}rere = R™.
THEOREM 0.3. A family of vectors {x;};cr does phase retrieval if and only if it has the com-
plement property.
DEFINITION 0.4. A family of vectors {x;};cs in a Real Hilbert space R™ does phase retrieval
if whenever x,y € R", satisfy |(z, x;)| = [{(y,x;)| for all i € I, then z = +y.
Now we define “spark” and “full spark”.

DEFINITION 0.5. A family of vectors {z;}7*, in R" (m > n) has spark k if for every I C
[m]with|I| =k — 1, {z;}iesr is linearly independent. It is full spark if &k =n + 1 and hence every
n-element subset spans R™.

COROLLARY 0.6. If {x;}™, does phase retrieval in R™, then m > 2n — 1. If m = 2n — 1, the
frame does phase retrieval if and only if it is full spark.

The notion of “Weak phase retrieval by vectors” in R™ was introduced in [4] and was developed
further in [3]. For € R™, sgn(z) = 1 if > 0 and sgn(z) = -1 if x < 0.

DEFINITION 0.7. Two vectors = (a1, az,...,a,) and y = (b1, be,...,b,) in R” weakly have
the same phase if there is a |§] = 1 so that phase(a;) = Ophase(b;) for all i € [n], for which

a; 75 0 ?é bi.
If 8 = 1, we say x and y weakly have the same signs and if § = —1, they weakly have the opposite
signs.
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DEFINITION 0.8. A family of vectors {¢;}; does weak phase retrieval in R" if for any
z = (a1,az2,...,a,) and y = (b1, be,...,b,) in R™ with [(z, ¢;)| = [(y, ¢;)| for all i € [m], then =
and y weakly have the same phase.

PROPOSITION 0.9. [4] Let © = (a1, a9, ...,a,) and y = (by,ba,...,by,) in R™. The following
are equivalent:
(1) We have sgn(a;a;) = sgn(bib;), foralll1 <i#j<n
(2) Either x,y have weakly the same sign or they have the opposite signs.

It is clear that if {x;}, does phase retrieval (respectively, weak phase retrieval) in R" then
{ciz;}T, does phase retrieval (respectively, weak phase retrieval) as long as ¢; > 0 for all i =
1,2,....m.

The following appears in [3]

THEOREM 0.10. If X = {«; ?2;2 does weak phase retrieval in R™ then X is full spark.
The converse to this theorem fails.

ExaMPLE 0.11. Now we give an example of a full spark not weak phase retrievable frame in
R3 with 4 vectors. The frame {z;};_, given by

Ty = (1,0,0),3}2 = (071,0),.’153 = (0,0,1),.%'4 = (17 1a _3)

is full spark but it cannot do weak phase retrieval for R®. Take x = (4,3,1) and y = (4, -3, —1),
then |(z,z;)| = |(y, x;)| for ¢ € [4], but  and y do not weakly have the same sign.

THEOREM 0.12. [4] If {z;}1™, does weak phase retrieval in R™ then m > 2n — 2.

By above Theorem the set of vectors doing weak phase not phase retrieval, must have 2n — 2
vectors.

THEOREM 0.13. A set of vectors {x;}?_, does weak phase retrieval in R? if and only if after
normalization the two vectors are of the form (1,1), (1,—1) or (1,b), (1,-b).

We will prove the theorem in a series of 3 lemmas.

LEMMA 0.14. Sets {(a,0), (b,¢)} and {(0,b), (c,d)} with a,b,c,d # 0 fail weak phase retrieval
but they are full spark.

LEMMA 0.15. If 0 < ab,cd or ab,cd < 0 then {(a,b), (¢,d)} fail weak phase retrieval.

LEMMA 0.16. If ab > 0 and c¢d < 0 then {(a,b), (¢,d)} do weak phase retrieval if and only if
a=b, c=—-dora=c, b= —d.

THEOREM 0.17. If {z;}2, does weak phase retrieval in R? then {zi,x3} do weak phase
retrieval in R2.

PROPOSITION 0.18. If the frame {x;}™, does weak phase retrieval in R™ then {Px;}1™, yields
weak phase retrieval for all orthogonal projections P on R™.

It is known in literature that every phase retrievable set is a spanning set in R™. We now solve
a longstanding similar open problem in the field about weak phase retrievable sets in R™.

THEOREM 0.19. If {z;}™, is a weak phase retrievable vectors in R™, then

span{z;}it, = R™
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ABSTRACT. In this paper, we define x-Connes module amenability of a semigroup algebra I1(.9),
where X is a bounded module homomorphism from ! (S) to 1 (S) that is w*-continuous and S is
an inverse weakly cancellative semigroup with subsemigroup E of idempotents. We are mainly
concerned with the study of x-module normal, virtual diagonals. We show that if 11(S) as a
Banach module over ! (E) is x-Connes module amenable, then it has a xy-module normal, virtual
diagonal. In the case x = id, the converse also holds.

Keywords: x-Connes module amenable, x-module normal virtual diagonal, Inverse
semigroup algebra, Module yp-derivation, Weakly cancellative semigroup.
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1. Introduction

In [1], Amini introduced the concept of module amenability for Banach algebras, and proved
that when S is an inverse semigroup with subsemigroup E of idempotents, then I*(S) as a Banach
module over U = [*(E) is module amenable if and only if S is amenable. We may refer the reader
e.g. to [1, 2, 6], for extensive treatments of various notions of module amenability. All of these
concepts generalized the earlier concept of amenability for Banach algebras introduced by Johnson
[4]. In this paper, we introduce the concept of x-Connes module amenability for semigroup algebra
[*(S) and give a characterization of y-Connes module amenability in terms of y-modul normal
virtual diagonals. In particular, we show that if x is a bounded module homomorphism from
I1(S) to 11(S) that is w*-continuous and {!(S) as a Banach module over [!(E) is x-Connes module
amenable, then it has a y-module normal virtual diagonal. In the case x = id, the converse also
holds.

2. Main results

Let S be a semigroup. Then S is named cancellative semigroup, if for every r,s #t € S we
have rs # rt and sr # tr.

A discrete semigroup S is called an inverse semigroup if for each x € S there is a unique
element z* € S such that zz*x = z and x*zz* = z*. An element e € S is called an idempotent
if e = e* = e2. The set of idempotent elements of S is denoted by E. For s € S, we define
Lg,Rs : S — S by Lg(t) = st,Rs(t) = ts;(t € S). If for each s € S, L, and R, are finite-to-one
maps, then we say that S is weakly cancellative.

Before turning our result, we note that if S is a weakly cancellative semigroup, then I1(S) is
a dual Banach algebra with predual ¢y(5)[3].

Let A = (A,)* be a dual Banach algebra, and & be a Banach algebra such that 4 is a Banach
U-bimodule via,

a.(ab) = (a.a).b, (af).a = a.(B.a) (a,be Ao, B €U).

Let I be the closed ideal of A®.A generated by elements of the form a.(a ® b) — (a ® b).a, for

a,be Aand o € U. A®y A is defined to be the quitiont Banach space A‘? .
Let J be the closed ideal of A generated by elements of the form (a.a).b — a.(b.«). Since J
is w*-closed, then the quotient algebra § is again dual with predual ~J = {¢ € A. : (¢,a) =

0 for all a € J}. Also we have J* = {¢* € A* : (¢,a) =0 for all ¢ € J}.
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DEFINITION 2.1. Let A be a dual Banach algebra. A module homomorphism from A to A is
amap ¢ : A — A with

pla.a+b.08) = a.pla) + ¢(b).8, ¢lab) = p(a)p(b) (a,be A a,B €U).

In this paper we let that £2. (%, C) denote the separately w*-continuous two-linear maps from
X ? to C, @ : ARy A — ? be the multiplication operator with &(a ® b+ I) = ab+ J and

: 2 — 4 be the map that is defined by ¢(a+ J) = ¢(a) + J, a € A.

Crafe

DEFINITION 2.2. Let A be a dual Banach algebra and ¢ : A — A be a bounded w*-continuous
module homomorphism. An element M € L2, (%, C)* is called a ¢-module normal virtual diagonal

for A if @**(M) is an identity for @ and
M.@g(c+J)=@(c+ J).M (ce A).
Let X be a dual Banach A-bimodule. X is called normal if for each x € X, the maps
A — X; a—ax, a—2x.a
are w*-continuous. If moreover X is a U-bimodule such that for a € A,a € U and z € X
a.(a.x) = (aa)z, (aa)z=a(az), (azx)a=a(x.a),

then X is called a normal Banach left A-U/-module. Similarly for the right and two sided actions.
Also, X is called symmetric, if a.x = x.cv (xel,z € X).

Throughout this paper H,,-(A) will denotes the space of all bounded module homomorphisms
from A to A that are w*-continuous.

DEFINITION 2.3. Let A = (A,)* be a dual Banach algebra, ¢ € H,~(A) and let that X be
a dual Banach A-bimodule. A bounded map Dy : A — X is called a module (p-derivation if for
every a,b € A and «a, 5 € U, we have

Dy(a.a+b.8) = a.Dy(a) £ Dy(b).8, Du(ab) = Dy(a).p(b) + ¢(a).Du(b).
When X is symmetric, each z € X defines a module ¢-derivation
(Dy)z(a) = p(a).x — z.@(a) (a € A).

Derivations of this form are called inner module (-derivation.

DEFINITION 2.4. Let A be a dual Banach algebra, & be a Banach algebra such that A is a
Banach ¢-module and ¢ € H,~(A). A is called ¢-Connes module amenable if for any symmetric
normal Banach A-U-module X, each w*-continuous module p-derivation Dy, : A — X is inner.

THEOREM 2.5. Let A and U be dual Banach algebras, let A be a unital dual Banach U-module
and let A has an id-module normal virtual diagonal. Then A is id-Connes module amenable.

PRrROOF. Let X be a symmetric normal Banach A-U-module. We first note that A has an
identity. It is therefore sufficient for A to be id-Connes module amenable that we suppose that X

is unital. Let Dy : A — X be a module derivation that is w*-continuous. It is straightforward

to see that E is a normal Banach ?—L{—module. Let X = (X,)*. Since X is symmetric, then

Dyl; = 0. We define Dy : 4 5 X; Dy(a+ J) := Dy(a) (a € A). To each z € X,, there
corresponds V; : % X % — C via Vy(a+ J,b+J) = (x,(a + J)Dy(b+ J))(a,b € A). Tt is clearly
that V, € £2.(4,C). For each a,b € A and a, € A, we have

</ ab+ JdM, a, + J*) = (M,&*(a, + J*1)) = (@™ (M), a, + JL).
Now, put f(z) = (M,v;)(x € X,). Let ¢ € A. After a little calculation, we obtain
{((c+ I).f = flc+ ) = /<(ab + NDy(c+J),z)dM = (o™ (M).Dy/(c + J),z).
Allin all, Dy(c) = c.f — f.c holds. a
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In Theorem 2.5 it is shown that if a unital Banach algebra A has an id-module normal virtual
diagonal, then A is id-Connes module amenable. Let S be a semigroup, it would be interesting to
know that the converse holds for inverse semigroup algebra [*(S). Thus for an inverse semigroup
S, we consider an equivalence relation on S where s ~ t if and only if there is e € F such that
se = te. The quotient semigroup Sg = % is a group [5]. Also, E is a symmetric subsemigroup of
S. Therefore, [1(S) is a Banach ['(E)-module with compatible canonical actions. Let ['(E) acts
on [1(9) via

0c.0s =05,  05.0¢ = 0ge = 05 * J¢ (seS,ecE).
With above notation, I*(S¢g) is a quotient of I1(S) and so the above action of I1(E) on [*(S) lifts
to an action of I'(E) on I'(Sg), making it a Banach [*(E)-module [1].
The following theorem is the main result of the present paper.

THEOREM 2.6. Let S be a weakly cancellative semigroup. Let S be an inverse semigroup with
idempotents E, let I*(S) be a Banach I*(E)- module and let x € Hy(11(S)). If I*(S) is x-Connes
module amenable, then I1(S) has a x-module normal virtual diagonal.

PROOF. Let 7 : S — S¢ be the quotient map. By [1, Lemma 3.2], we define a bimodule action
of I1(S) on I1*°(Sg) by

5.0 = 5,,(5) * T, T.0s = T % (577(5) (S eSxe loo(Sg)).

Since ¢o(Sg) is an introverted subspace of I1(Sg) then I!(Sg)* is a normal Banach [*(S)-I}(E)-

module. Choose n € [1(Sg)* such that (n,1) = 1, and define D : [*(S) — I1(Sg)* by D(ds) =

%)*. Since

lm(SG))*
c

X(ds).n — n.x(ds). Moreover, D attains its values in the w*-closed submodule (

I*(S) is x-Connes module amenable, then D is inner. Consequently, there exists 7 € (
such that D(ds) = ads, so

X((SW(S))'T" - n-f((&r(s)) = )2(6#(5))'ﬁ - ﬁ'f(((sw(s))
Then we may define
(M. ) =t [ £(R(6xm): X)) Fo o)

Also for each s we obtain

@ (M)-X(0(s)) = (M, &" (X(6(5)))) = 11(131/(w*(fc(&r(s))))()Z(&r(x*))),X(5ﬂ(x)))fa($)d$

—lim X0 [ Fal)de = Uace)
Consequently, M is a y-normal module virtual diagonal for I*(S). (|

THEOREM 2.7. Let S be a weakly cancellative semigroup with idempotents E, let 11(S) be
a unital dual Banach I*(E)-module and let I*(S)®p (g)l'(S) be a dual Banach I*(E)-module and
X € Hor(11(9)). If11(S) is x-Connes module amenable, then ll(S)®l1(E)ll(S) is X@p (gyx-Connes
module amenable.

COROLLARY 2.8. Let S be a weakly cancellative semigroup, let S be an inverse semigroup with
idempotents E and let 11(S) be a Banach I*(E)-module. Then I'(S) is Connes module amenable
if and only if I1(S) has a module normal virtual diagonal.

PROOF. This follows immediately from Theorem 2.5 and Theorem 2.6. |

ExaMPLE 2.9. Let (N,V) be the semigroup of positive integers with maximum operation.
Since N is weakly cancellative, then [}(N) is a dual Banach algebra with predual cy(N). By [3,
Theorem 5.13], I*(N) is not Connes amenable. Moreover [!(N) is module amenable on ' (Ely), so
it is Connes module amenable.
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Convolution and convolution type C*-algebras
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ABSTRACT. Product of two functions, Dirichlet product of two arithmetic functions are
examples of convolution. Convolutions play important roles in functional analysis, harmonic
analysis and measure theory. Veldsman defined a more general convolution under the name
convolution type in order to introduce convolution rings in a very general algebraic setting.
Although convolution types are independent of any algebraic considerations, but they can
imposed on rings so that many important rings constructions can be covered through this
approach. Any semigroup define a convolution type, while there are some convolution types
that can not define by a semigroup. We define a kind of convolution type as the definition of
Veldsman by a little modification of the original definition of convolution type. The
modification is useful to define convolution type C*-algebra. For example, we define a notion of
involution type. We use the notion of involution type to our new definition of convolution type.
We use C*- algebras instead of rings and define the notion of convolution type C*- algebra.
There are some familiar C*- algebras which can be considered as a convolution type C*-
algebra. For example, discrete crossed product of C*- algebras, matrix C*-algebras, finite
dimensional C*- algebras, are some examples of convolution type C*-algebra. We show that
any convolution type C*- algebra can be written as a tensor product of C*- algebras. The
notion of weighted convolution type C*-algebra is also introduced. This notion is a
generalization of convolution type C*-algebra.

Keywords: Convolution type,C*- algebras .

AMS Mathematical Subject Classification [2010]: 46L05, 46M15.

1. Introduction

The term convolution is used to many fields of mathematics. For example, the Dirichlet
product of arithmetic functions f, g defined by f * g(n) = >_,,, f(d)g(%) is called convolution of
f and g. The Cauchy product of arithmetic functions f, g defined by f * g(n) = Zn:iﬂ. f@)g(h)
is also a convolution of f and g. Dirichlet product and cauchy product are useful for Dirichlet
series and power series. Let M be a semigroup and let ¢1 (M) be the set of all complex functions
f : M — C with a countable support(the set {z : f(z) # 0}is at most countable)such that
> wens [f ()] is finite. Then £ (M) is a Banach *-algebra with the usual involution and addition.
The multiplicatin is defined by (fxg)(z) = >"_,_, f(s)g(t). An involutive semigroup is a semigroup
M together with a functionx : M — M such that 2** = z and (xy)" = y*2* for all 2,y in M.
Any multiplicative semigroup of a *-algebra is an involutive semigroup. An inverse semigroup is
a semigroup M together with a function % : M — M such that zz*r = x and z*zz* = z*. It
is shown that any inverse semigroup is an involutive semigroup with involution *. Any group G
is an involutive semigroup with the involution 2* = z~! for any x € G . Suppose that M is an
involutive semigroup and A is a C*-algebra. Consider the set ¢1 (M, A) as before (replace C by A )
with involution f*(z) = (f(z*))*. The enveloping C*-algebra of ¢1(M, A) is a C*-algebra. We are
going to generalize this notion. We generalize M to the convolution type C*-algebras. Convolution
type is defined by Veldsman [5]. He defined the notion of convolution type 7 and by using a ring
R he defined a new ring 7(R) . We use the definition of Veldsman (by a little modification)and
replace R by a C*-algebra A. We define a C*-algebra denoted by 7 x A that can be considered as
a generalization of discrete crossed product of C*-algebras and C*-semigroups. Most of the results
of this paper are in the reference [2] with a little generalization. Any convolution type define a

*speaker

144



CONVOLUTION AND CONVOLUTION TYPE C*-ALGEBRAS

functor on the category of C*-algebras. We show that 7 x A = (T xC) ® A. We define the notion
of weighted convolution type C*-algebras as a generalization of convolution type C*-algebras.

2. Main results

The following definition is from [2].

DEFINITION 2.1. A convolution type T is a quadruple T = (X,~,5,T) satisfy the following
conditions
(i) X is a non-empty set and T C X is non-empty
(ii) For any z in X there is a non-empty subset v(x) of X x X such that v(z) Ny(y) = @
for x # vy,
(iii) For any z in X if (s,t) € y(x) and (p,q) € v(s) there is a unique v in X such that
(p,v) € y(z) and (¢,t) € y(v) . If (s,t) € v(z) and (p',q’) € v(¢) there is a unique v in
X such that (u,q’) € y(z) and (s,p’) € y(u),
(iv) (t,t) € y(¢t) for any t in T,
(v) For any z of X there exists a unique (¢,t') of T x T with (¢,z) € v(z) and (z,t) € y(z),
(vi) If (s,t) € y(z) and s € T then t = z and if (s,t) € y(z) and ¢ € T then s =z,
(vii) An involution type 3 is a function 8 : X — X such that % = idx and (s,t) € y(z) if
and only if (8(t), 6(s)) € 7(B(x)).

Note that we add the conditions (ii) and (iv) to the original definition of convolution type.
In the following we define three kinds of convolution types.

DEFINITION 2.2. Let T = (X,~,3,T) be a convolution type.T is called

(i) Simple if T'= {t} and y(z) = {(¢,1)},

(ii) Full if for any elements s,t of X there is an element = of X such that (s,t) € y(x)
(iii) Symmetric if (x) = x for any element z of X.

It is easy to say that a convolution type 7 is symmetric if and only if
(s,t) €v(z) = (t,5) € v(x)

and this shows that the term symmetric is suitable.
In the following there are some examples of convolution types.

EXAMPLE 2.3.

(i) The convolution type defined by Tp = (X,v,8 = idx,T = X),and v(z) = {(z,z) :
x € X}, is called product convolution type. The convolution type 7p is neither full nor
simple,

(ii) The convolution type defined by 7o = (X = {0,1,2,3,...},v,8 = idx,T = {0}) and
v(n) = {(i,4) : i + j = n}, is called Cauchy product convolution type. The convolution
type T¢ is both full and simple,

(iii) The convolution type defined by Tc = (X = {1,2,3,..},7,6 = idx,T = {1}) and
v(n) ={(i,j) : i = n}, is called Dirichlet product convolution type. T¢ is both full and
simple,

(iv) Let M be an involutive semigroup (monoid) and Tps = (M,7,8,T = {e}) and y(x) =
{(s,t) : st = x} and B(x) = x*. Ty is a full convolution type,

(v) Let S be a set of k prime numbers and let X = {p™ : p € S,m > 0}. Define Tg =
(X,v,8 = idx,T = {1}) and v(n) = {(4,7) : ij = n}. Then Tg is a simple and full
convolution type. Tg is called prime power product convolution type,

(vi) Let Ty = (X,v,8 = idx,T = {1}), where X = {1,2,3,...} and y(n) = {(i,4) : ij =
n, (i,7) = 1} , where (¢, 7) is the greatest common divisor of i, 7.7y is called the unitery
convolution type which is simple but not full,
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(vii) T, = (X,v,8 = idx,T) where X = {(i,7) : i, = 1,2,3,..,n} , T = {(i,9) : ¢ =
1,2,3,...,n} and v(i,5) = {(¢,k),(k,j)) : k = 1,2,3,...,n},8(i,5) = (j,4) is the matrix
convolution type.

Note that the convolution types (vi) and (vii) can not define by a semigroup so the convolution
type is a generalization of a semigroup.
Denote by £1(7, A) the set of all functions f : X — A such that ||[f||s = > cx [ f(z)] < oco.
Define on ¢; (T, A) addition ,multiplication and involution by
(1) (f+9)(x) = f(2) + gla)
(2) (%)) = Xy sty F()900)
(3) fr(x) = (f(B(x))"
for any z,y in X. part (2) shows that any convolution type define a convolution between two
functions f and g. The normed space ¢1(7,A) is a Banach *-algebra and it has a non-trivial
representation provided that 7 is full or simple.We denote by T * A the C*-envelope of ¢1(7T, A) as
the convolution type C*-algebra of A by 7. In [2] we show that if 7 is a simple or full convolution
type, then ¢, (7, A) has a non-trivial representation. Therefore the C*-envelope of ¢, (7, A) is not
trivial for any non-trivial C*-algebra A. Suppose that T is a finite set in the convolution type
T =(X,v,8,T). Then the map L : A — ¢,(T,A) defined by

a ifxeT
L = L =
(0)(@) = La() {0 ot
is an embedding of A in ¢1(7, A) as a Banach x-subalgebra. Therefore if A has an identity 1
then L; is the identity of ¢1(7, A). Suppose that T is a convolution type. 7 define a covariant
functor — * 7. Therefore if A = B for two C*-algebras A and B, then T * A = T x B.
The following results can be found in [2]

EXAMPLE 2.4.

)
)
(i) 7pxA=C([0,1]", A),
(iv) Tn*xA=M,(A),
) TaxA=G x; Aywhere G is a discrete group and G x; A is the trivial crossed product,
) For any finit dimensional C*-algebra A there is a convolution type 7 such that A = TxC.

We denote £1(7,C) and T * C by £,(7) and C*(T), respectivly. The notation ¢; (M) is used
instead of ¢1(7Tys) provided that M is an involutive semigroup. We have

Tir C = C*(M)

. In particular C*(M) is the full semigroup C*-algebra, where M is an inverse semigrop. We see
from the above example the following equivalences
(i) TexA=2C[0,1]® A,
(i) TsxA=C([0,1)%) ® A,
(i) TpxA=C([0,1]Y) ® A,
which lead to the following theorem
THEOREM 2.5. Let T = (X,~,8,T) be a convolution type and A be a C*-algebra. Then
TxAZC(T)® A
PROOF. To prove the theorem we need the statement|[1, Theoem 2]:
Let (Y, ) be a measure space, where Y is a locally compact hausdorff space. Let A be a Banach
space and let £;(Y, A) be the set of all measurable functions f : ¥ — A such that [, ||f||dy < oc.

Then
01 (Y, A) =20 (Y)DA
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, where the tensor product & is the projective tensor product of Banach algebras [3]. Therefore
we have the following equivalence

0T, A) = 6(T)RA
. Hence [3, Theorem 3]

C*(1(T,A) = C*(l1(T)RA) = C*(T)® A

, where the tensor product ® is the maximal tensor product of C*-algebras. Therefore

T xA=C"(T)® A

|

We are interested in a generalization of the convolution type which may not satisfies(or satisfies)
the above Theorem. Weighted semigroup is used for many papers as in [4]. We generealize this
notion to convolution types. The following generalization may be useful. Let 7 = (X,~v,3,T) be
a convolution type and let A be a C*-algebra. A weight w is a function

w:X — (0,+00)
such that
w(z) Sw(s)w(t)  ((s,t) € v(x))
for all z € X.Let £1(T, A,w) be the set of all functions f : X — A such that
1fllo = > w@)|lf(@)]] < oo
zeX
. Let w > 1, then ¢1(T, A,w) is a Banach *-subalgebra of ¢1(7, A). Denote by

T %, A

the C*-envelope of ¢1(T, A,w) as a weighted convolution type C*-algebra. For example, let M be
an involutive semigrop and let w(mims) < w(my)w(mse) be a weight on M. Then ¢;(M,w) is a
Banach *-algebra and C*(M,w) is the C*-envelope of ¢ (M,w).

EXAMPLE 2.6.

(i) Let 7T¢ = (X,,8,T) be the Cauchy product convolution type. Define w(n =i+ j) =
eViti < eVieVi = w(i)w(j)
(ii) Let Tp = (X,v,8,T) be the Dirichlet product convolution type. Define w(n) = n =
i = w(i)())
(ii) Let 7, be the matrix convolution type. Define w(i,j) = ij, then
ij = w(i, ) <ijk?® = w(i, k)w(k, j)
I ask two important questions about the weighted convolution type C*-algebras:
QUESTION 2.7. Is there a relation between 7 x, A and 7 x A 7

QUESTION 2.8. Is T %, A equivalent to a tensor product as the Theorem?
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ABSTRACT. Frame theory is an interesting topic that has been studied in both abstract and
applied aspects. In recent years, we have several articles on generalized frames, because they
sometimes are more flexible than ordinary frames. This paper investigates some of the
problems with the conditions that make a sequence a frame, as a generalized form of frames.
Keywords: Frame, generalized frame, K-frame, Controlled frame.
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1. Introduction

Every element in a Hilbert space can be represented as a linear combination of the elements
of a frame, but this representation is not necessarily unique. This fact is essential in the applica-
tion. Moreover, K-frames were introduced as special generalizations of frames [5]. Furthermore,
controlled frames also have been introduced and investigated [3]. These generalized frames may
provide more flexibility in some approaches. Frame theory also plays a foundational role in signal
processing, image processing, data compression, sampling theory, and more; It is also productive
for researching abstract mathematics.

In this paper, an exercise and a proposition of [4] are examined and then extended to K frames
and controlled frames due to their attractive and flexible features.

Before proceeding the main results, some important definitions are provided in the following.

A sequence {f,} —, in H is called a Bessel sequence if there exists B > 0 such that

SULMP<BIA®  (feH).
n=1

By [4, Theorem 3.2.3], { f,} is a Bessel sequence if and only if the mapping, T : ¢ = H, T({cn}o,):

Z Cnfn is a well-defined bounded linear operator with ||| < v/B. Then T is called synthesis
n=1

operator, related to {f,}.- ;. Also, the adjoint operator of T"is given by T* : H — (2, T*(f) =
{{f, fn)}o—, and is called analysis operator for {f,} ;. Moreover, a sequence {f,} -, in H is
called a frame if there exist constants A, B > 0 such that

AP <Y WA P < BIFIP (fFeH).
n=1
The constants A and B are called lower and upper frame bounds, which are not unique. The
optimal lower frame bound (resp. the optimal upper frame bound) is the supremum over all lower

frame bounds, (resp. the infimum over all upper frame bounds).
o)

The frame operator is defined as S : H — H, S(f)=TT*(f) = Z(f, o) I,
n=1
Now suppose that K € B(#H). The range of K is denoted by R(K). A sequence {f,} —, in H
is called a K-frame for #, if there exist constants A, B > 0 such that

AIKFI? < I 0 < BIFI? (f € H).

n=1

154



INVESTIGATION OF SOME PROBLEMS ON THE GENERALIZED FRAMES

The constants A and B are called lower and upper K-frame bounds of {f, }n 1> respectively.
The synthesis operator, analysis operator and frame operator of K-frames are similarly defined to
frames. Note that the frame operator S of K-frames is not necessarily invertible. However, S is
invertible on R(K), whenever K has closed range.

Moreover, let GL(H) denotes the set of all bounded linear operators which have bounded
inverses. Following [3], a countable family of vectors ¥ = {1,,}°2; is controlled by the operator
C € GL(H), or is called a C-controlled frame if there exist two constants 0 < mey < Moy < 00,
such that

mewl|f|? < Z Fron)(Ctn, ) < Mow| 12, (f € H).

The controlled frame operator for frame VU is defined as Lewf = Y. o (f, ¥n)Cy, (f € H). For
more details about generalized frames we refer to [[1], [2], [3], [6].] Finally, we finish this part by
[lemma3.2.6, [4]], which says if {fx}32, is a sequence of elements in Hilbert space H and there
exists constant B j 0 such that the condition of Bessel sequence there holds for all f in a dense
subset V of H. Then {f,}7, is a Bessel sequence for H with the same bound.

2. Main results

In [Lemma 5.1.9 [4]], author shows that it is enough to check the frame condition on a dense
set, i.e., if {fx}32, is a sequence of elements in Hilbert space H and there exist constants A, B;0
such that the condition of frame there holds for all f in a dense subset V' of H. Then {f;}3 is
a frame for H with the same bounds.

Now there is a generalization of this lemma to K-frames.

PROPOSITION 2.1. Suppose that {fi},—, is a sequence of elements in # and there exists
constants A, B > 0 such that A|/K*f|]* < Z |(f, fe)|? < B||f||? for all fin a dense subset V of
n=1

H. Then {fi},—, is a K-frame for H with bounds A, B.

PROOF. By [lemma 3.2.6, [4]], {fi},=, is a Bessel sequence. So, the right hand of K-frame
inequality holds for all elements in H#. Now let g € (H = V) — V such that

ITglI* < Al K™ gll*.

By density of V in H there exist a sequence {f,},-; C V such that lim,_, f, = g Then, Since
T,K € B(H), We have lim,,_, |T*f,|> < Alim,_,o || K* fu||?>. Thus, there exists N € N such
that || T* fx||? < A||K* fn||?. This is contradiction. O

Now we want to extend this proposition to controlled frames.

PROPOSITION 2.2. Suppose that {f;},—, is a sequence of elements in H and there exists
constants A, B > 0 such that for which C € GL(H)

k
(1) AllfI? < vafn (Cfas ) < BIfIP

for all n € N and f in a dense subset V of H. Then {f,}, —, is C-controlled frame for H.

k
PROOF. Let g € H = V(-V) such that Al|g||® > Z(g,fn><0fn,g), Thus, by density of V in
=1
A n
‘H there exists h € V such that Z(h, fal(C fn,h) < A||R||?. This is contradiction and shows that
n=1
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the left hand of (1) holds for all elements in H. The right hand is proved as the same way. Hence,
for all f € H and n € N we have the (1), that shows the sequence of partial Sum below

k
{Z@: fn><0fmf>} :
keN

n=1

is a positive, bounded sequence. Therefore, A f||?> < Z(f, fal(C fn, f) < BJ|f|?, which means
=1

n=
the proof is complete. |
In the following [Lemma 5.1.10 [4]], that is in fact Exercise 5.4, is proved.

PROPOSITION 2.3. if {ex}?2, is an orthonormal basis for Hilbert space H and {fir}32, is a
sequence in this space, then we define

S = {{cn}:;l € 2(N): is a finite sequence {cn}or, andz len]? = 1} .
n=1

oo oo

If there exists A and B > 0 such that for all {c,},—, € S we have A < cilej, fn)| < B,

Then {fn},>, is a frame for H with bounds A and B.

PROOF. Let Q := {feH: |f||=1},and D = {Z;; cjej i {cj}ie, € S}. By the def-
inition of S it is clear that D C Q. Now we show that D is dense in 2. Based on [Theorem

o0 (o)
4.18, [7]], for every f € Q we have f = Z(f,ej>ej and Z (frep)? = IIfl = 1. 1f
j=1 j=1
" {f,eie;
we let g, = Z] —14: €05 +, for every n € N. Then by simple calculation we can show
n 2
(S5 (e
{gn}22; C D. Moreover, because of tendency of {g, }°; to f, we have density of D in 2. Now we

shovv that inequality of frame holds for D. for every, f = >, ¢; e] in D, we have Al f[|? = A <

2
ZZL ’Z;i1 cjej, f)| < B= B| f]?. Since Z;o=1 Zjoi1 Cj<€j,fn> = Zn=1 |(f, fn)]?, then, for
every f € D

(2) AllfII? < Z (f, f)* < BIIFIP.

Thus, (2) holds for every f € 2 Now let f € H is not zero. Hence m € Q and by (2),

2

2 [e'e)
I e Hf
< 2 g P < Bl

Thus, for all f € H we have A| f||> < >0, [(f, fa)]* < B f]* O

PROPOSITION 2.4. Let {f,},-, be a sequence in a Hilbert space H, and {e,, } -, be orthonor-
mal basis for H. additionally there ex1st constants A,B >0, K € B(H) and

{{cn} _, €PN {en}o2, is finite and Z lek)? = 1},
n=1
2

oo o0
Then If A||K*||? < Z ch(ej,fn> < Bforall {¢,},~, €S, {fn}.—, is a K-frame for H.

n=1|j=1
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PROOF. By proposition 2.3 {f,}5; is a frame for # by bounds A| K ||? and B. Therefore, for

every f € # we have, AIIK|?|fI* < 3502 [(f, fu)l* < BIfII*. Since [|K*f][* < [ K[| f]}*, then
AIKfI? < 32020 [ fa) 12 < BIFIP. 0

Now we extend this proposition to controlled-frames.

PROPOSITION 2.5. Let {f,,} -, be a sequence in a Hilbert space H, and {e, }, -, be orthonor-
mal basis for H. Let

S = {{cn}ff_l € P(N)| {c,}o2, is finite and Z lek)? = 1}.

n=1

Additionally if there exist constants A, B > 0, C' € GL(H) such that

A<D N aiggles, f)(Chnres) < B

n=11ij=1

for all {c,},—; € S, Then {f,}, -, is a C-controlled frame for H.

n=11
PROOF. This proposition is proved by the same way as proposition 2.3. Let Q :={f e H: ||f|| =1}

and D = {Z;’;l cjej : {cj}ie, € S}. Hence by the proof of proposition 2.3, D is dense in €.
Now we show that the controlled frame inequality holds for D. By some simple calculation we can

see for every f =377 ¢je; in D we have

SN agglen fa)(Chares) = > (f, fa)(Chns f).
n=14,j=1 n=1
By the assumption, for every f € D we have
(3) A=A[fI7 <D a)(Cas f) < B = B fII.
n=1
Since D is dense in €2, then (3) is valid for all f € Q. Now let f € H be nonzero, hence, |jz|| € Qand
by (3), A < ZZO_1<”J{”, Tn)(C fn, |j:||> < B. Therefore, easily we can see the proof is complete. [
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ABSTRACT. In this paper, the vector version of the best proximity pair problem is discussed in
a cone metric. the conditions for the existence and uniqueness of this type version Is expressed.
I will define a kind of cone cyclic contraction map and studied the problem.
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1. Introduction

The problem of the best proximity pair is one of the significant issues that has called a lot
of attention in recent years. In all relevant papers, the research done on metric space (X, d) has
made use of metric function d : X x X — R. As examples, Eldred and Veeramani [6] discussed
the best proximity pair problem for cyclic contraction maps on uniformly convex Banach spaces.
This problem was examined for relatively nonexpansive maps [14] and pointwise contraction maps
in [2] and [3]. The best approximation problem in Banach lattices is connected to monotonicity in
[5], [7], [8], [10], [11] and [12]. Afterwards, we will review some basic definitions in Riesz space X.
If X is a parially ordered vector space, then X is called a Riesz space (or a vector lattice space) if
xVy = sup{z, y}, and z Ay = inf{x, y}, both exist in X, for any 2,y € X. For any vector « in Riesz
space X, define z* =2V 0,2~ = (—z) V0 and [z| =2V (—x). Theset XT ={r € X : 2 >0} is
called the positive cone of X. Riesz space X is called Dedekind complete whenever every nonempty
bounded above subset has a supremum (or equivalently, whenever every nonempty bounded below
subset has an infimum). Also X is said Archimedean if x = 0 holds whenever, 0 < nz <y € X*
for all n € N. More details about Riesz spaces could be find in [1], [4] , [13] and [15].

DEFINITION 1.1. The mapping d : X x X — X T is said to be a cone metric on X if it satisfies:
(a) d(z,y) =0if and only if z = y.
(b) d(z,y) = d(y,z) for all z,y € X.
(¢) d(z,y) <d(z,z) +d(z,y) for all z,y,z € X.
In this way, we recognize (X, d) as a cone metric Riesz space. We define d(z,y) = |zt —y| € Xt

for any z,y € X, so (X, ]-|) is a cone metric Riesz space. Recall that f,, | f it means the sequence
{fn} C X is decreasing and f = inf f,, in X.

In the continuation of the article, it is supposed that E and F are two nonempty sub-
sets of Riesz space X, and 7 : E — F is an arbitrary map, and Dist(E,F) = A\|E — F| =
inf{|lz —y|: z € E,y € F} exists in the set |E — F|. It means, there exist a € E and b € F such
that Dist(E, F') = |a—b|. For instance, if X is Dedekind complete and |E — F'| is order closed, then
there exist a € E and b € F such that Dist(E,F) = |E — F| (|E — F| is a bounded below subset
of X). Let z € E. If |z — x| = Dist(E, F), we say (x,7X) is a cone best proximity point for 7.
We show the set of all such points by PS(E, F), i.e., P$(E,F)={x € E: |zt — tx| = Dist(E,F)}.

DEFINITION 1.2. Let (X,]|-|) be a cone metric Riesz space and u,u, € X (n=1,2,...).

(a) The sequence {u,} is order convergence to w if there exists a sequence f, | 0 such that
| — | < fr, holds for any n € N. (In symbols u,, % u). Also the subset E C X is order
closed whenever for the all sequences {x,} C E such that x,, = z, imply = € E.

(b) The sequence {u,} is order Cauchy if there exists a sequence f,, | 0 which |u, —um,| < fn
for all n > m > 1. Clearly, order convergence sequences are order Cauchy.
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(¢) The cone metric Riesz space (X, |- |) is order complete if any order Cauchy sequence is
order convergence.

(d) Let (E, F') be a pair of non-empty subsets of a metric space. A cyclic mapping 7 : EUF —
FEUF is said to be an cone absolute proximal cyclic contraction if the following conditions
hold:

(a) There exists a non-negative real number o < 1 and a real number § > 0 such that
d(u,7x) < Bd(E,F)

d(v,my) < Bd(E,F) 3 =d(tu,m) < (a+p-1)d(re,7y)+[1 — (a+ 8 —1)]d(E, F)

1<p8<146

for all u,x € E and v,y € F.
(b) T is relatively continuous.

Some definitions and notation:
Ey={a€ E:d(a,b)=d(E,F) , for somebé¢€ F}
Fo={beF:d(a,b)=d(E,F) , for some a € E}
Ej={ac E:d(a,b,) > d(E,F) , for some sequence {b,} C Fp}
Fy={be F:d(an,b) = d(E,F) , for some sequence {a,} C Ep}
Ef ={a€ E:d(a,b,) = d(E,F) , for some sequence {b,} C F}
Ff ={be F:d(an,b) = d(E,F) , for some sequence {a,} C E}

It should be mentioned that the order convergence in a Riesz space X does not necessarily corre-
spond to a topology on X.

REMARK 1.3. Let C'(K) be the set of all real continuous functions on K by ordering f; < fo
if fi(z) < fo(z) for any z € K. We know f1 V fo = 2(fi + f2) + i|f1 — fo| € C(K) and
finfo= %(f1 + f2) — %\fl — fa] € C(K) for any f1, fo € C(K). Therefore C(K) is a Riesz space.
Also, if K is a Hausdorff topological space, compact and extremally disconnected (i.e., the closure
of any open set is open) then C(K) is order complete and Dedekind complete [9].

DEFINITION 1.4. Let (X,]|-]|) be a cone metric Riesz space.

(a) A sequence {x,} C F is said to be a cone 7-minimizing sequence in F whenever |z, —
o .
Tx,| — Dist(E, F).
(b) The subset E C X is a T-absolutely direct set if for any x,y € E, there exists z € E such
that

|z — 72| <|x—72|Aly— 72| and |z—71y| < |z —TY| Ay —TY|

ExaMpPLE 1.5. Suppose E C X is a sublattice, it means x V y and x A y both exist in F for
any x,y € E, and also E > F (or F' > E). Then F is a T-absolutely direct set.
The notation E > F means that a > b for any a € E and b € F.

Cone best proximity pair problem is 7-solvable (7-uniquely solvable) if P¢(E, F) # () (card PS(E, F) =
1).
2. Main results

In this part, we aim to provide conditions to investigate the existence and uniqueness of cone
best proximity pair problem.

THEOREM 2.1. Let (X,|-|) be a cone metric Riesz space and E C X be a convex T-absolutely
direct set. Then card P¢(E,F) <1
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EXAMPLE 2.2. Suppose X = R? with coordinatewise ordering (i.e., (z1,y1) < (72,y2) if and
only if z1 <@g and y1 < o). Put E = {(1,2) 12 € R}, F ={(2,z) e € R} and 7: E = F
defined by
(2,1), z€Q
(2,v2), =¢Q
W can see that Dist(E,F) = (1,0) and F is a convex set, but F is not a T-absolutely direct set.
It is easy to see that P¢(E, F) = {(1,1), (1,v2)}.

T(l,z) =

THEOREM 2.3. Let (X,|-|) be order complete, E C X be an order closed and a convex T-
absolutely direct set. Then any cone T-minimizing sequence in F, is order convergence.

It is necessary to mention that f : E — F is a o-order continuse map if f(z,) = f(x) for all
sequences {z,} C E such that z,, > z.

COROLLARY 2.4. Let (X,|-]) be order complete and 7 : E — F be a o-order continuous map.
Let E be order closed, and a convex T-absolutely direct set. If E has a cone T-minimizing sequence
then cone best proximity pair problem is T-uniquely solvable.

THEOREM 2.5. Let (X, |-]) be an Archimedean cone metric Riesz space and T : EUF — EUF be
a cone absolute prozimal cyclic contraction. If xo € E and w1 = T2, = 7" 2y (n =0,1,2,...),
then the sequence {xan} C E is a cone T-minimizing sequence in E.

THEOREM 2.6. Let (X, |-|) be Archimedean and order complete. Let E C X be an order closed
sublattice and E > F (or F > E). If r: EUF — EUF is a cone cyclic contraction map then
cone best proximity pair problem is uniquely solvable.

THEOREM 2.7. Let (E, F) be a pair of non-empty subsets of a metric space such that Ey and
Fy are non-void, and (E, F) is cyclically complete. Let 7: EUF — EUF be a cyclic mapping
satisfying the following conditions:
(a) T is an absolute proximal cyclic contraction.
(b) T(Eo) C F§ and 7(Fy) C Ef.
Then, the mapping T has a best prozimity point in E or F. Moreover, if x* and y* are best proximity
points of T in E and F, respectively, then

d(rz*,Ty") =d(E, F)

References

1. C. D. Aliprantis and O. Burkinshaw, Positive operators, Springer, Dordrecht, 2006, Reprint of the 1985 original.

. J. Anuradha and P. Veeramani, Prozimal pointwise contraction, Topology Appl. 156 (2009), no. 18, 2942-2948.

3. S. Sadiq Basha, Best prozimity point theorems for some special proximal contractions, Numer. Funct. Anal.
Optim. 40 (2019), no. 10, 1182-1193.

4. G. Birkhoff, Lattice theory, Corrected reprint of the 1967 third edition. American Mathematical Society Collo-
quium Publications, 25. American Mathematical Society, Providence, R.I., 1979.

5. Chen, Shu Tao; He, Xin; Hudzik, H. Monotonicity and best approximation in Banach lattices, Acta Math. Sin.
(Engl. Ser.) 25 (2009), no. 5, 785—794.

6. A. A. Eldred and P. Veeramani, Existence and convergence of best proximity points, J. Math. Anal. Appl. 323
(2006), no. 2, 1001-1006.

7. P. Foralewski, H. Hudzik, W. Kowalewski and M. Wisa Monotonicity properties of Banach lattices and their
applications a survey, Ordered structures and applications, 203—-232, Trends Math., Birkhuser/Springer, Cham,
2016.

8. H. Hudzik and W. Kurc, Monotonicity properties of Musielak-Orlicz spaces and dominated best approximation
in Banach lattices, J. Approx. Theory, 95 (1998), no. 3, 353-368.

9. A. F. Kalton, J. Nigel, Topics in Banach space theory, Graduate Texts in Mathematics, 233. Springer, New
York, 2006.

10. H. R. Khademzadeh H. Mazaheri, Monotonicity and the dominated farthest points problem in Banach lattice,
Abstr. Appl. Anal. 2014, 7 pp.

N

160



VECTOR BEST PROXIMITY PAIR

11. N. S. Kukushkin, Increasing selections from increasing multifunctions, Order 30 (2013), no. 2, 541-555.

12. W. Kurc, Strictly and uniformly monotone Musielak-Orlicz spaces and applications to best approrimation, J.
Approx. Theory, 69 (1992), no. 2, 173-187.

13. P. Meyer-Nieberg, Banach lattices, Universitext, Springer-Verlag, Berlin, 1991.

14. V. Sankar Raj and P. Veeramani, Best prorimity pair theorems for relatively nonexpansive mappings, Appl.
Gen. Topol. 10 (2009), no. 1, 21-28.

15. A.C. Zaanen, Introduction to operator theory in Riesz spaces, Springer-Verlag, Berlin, 1997.

E-mail: hrkhademzadeh@gmail.com

161



th

\\',/ S5 gosla 3BT Slaai Caags Seminar on Harmonic Analysis
}5 Las LIS and Applications
VP e ALY 7 27 - 28 January 2022

(0168 S L) S sel Aais sl&als Amirkabir University of Technology

Loy s 2B K-G (5,luk

b o obl W85
u\_,:‘ Lu“)ed [3TY] r\ﬁ J&asls cr}h suials

Lols Jleel b s 5 sl (00 2 (sl Ros 51 (50 S i slo DB kg 0L 5550 05 o o8 el s ol s 00 S
Seul Cé\j-.\g‘ Sy & gy 2B K- bosee ' 65 o rv'LA o b b ol k-g 5l Sl Sl ol SS'a rJ‘U
J.i;-afu[.w..e “:‘""):‘?61"’ o ;)y)ad\%;}q}\wﬁ-:w sbul b OB 5| s w‘j‘@\;g;m QL:\:SJIO‘)S@
NG PRV-F P 0] IRUCIN - PP P | JUv £

L g ;.;\5 ¢ L g ;.JG g—k 3 UL‘“-? ;.Jlé g—k :d.x:.\fdl.mjb

-00A69 , 06D22 :[Yo Vo] o550 ghivdind

Siasle b )58 (5o (g Jiliws €an3 03 VAOY Sl 53 i 5 odls Lo 5L sl (61 (S sl SU) b LB o s
o8 s g st ol [V] w8 (me VAAS Jle s 15 b QU 4 ks wBlus b & s 5 cramsl Seotaloe[¥] s 3 - o
p il 83,8 oS SG3d g 0 515 (e Lo ) (Dl 5 (g 539S (b lalad s wiisid Ol 4 L ol b B

G Gugead lge gaoly a3lil G alen 4 en,id s ge lad s sad Lkl Sl el Syso 4 [V] s s b OB
SIS il gL b lne e b 1y b I8 ol [0] 0o 5 35,blS (7103 e 3 315 5 138 s €6l b

9 (Q,,LL) «H 4:.:.1_9.’ w‘ (-u_;b [V] &) a.L:AL 4:..9\.3 4.\...:_93 6\.&: UG ‘J LgaTuLs.hé 0% W)«CM& ‘5)&..& uL’"G\ 9 £ ab_,§
ool j3eaeS o o5 1y ks slalias 51 Sl eslgls U’l,\s\}suj Sl 2l Do slas G s o {Hu fwen
203 oo Ly s wr S o se sl Laails iy L3 6l

o i H sy o6 = K S {3, dlinatl H g, 1S 5 s s Shas K € B(H) a8 o ). iy
Sosb e aibopsm A, B> o sl Slsse

(") A= FIN <Y I )W < BIFIY,  (f € H).

n=\

So Lol sl L8 B sslaal Conly uend b S1spd o anel {fr} ©B - K Vb 5 cwb IS B 5 Alent

{HiYier b blos H gl S g-KSOA A= {A; € B(H,H,;):i €I} 3 K € B(H) 15 55 Y.\ o3
S sosb 4 28l sy 0B 5 Agla b 13 asaa H 5l DB g - K K U

(Y) AIKTFIT< Y I < BIAIY (f € H).

el
wies B =K Vs b slSesie By Al o6

Sl F e [lyeq Ho <& - Tl,cqHo = {f Q@ — Upeq Ho : f(w) € Hy} aiS (5,5 [Y] YN G
3L Beq Hot Q50 slal 2286 F 31wl 68 00

Slew {Hyoea b bl cuse b -g K Q={Q, € B(H,H,) 1w € Q} s [Y] .F.) G
5L 55 oy s3ll {Au flueq sslsls « f € H lsy o gl 4 (Gill)
Sosb e wilbogzse By Al (<)

(v) AN < /Q 1A fI dp(w) < BIFIY,  (f € H).

\FY



Loy s ©B K-G ol

A={A, € B(H,H,) :w € Q}oslsb uslb K € B(H) 5 p1 St o 531l b s3ll gliad (Q, 1) 51 .0.Y o o
boblee H sy ob g-K-c K b diugy b g-K G caten b slaliad 51 ol sslsls {Hy bwea of o

;‘CA“‘ {Hw}wEQ

3l g olal (658 s e {Aufluea  f € H Jlsn sl e (<l

Susb g xilsgpse o <A B < ool (o

%) AK* | < / 1A f M duw) < BIAIY,  (f € ).

Ober S g-K-c S {Au}wen « A= B Slams 06 g-K-c Vb5 sl sWlSess e By Aslet
s — g o3l o a8l () ol ol o &S 5350yl gl B g~ K - € S A= B =\ 81,
28k o {Hobwea b Blae Juw dlos g - 0 G 0B g-K—C o S 0l (o0 2udls al >

LSH‘J“‘;;.’J?M@}:?GL“QG_I(GJ‘J&Q Y
'r"*')\b JL::';\)a ‘J Sl CJJJ:.» ‘_gL:aLa'.'e j\ 6:\ n\)}\’; {Hw}weg QT): S{Aw}weg S B(H, Hw) .x:..fupj.e

u\s g—Lrj&an\sg—L\&{AM}MEQS\-ijﬁAOé603 Ly, Ly EB(H)‘.HQ)A.:B:&SW ALY b_)bf
s &mﬁu\gg_ L\ +LY3&“jﬁ%}\§g_ L\LY ‘4:"“3:?:%’\3 g - OéL\uS\i{Aw}weQ Sy Cﬁ\)} Q.).Sa\:dl..aj:.g_

cH s f goe p il oS gysb w0 wiin 39200 B g Ay ¢ Ay Sidia slael W\

©) AN FIT < / 1w du(w) < B

#) ALy I < / IAuf I du(w) < BIAII.
e215(0) s5bnls 31 lizal
ARl@L) Y < fo 1A fYdu(w) < B f]"
Gl s S g - aly S {Aufwen S S o
ALy £ = Ly Ly ) £
NI
L Y
< 1P / A | dp(w)
Ay Ja
al oo Cows 4 3 s5lenals
NI L) AT < fo A1 dp(w) < B S|
0l o D8 4 b 5158 (28 g5lsl 5 (F) 5 (0) sl gslusl ST ol sy SU g - Ly Ly G {Au fuen W 5
Ly + Lo)* FIY = 1Ly + L £

<LV AN+ L™ I+ YKL f, Ly f)]
<N+ L™ I+ YILy UL £

\ \ Y / Y
<(—+— + AL fINdp(w
G+ 1+ 72 [ Al
;,.i\ar:..nij'; (kY
||(L\ —|-L\')>‘<JCHY < (AL‘ + ALY + ﬁ) fQ ”Awavdﬂ(w)'
O el g SB g - (Ly + Ly) S{AL fluea ow

\FY



L:LGIQQBLA u“ff’

oons5 Ly, Ly ooy Ly € B(H) o Shas alie s1ass o glp b Jid 5l 015 on S salitel 35 sl 51 31

-.5‘.}

S\ N efa T € B(H) s {Holwea s Blow H ) n sy S8 g - K S {Aufuen 38 23 V.Y 4as
»\? {Hw}weﬁ\i )a\..:.n Hé\ﬁ s g3 u\“s g - Ks_g\i {Aw +AwT}weQ A& A.Sa\: Cla ng\.n-g T*KK* & S gt
.,)j;.

A ble S gosb 4 sszse By Al gl Sub g Sl H gl sy SU g - K {Au fuen 057 -2\
feH

AIEFIT < fy 1A f¥du(w) < BIFI"
cfeH »ghla
AMKWI+ﬂﬂV§lﬂAAI+ﬂﬂWMW)
< B+ T)f|"

< BT +T["[I I
Sl ol oo w8l o0 St G Shes TPKK™ ol 4 455 L

AIK*(L+T) I = A(IK* FI + YRe(K* f, K*Tf) + || K*Tf")
= A(IK"F|" + YRe(T*KK* £, ) + | K*Tf|")
> A(IK £+ KT )
> AK £
Sl el 4z
MKWWS/HMU+ﬂﬂMMM
Q

< BII+T["IfI]
Sy M‘}’ {Hw}weﬂ LJLL:"’ Hd‘):’ L g2 clg-K ‘-{:’. {Aw + AwT}wEQ AU

Oz el g - K3y 00 0 ol S Y
Ser L Gl s b DB 050 3 4 S 4 Cend il o

Ky € B(Hy) 3\ai\s Hy @\ » Qg €ng DB g - Ky S {Aufluea s Ky € B(Hy) 58 o3 VY auad
Sy Uﬂ\ )u.&.,fh\.g)\}ﬁ TK\ = KyTég\Mﬁsaji» u\:&.\\ ksl\ 43;4;‘ T e B(H\,Hy) 5\33@5\5\.10.;;\:6;3&&
23\ By g Sas T 8N\ 5 S\ o aal> Hy () sy D8 g = Ky So {ALT" flueo

Sl g Ky S AT floeca  [A] ¥-F x4 05 b Soso ol psadl Ly o Shee T oS0 (553 byl AR
By 5 Ay s o S'L Hy gl sy QU g - Ky SO {ALT™ flueq oS (28 (oS ey salss Hy glab gl oy
‘..D‘: h e Hy )\bjgjh st‘ L L.X.:L"

v) A\ K| < /Q [ALT*h|[Ydu(w) < By|hl".
feHyghlwwsl By Al SLHy las s gl 0B g - Ky G {Au fluea S
AEV I = Jq 1A I dp(w).
he Hy ol Jlo K0T = TR ol oy TEY = KoT g3 ik S

AT K" = A K" TR = fo AT Al dpu(w).

13



Loy s ©B K-G ol

A|T* K" h[|" > Ay || Ky A"
W,
IT*Kx*h||" > 1K *h|",  (Vh € Hy).
O -)%éﬁ:ubrwh@‘o.\i&}@:ﬁ\g

&l
-(Y44Y) Y'Y=\ (YYY Phys. Ann. spaces. Hilbert in frames Continuous J.P.: Gazeau. J.P.c Antoine. T.c S. Alic .\
-(Yo°A)\4-\ Y'Y Math. Bull. Asian Southeast spaces. Hilbert in G-frames Continuous M.H.: Faroughic R.c M. Abdollahpour. .Y
Soc. Math. Amer. Proc. redundancy. their and frames Generalized Radjabalipourc M. Dehghan. A. M. Askari-Hemmat. A. .Y
AVFY-A Y cF no. (Yoo )) VYA

-(\4OY)Y##-YYYf\ Soc. Math. Am. Trans. series. Fourier nonharmonic of class A A.C.: Scheaffer. R.J.c Duffin.

(Yoo ) VFY-1YY ((\AQY Math. Comp. Adv. space. measurable with associated D.:Frames Han. J.P.. Gabardo.

-144¥ Boston. Birkha”user. Wavelets. to Guide AFriendly Kaiser. G.

AYAY-AYYY (VAAP)YY Physe Math. J. expansions. nonorthogonal Painless Meyer. Y. Grossmann. A. Daubechies. L.

(Yo \Y)¥Y#-¥5% (Y)YY Appl. Res. Math. J. c—frames. of properties some On M.¢ Rahmani.

nargesbanitaba@yahoo. com : Sy, Sl ey

>< oo s

\50





