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Dear Colleagues and Friends,

It is our pleasure to welcome you to the 24" Seminar on Mathemat-
ical Analysis and its Applications, held during May 26—27, 2021 at
Department of Pure Mathematics, Imam Khomeini International Uni-
versity, Qazvin, Iran. The Seminar on Mathematical Analysis and its
Applications is one the oldest seminars initiated by the Iranian Math-
ematical Society in 1979. The first seminar was hosted by Ferdowsi
University of Mashhad, and the latest one by Arak University in 2019.
We would like the seminar to become the platform to raise discussions
and creating joint research projects. You are possibly aware that the
seminar was initially planned for February 2021, but due to the out-
break of COVID-19 pandemic we have decided to postpone it to May
2021, as well as to reschedule it as a virtual one. Planning a virtual
seminar has the advantage that more distinguished mathematicians
from around the globe may participate in the event. Fortunately, this
goal was achieved, and 13 eminent figures form Germany, Hong Kong,
Italy, Spain, Sweden, Switzerland, and the United States have accepted
our invitation to deliver invited talks in a variety of subjects including
ODE, PDE, Linear and Nonlinear Analysis, Complex Analysis, Oper-
ator Theory in Function Spaces, Variational Analysis, and so on.

We are happy to announce that the seminar was well received by math-
ematicians of our country. We have got more than 150 quality papers;
but the time slot was limited, so that by the recommendation of our
prominent scientific committee members we were obliged to be more
selective to accept just 69 papers for contributed talks. Needless to say
that some of the accepted papers were transferred to poster presenta-
tion section; this does not necessarily mean that the papers lack the
quality requirements of the scientific committee.

The seminar’s program includes 13 invited talks, 69 contributed talks,
and 38 poster presentations. We have assigned a 6 character code to
every contributed talk; the first character is A, B, C, or D, followed
by a five- digit number. These letters stand for Sections A, B, C, or
D. The subsequent number following the letter is either 1 or 2, which
indicates that the talk will be presented on Day 1 or Day 2 of the sem-
inar. The last four-digit number represents the time of presentation.
For example, the code

A 11430 means that the talk will be presented in Section A, on Day
1, at 14 : 30.

A lecture whose code begins with ”"A” will takes place at room A of

https : [ Jwebinar.ikiu.ac.ir /ch/rooma/l/en


https://webinar.ikiu.ac.ir/ch/rooma/l/en

The same applies to the letters B, C, and D.

We wish to express our sincere thanks to our invited speakers and all
participants for sharing their latest findings in this seminar. Last, but
not least, we record our gratitude to our scientific committee members,
twenty reputed analysts from across the country, for their invaluable
efforts in evaluating the received papers in a reasonable amount of
time. Their prompt action and accuracy of decision is greatly appreci-
ated. We also record our thanks to our executive committee at IKIU
for their cooperation and help; they have done everything to make this
event pleasant.

Finally, we wish you every success in the future, and hope that you all
will enjoy this event.

Abdolrahman Razani (Chair),
Ali Abkar (Chair of Scientific Committee),
Morteza Oveisiha (Chair of Executive Committee)
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e The Abstracts of
'@ The 24t Seminar on Mathematical Analysis and its Applications

[y 4]

e 26-27 May, 2021, Imam Khomeini International University Qazvin, Iran

Wave interaction with subwavelength resonators

Habib Ammari

Department of Mathematics, Ramistrasse 101, 8092 Ziirich,
Switzerland.
Email: habib.ammari@math.ethz.ch

ABSTRACT

In this lecture, the speaker reviews recent results on subwavelength
resonances. His main focus is on developing a mathematical and com-
putational framework for their analysis. By characterizing and exploit-
ing subwavelength resonances in a variety of situations, he proposes a
mathematical explanation for super-focusing of waves, double-negative
metamaterials, Dirac singularities in honeycomb subwavelength struc-
tures, and topologically protected defect modes at the subwavelength
scale.

14



e The Abstracts of
'@ The 24t Seminar on Mathematical Analysis and its Applications

[y 4]

e 26-27 May, 2021, Imam Khomeini International University Qazvin, Iran

Recent developments of Ekeland’s variational theorem

Truong Q. Bao

Department of Mathematics and Computer Science,
Northern Michigan University, Marquette, Michigan, USA.
Email: btruong@nmu.edu

ABSTRACT

This talk discusses recent developments of Ekeland’s variational theo-
rem in many directions:
e from scalar functions to vector-valued functions and to set-
valued mappings;
e from metrics to generalized distances and to pseudo-quasi-metrics;
e from vector spaces with fixed ordering cone to vector spaces
with variable domination structures;
e from Pareto-type binary orders to Kuroiwa-type binary orders;
e from the lower semi-continuity to the strictly decreasing lower
semi-continuity;
e from the boundedness from below to quasi-boundedness from
below and to scalarized boundedness;
e from bifunctions with triangle inequality to those with cyclical
antimonotonicity; etc.

We compare and contrast two known approaches known as the scalar-
ization approach based on the so-called Tammer nonlinear scalarization
function and the variational approach that does not use any scalariza-

tion technique. It is certain that a combination yields better results.
15



e The Abstracts of
E j The 24t Seminar on Mathematical Analysis and its Applications

26-27 May, 2021, Imam Khomeini International University Qazvin, Iran

S O
NTERKATIONAL UNVERSTY

Two problems related to iterative sequences and fixed points

Vittorio Colao

Dipartimento di Matematica, Universita della Calabria,
87036 Arcavacata di Rende (CS), Italy.
Email: colao@mat.unical.it

ABSTRACT

Iterative methods for approximating fixed points had been one of the
most flourishing topic in recent years. Nevertheless, there is still room
for new problems.

In this talk, we will focus on two questions regarding fixed point it-
erations: the first is related to the approximations of fixed point for
nonself mappings without using auxiliary mappings, while the other
regards the convergence rate of certain strongly converging sequences.
We give partial solutions to both problems and analyse further exten-
sions.
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e The Abstracts of
'@ The 24t Seminar on Mathematical Analysis and its Applications

[y 4]

e 26-27 May, 2021, Imam Khomeini International University Qazvin, Iran

Boundary value problems on intersection domains

Dariush Ehsani

FIZ Karlsruhe-Leibniz Institute, Department of
Mathematics, Franklinstr. 1110587, Berlin
Email: dehsani.math@gmail.com

ABSTRACT

A pseudodifferential calculus for studying Boundary Value Problems on
smooth domains has been extensively worked out from the foundational
work of Boutet de Monvel and Hérmander. We review some of these
methods and discuss new methods which can be applied to domains
which are intersections of smooth domains.

17



Lo The Abstracts of

'@@ The 24t Seminar on Mathematical Analysis and its Applications

[y 4]

mmmem— 20-27 May, 2021, Imam Khomeini International University Qazvin, Iran
o — J 3

Density and smooth extesion of Lipschitz functions on
metric spaces

Rafael Espinola Garcia

Department of Mathematical Analysis, University of Seville
Apdo. 1160, 41080 Sevilla, Spain.
Email: espinola@us.es

ABSTRACT

The main topic of this talk is to study the density and smooth ex-
tension of Lipschitz functions defined on metric spaces. This topic has
been deelply developed firstly on finite dimensional Banach spaces and,
more recently, on infinite dimensional ones as well as some kinds of dif-
ferential manifolds. In this talk we will walk through the history of the
problem from the early 20th century to end with some new results for
Lipschitz mappings defined on metric spaces with a Measurable Dif-
ferentiable Structure (MDS). Measurable differentiable structures on
metric spaces were first introduced by J. Cheeger in 99 as an attempt to
develop a robust theory of first order differentiability on metric spaces.
This work had a big impact in the theory of analysis on metric spaces
as many authors worked on these structures since then. New results
here presented are part of a joint work with Luis Sanchez-Gonzalez.
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Gaussian analytic functions and operator symbols of
Dirichlet type

Haakan Hedenmalm

Department of Mathematics, KTH Royal Institute of
Technology, S — 100 44 Stockholm, Sweden.
Email: haakanh@kth.se

ABSTRACT

We consider two copies of the Gaussian analytic function associated
with the Dirichlet space. We then consider the correlation of the two
copies, and study how big the analytic correlation may be, in an average
sense.
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Hahn-Banach theorem in metric spaces: An introduction to
hyperconvexity

Mohamed Amine Khamsi

Department of Mathematical Science, The University of
Texas at El Paso, El Paso, TX 79968, USA.
Email: mohamed@utep.edu

ABSTRACT

While investigating an extension of the Hahn-Banach theorem to metric
spaces, Aronszajn and Panitchpakdi (1956) discovered the concept of
hyperconvexity or injectivity. The main result of their investigation
is the fact that hyperconvex metric spaces are absolute nonexpansive
retracts (ANR). In this talk, we give an elementary introduction to
hyperconvexity in metric spaces. If time permits, we will mention the
relationship between the fixed point problem and hyperconvexity.
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The sphere covering inequality and its applications

Amir Moradifam

Department of Mathematics, University of California,
Riverside, California, USA.
Email: moradifam@math.ucr.edu

ABSTRACT

We show that the total area of two distinct Gaussian curvature 1 sur-
faces with the same conformal factor on the boundary, which are also
conformal to the Euclidean unit disk, must be at least 47. In other
words, the areas of these surfaces must cover the whole unit sphere
after a proper rearrangement. We refer to this lower bound of to-
tal areas as the Sphere Covering Inequality. This inequality and its
generalizations are applied to a number of open problems related to
Moser-Trudinger type inequalities, mean field equations and Onsager
vortices, etc, and yield optimal results. In particular we confirm the
best constant of a Moser-Truidinger type inequality conjectured by A.
Chang and P. Yang in 1987. This is a joint work with Changfeng Gui.
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Integration operators from Bergman spaces to Hardy spaces
of the unit ball

Antti Perala

Departamento de Analisis Matematico, Universidad de
Mailaga, Campus de Teatinos, 29071 Malaga, Spain.
Email: antti.perala@gu.se

ABSTRACT

We completely characterize the boundedness of the Volterra type in-
tegration operators acting from the weighted Bergman spaces to the
Hardy spaces of the unit ball. A partial solution to this problem in the
one-dimensional setting was previously obtained by Zhijian Wu. We
solve the missing cases and extend the results to all dimensions. Our
tools involve area methods from harmonic analysis, Carleson measures
and Kahane-Khinchine type inequalities, as well as techniques and in-
tegral estimates related to Hardy and Bergman spaces.

This talk is based on a joint paper with Santeri Miihkinen, Jordi Pau
and Maofa Wang.
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Perspectives in regularity theory of minimizers of variational
functionals

Maria Alessandra Ragusa

Dipartimento di Matematica e Informatica, Universita di
Catania, Italy.
Email: maragusa@dmi.unict.it

ABSTRACT

Let us consider © C R™ (m > 2) be a bounded open set. For maps
u: Q — R"™ we consider the p(x)-energy functional defined as

E(u, Q) = /Q (gaﬁ(x)cij(u)Daui(x)Dﬁuj@))

where (g*%(z)) and (G;;(u)) are symmetric positive definite matrices
whose entries are continuous functions defined on 2 and R" respec-
tively, and p(z) a continuous function on Q with p(x) > 2.

Main goal is the study of regularity properties, interior and up to the
boundary, of the minimizers u of £ and recent developments in this
direction.

p(z)
2

dzx,
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Asymptotic behavior and periodic solutions to some
expansive type evolution and difference equations

Behzad Djafari Rouhani

Department of Mathematical Sciences, University of Texas
at El Paso, 500 W. University Avenue, El Paso, Texas,
79968, USA.

Email: behzad@utep.edu

ABSTRACT

In this talk, after reviewing some old results in nonlinear ergodic the-
ory and their applications to the study of the asymptotic behavior of
quasi-autonomous dissipative systems, we concentrate on first order ex-
pansive type evolution and difference equations and present some old
and new results on the asymptotic behavior of the solutions, as well as
periodic solutions to such systems.

This is joint work with Mohsen Rahimi Piranfar.
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Bergman spaces with exponential weights

Alexander P. Schuster

San Francisco State University, San Francisco, CA 94132,
United States.
Email: schuster@sfsu.edu

ABSTRACT

In this talk we introduce a kind of Bergman space A? on the unit disk D
with exponential weights, which cover those defined by Borichev, Dhuez
and Kellay (in J. Funct. Anal. 242 (2007), 563-606). We obtain upper
and lower bound estimates on the Bergman kernel. As an application,
we discuss the Bergman projection and duality. This work is joint with
Zhangjian Hu and Xiaofen Lv.
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Extended Newton methods for multiobjective optimization:
Majorizing function technique and convergence analysis

Xiaoqi Yang

Department of Applied Mathematics, The Hong Kong
Polytechnic University, Hong Kong.
Email: xiao.qi.yang@polyu.edu.hk

ABSTRACT

In this we will consider the extended Newton method for approaching a
Pareto optimum of multiobjective optimization problems and establish
its quadratic convergence criteria and estimation of radius of conver-
gence ball under the assumption that the Hessians of objective func-
tions satisfy an L-average condition. As applications of the obtained
results, convergence theorems under the classical Lipschitz condition or
the v-condition are presented for multiobjective optimization, and the
global quadratic convergence results of the extended Newton method
with Armijo/Goldstein/Wolf line-search schemes are also provided.
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THE NUMERICAL RANGE OF INTERVAL MATRICES

F. ABDOLLAHI* AND H. TAVAKOLIPOUR

Department of Mathematics, College of Sciences, Shiraz University, Shiraz, Iran
abdollahi@shirazu.ac.ir
Inria and CMAP, Ecole polytechnique, Palaiseau, France
hanieh.tavakolipour@inria. fr

ABSTRACT. In this paper, we introduce the concept of the numeri-
cal range of a square interval matrix. We prove that this numerical
range is always compact, but, unlike classical numerical range, the
numerical range of an interval matrix is not always convex.

1. INTRODUCTION

Let A be a (bounded linear) operator on a complex Hilbert space H.
The numerical range of A is the set

W(A) == {{Az,z) -z € H, ||z|| = 1}

in the complex plane, where (.,.) denotes the inner product in H. In
other words, W (A) is the image of the unit sphere {z € H : ||z|| = 1} of
H under the (bounded) quadratic form z — (Az,z). One of the basic
properties of the numerical range is that it contains all the eigenvalues
of a matrix. Two other important properties of the numerical range
which we discuss them in this article are convexity (Toeplitz-Hausdorff
theorem) and compactness [2]. In this paper, we extend the concept of
the numerical range to interval matrices.

Interval arithmetic is an approach that can be used to bound measure-
ment errors, rounding and truncation errors in mathematical compu-
tations. As an area of numerical analysis, it has several applications in

1991 Mathematics Subject Classification. Primary 47A12; Secondary 65G30.
Key words and phrases. numerical range; interval matrix; interval norm; con-
vexity; compactness.
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different branches of science and engineering. One of the advantages
of interval analysis is its ability to compute bounds on the range of
functions. By extending interval arithmetic to vectors and matrices, it
became a useful tool to find reliable and guaranteed solutions to ma-
trix equations and optimization problems. For more details see [0, 8, 7].

The interval eigenvalue problem, which is the task of finding intervals
that contain all the possible eigenvalues of the matrices in an interval
matrix, has an important role in many engineering problems. See for
example [4, 3] for further information about the efforts for solving in-
terval eigenvalue problem. Due to the spectral inclusion property of the
numerical range, the numerical range of interval matrices, contains all
the eigenvalues of the matrices in the interval. Therefore, finding the
numerical range of interval matrices can help us to solve the interval
eigenvalue problems.

The paper is organized as follows. In Section 2, we consider some
basic definitions, notations and properties of interval arithmetic. In
Section 3, we define the concept of the numerical range for real interval
matrices, show its relation with interval norm, prove its compactness
and give a counterexample that demonstrates the numerical range of
interval matrices is not always convex.

2. DEFINITIONS, NOTATIONS AND BASIC FACTS

In this section we give some basic definitions, notations and proper-
ties of interval arithmetic.

Definition 2.1. [5] An interval matrix is defined as
A:=[AA]={AeR™": A< A<A}

where A = (g;;), A= (ay) € R™™ A < A are given point matrices,
where the concept of point matrix is used to mention any conventional
matrix.

Throughout this paper, the notation Conv(FE) is used for the con-
vex hull of the set E, the set of m x n real interval matrices is de-
noted by IR™*"™ and the comparison relations < and > are interpreted
component-wise.

Definition 2.2. (Interval Matrix Norm) [1] A function [||-|| : TR™*" —
R is called an interval matrix norm in IR™*" if for each A, B € IR"™*"
and o € R it satisfies the following properties:
(1) IA]l| > 0, and ||A[| = 0 if and only if A = |0, 0];
29
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(2) lA+ B < [lA[l + 1IBII;
(3) llecAll = lafll Al

where | - | is the conventional absolute value.

The following theorem shows how to construct interval matrix norms
from point matrix norms.

Theorem 2.3. [I] For any point matriz norm ||-|| in R™*", the function
Il : IR™*™ — R defined by

Al = sup{lis]l - 5 € A},

is an interval matriz norm in IR™*".

3. THE NUMERICAL RANGE OF n X n INTERVAL MATRICES

In this section after defining the concept of the numerical range and
the numerical radius of interval matrices, we show that like the con-
ventional case it is compact. Also, by an example we will show that in
general we do not have the property of convexity.

Definition 3.1. Let A € TR™™". We define the numerical range of A
by

W(A):= [ W(A),

AcA

where W(A) is the conventional numerical range of the point matrix
A e R™™. Also, the numerical radius of A is defined by

r(A) :=sup{r(A): A€ A},
where r(A) is the conventional numerical radius of A.
Lemma 3.2. Suppose that A € IR"™". Then
W(A)C {peC: lul < 1A}
Lemma 3.3. Let A = [A, Z} € IR™™ and A > 0. Then
W(A) C{peC: |yl <A}
Theorem 3.4. Let A € IR™"™. Then W (A) is a compact set.

In the following example we will show that, unlike the conventional
numerical range, the numerical range of interval matrices is not neces-

sarily convex.
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Example 3.5. Assume that A = {Aa = [ 1@1 g } ta € [1,6] } It

is clear that the eigenvalues of A, are

114 /121 + 200
= 5 ‘
The numerical range of A,, W(A,), is an ellipse with minor and major
axis of |a — 5| and Va2 + 10« + 146, respectively (see [2]). It is easy
to check that the points (z1,y1) = (2 (1—v/2),0) and (22,0) = (£, 2)
are in W(A,), for « = 6 and o = 1, respectively. We will show that

Al2

(x*,y*) = (-1, %), a point on the straight line segment joining
(x1,y1) and (z2,2), is not in W (A).
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ABSTRACT. In this paper we introduce a-dual of a g-frame and
we get some results when we use the Hilbert-Schmidt norm for the
members of a g-frame in a finite dimensional Hilbert space.

1. INTRODUCTION

G-frames for Hilbert spaces defined by Sun in 2006 [3]. Let H be a
separable Hilbert space and {H,;};c; be a sequence of separable Hilbert
spaces. We wall a sequence {A\; € B(H,H,;) : i € I} a g-Bessel sequence
for ‘H if there exists B > 0 such that

DINSIP < BIFIP,  feH. (1.1)
iel

Let us define

ot | = {{gi} 29 € Hisy llgil® < OO}

el Iy el
with the inner product given by ({f;},{g:}) = Zz‘el<fiygi>. It is clear
that (Zie[ @’Hi) ” is a Hilbert space with respect to the pointwise

1991 Mathematics Subject Classification. Primary 42C15, 46C05; Secondary
47B10.
Key words and phrases. frame, g-frame, a-dual, Hilbert-Schmidt norm.
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operations. It is proved in [2] , if {A; € B(H,H;) :i € I} is a g-Bessel
sequence for H, then the operator

T:(Z@’Hi> S H o THgh) =Y M) (12

iel iel
is well defined, bounded and T* f = {A; f }ier.

Definition 1.1. We call a sequence {A; € B(H,H;) : i € [} a g-frame
for H with respect to {H,;}ics if there exist two positive constants A
and B such that

AIFIP < D IIAIP < BIFIP (1.3)
iel
for all f € H. We call A and B the lower and upper g—frame bounds,
respectively.

We call {A;}ic; a tight g-frame if A = B and Parseval g-frame if
A=B=1.

The sequence {A; € B(H,H;) :i € I} is a g-frame for H if and only
if the operator T' defined by (1.2) is bounded and onto (see [2]). The
operators 1" and 7™ are called the synthesis and analysis operators,
respectively.

Proposition 1.2. [3] Let {A; € B(H,H;) : i € I} be a g-frame for H.
The operator
S:H—H, Sf=Y ANAf
iel
s a positive, bounded and invertible operator.

The operator S is called the g-frame operator of {A;}ic;.
It is easy to check that if {A; € B(H,H;) : i € I} is a g-Bessel sequence,
then S is well defined and S = TT™.

2. MAIN RESULTS

In this section H denotes a finite dimensional Hilbert space. We also
denote the norm of a Hilbert-Schmidt operator 17" by ||T||5.

Definition 2.1. Let {A; € B(H,H;) : i € I} and {©; € B(H,H,) :
i € I} be g-frames for H. We say that {©;},cr is a dual g-frame (or
simply dual) of {A;}ie; if

f=> A6if feHr
el
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Let {A; € B(H,H;) : i € I} be a g-frame for H with g-frame operator
S. Then { A;S™'}ier is a dual g-frame of { A; }ier. { NS }Hies is called
canonical dual g-frame of { A; };ey. We refer to [1], for the proof of the
following results.

Proposition 2.2. Let {0, € B(H,H;) : i € I} be a dual of g-frame
{\; € B(H,H;) :i €1} for H. Then

Do lA = 6ills = Az + D 1165 — 2dimH.

iel iel iel
Corollary 2.3. Let {©; € B(H,H;):i €1} and {\; € B(H,H;) : i €
I} be two Parseval g-frames for H. If {O;}ier is a dual of {A;}icr, then
AN, =0, forallie 1.

Corollary 2.4. Let {©; € B(H,H;) : i € I} be a dual of {A; €
B(H,H;) : i € I} for H, where {©;}icr and {A;}ier are two tight g-
frames for H with bounds Bg and By, respectively. Then Bg+ By = 2
if and only if A\; = ©; for alli € I.

Remark 2.5. Let {©; € B(H,H;):i€ 1} and {A; € B(H,H;) :i € I}
be two g-frames for H with the associated synthesis operators T and
To, respectively. Then

Do IA =6l = Al + D 16ill3 — tr(TeT}) — tr(TaT).

iel i€l il

Let {A; € B(H,H;) : i € I} be a g-frame for H with the frame
operator S. It is clear that {A;S® 1}ics is a g-frame for H with the
property >, AfA; S = Sof for all f € H. For a = 0 we get the
canonical dual g-frame of {A;};c;.
Definition 2.6. Let {A; € B(H,H;) : i € I} be a g-frame for H with
g-frame operator Sy. A g-frame {©; € B(H,H;) : i € 1} is called a
a-dual of {A;}ier if Y ,c, Aj©; = S3 f for all f e H.

It is clear that {AiSX“_l}iE] is a a-dual of {A;};,c;. The canonical
dual g-frame of {A;};c; has some interesting properties between other

dual g-frames of {A;};er (see [3]). We will show that the a-dual frame
{AiSﬁ’l}ie ; has some minimal properties between other a-dual frames

of {Ai}ier-
Proposition 2.7. Let {©; € B(H,H;) : i € I} be a a-dual of {A; €
B(H,H;) : i € I} with g-frame operator Sg. Then

20-1 1
oIS =187 |15 < IS315 =D llesll. (2.1)
iel iel

The equality in (2.1) holds if and only if ©; = A;SY™ for alli € 1.
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Corollary 2.8. Let {\; € B(H,H;) : i € I} be a g-frame for H with
g-frame operator Sn. Then

D A = ASEI3

iel

= min { Z A — 415 : {©; € B(H,H,;) :i € I} is a a-dual of {A;}ier }
iel

Moreover, if {©;}ier is a a-dual of {A;}ier, then 3., [|A — 64]]5 =

e 1A = A SYTHI3 if and only if ©; = NSy for alli € 1.

Corollary 2.9. Let {©, € B(H,H;) : ¢ € I} is a dual of g-frame

{\; € B(H,H;) :i €1} for H. Then

2 312 —3 2 —1y2
D 16ill3 = 1158115 > 11552115 = > 145313 (2.2)
iel iel
where Sy and Se are the g-frame operators of {A;}icr and {©;}icr,
respectively. Moreover, the following are equivalent

(1) Zier 19il13 = Xier 103113,
(i1) ©; = NSy for alli € I;
(i3i) Se = Sy'.
Proposition 2.10. Let {A; € B(H,H;) : i € I} be a g-frame and
{©; € B(H,H;) :i € I} be a Parseval g-frame for H. Then
() tr(TaT5) + te(TyT) < 208} |
(i) tr(TeTy}) + tr(TATE) = 2||SA||% if and only if ©; = A;S\ 2 for
allie 1.

Corollary 2.11. Let {A; € B(H,H;) : i € I} is a g-frame for H with
g-frame operator Sy. Then

max {Rtr(TeTh) : {0; € B(H,H;) :i € I} is a Parseval g-frame for H } = ||S%H§
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ABSTRACT. In this paper, using Minty-Browder theorem, we prove
the existence of unique weak solution for a class of fractional system
of Schrédinger equations.

1. INTRODUCTION AND THE PROBLEM FORMULATION

Consider the following fractional Schrodinger system
<_A)Sul+v;(x)ul+fl($aula 7un) = )‘iuia (11)

for all € RY, where N > 2, i =1,---,n, s € (0,1), (—A)® denote
the fractional Laplacian and f; € C(RY x R",R). Recall that fractional
Laplacian, (—A)®, with s € (0,1) of a function ¢ € ¢ is defined by
A((=A)9) (k) = |k|*A(9)(k), for all s € (0,1), [4, 1]. Here ¢ denotes
the Schwartz space consist of rapidly decreasing C*° functions in RV
and A is the Fourier transform, i.e.

A(o) (k) = m /RN exp {—2mikz}p(x)dx.

1991 Mathematics Subject Classification. Primary 12H20; Secondary 34A08,
35R11.
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2. WEAK SOLUTION

First, we present some definitions and notations that we may need
them through this paper. Assume
i) Ve CRY,R), V=inf, gy V(z)>0
(ii) Irg > 0 : VM > 0, meas{z € B(y;r) : V(z) < M} —
0 (ly] = o).

Definition 2.1. The space H*(RY) is defined by H*(RY) = {u €
L2(RY) + [on(J€]%0° + 4%)dE < oo}, where u = A(u) with respect to
ey = (Jin (€20 + 32)dg)

Due to the appearance of potential energies in the system of equations
(1.1), we introduce the subspace E = {u € H*(RY) : [pn V(z)u’dx <
oo}, Wlth correspondlng to the norm [lullp = ([pn(|€]*0° + ﬂQ)df +

the norm ||u|

f]RN de) We make E an inner product space by introducing
the Sobolev inner product < -, - =g defined by

< U,V -p= /]RN ((—A)gu(x)(—A)gv(x) + V(z)u(z)v(z))dz,

for all u,v € E. By Plancherel’s theorem and condition (i), it is easﬂy

seen that || - || is equivalent to [|ul| = (fon (|(=A)3ul? + V (z)u?)dz)z.
Let X be the Cartesian product X = E™ Which is a Hilbert space with
the corresponding product norm ||(ug, -+, u,)|lx = ZZ"ZI(HuZHQ)% As

a consequence, we can extend [3, Lemma 2.2] for general space X as

Do lwllr <8 = S(ur, - )l (2.1)
=1 =1

where S is the maximum of Sobolev constants ¢, corresponding with
u;. Moreover, according to [theorem 2.2,[1]], it is obvious that X is
compactly embedded into (LP(RY))" for p € [2,27).

Definition 2.2. We say that U = (uy, - ,u,) € X is a weak solution
of the system of equations (1.1), if

/RN ((—A)%u(—ﬁ)%@ + Vz(x)u,gbz) d
! g RN filw, sy un)gide = i ()‘i /RN uz¢zdx) =0,

i=1
for all ¢ = (¢1,--- , ) € X.

The next result, that is due to Minity and Browder, is useful for

reaching to our purpose.
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Theorem 2.3. ([2]) Let E be a reflexive banach space and A : X —
X* be nonlinear, continuous, strictly monotone and coercive operator.
Then A is bijective mapping.

We are now ready to prove the main theorem:

Theorem 2.4. Assume that the following conditions hold:
(Hy) There exist c; >0 (i=1,---,n) and p € [2,2%) such that

‘f($5317" ‘ <al +chlsllp !
forall (z,s1,--- ,8,) € RV XR", where o; € Lq(RN), withi =1,--- ,n,
and q € (N%]r\g ,2] Also fi(x,0,ug, -+ ,uy), fi(z,ug,0,--  uy), -,

film,ug, -+ up_q,0) € LIYRY x R*71),
(Hy) filass v 3u)~fia i ta) > pt for all x € RN, for all s;,t; €

si—t;
Ra Si%tia Z:17 v
Then problem (1.1) has a unique nontrivial weak solution U = (uq, -+ ,u,) €
X, for \; = pf.

Proof. Let the operator A : X — X* be as follows:
{A(Ul,"' ) (¢177¢n)>‘

_Z/RN % ) ¢ + Vi(x )Uz@)dm
—f—;/RN filx,ug, -+ uy)pda — ;)\i (/RN uquzdx) ,

for all u;, ¢, € £, 1=1,--- ,n.
It is easy to see that < AU, ¢ =€ X*. So A is well defined. It is
sufficient to investigate that A satisfies in Theorem 2.3. We have

< AU — AV, U — V -

= S o (=23 (s = v0) 2 + Vi)l — v4f2) da

+ Z =1 IRN(fZ('T Uy, 7un) - fZ('ra Ur, - 7vn))(ui - Ul)d'r
=iy (S 15 (Jus = viP)dz) > 3700 [Jus — vl
Since u; # v; this implies < AU — AV, U — V »=> 0. It is sufficient to
show that A is coercive. By definition

s

< AU, U >= Z/RN )| + Vi(w)u?) do

+Z fz Ty, U )UdT — (/RN(Z uﬂui\z)dx) .
=1
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Setting s; =0 (i = 1,--- ,n) in condition (Hz), we have

sifi(z, 51, 50) 2 sifi(@, 81,00+ 801,00, 8041, 75n)+ﬂz|3i|2‘ (2.2)
Hence we get
< AUU ~

>3 uil? = [ (3 i)
=1 =1

+Z (/ uifi(xauly"' aui—1a07ui+17“' ,Un) +,u;‘|ul|2)dx)
=1

RN(

Q=

n
ZHU”§( - Z ||ul”P(/RN ‘fi(xvub U aui—laoaui—‘rl; U aun)|qu)
=1

Q=

n
- Zk'LHqu(/ |fi<$aula T >uifl>oaui+1a T 7un)|qd$) )
i=1 RY

where k; is Sobolev constant corresponding to u;. But we know that one
other norm equivalent to the product norm is ||U|| x = maxj<;<,{||wil }
So inequality (2.1) implies

< AU, U »
im ———
Wix—ee  [|U|lx
- 1
> ”UHX - SZ (/ |fi(x7u17 T 7ui71707ui+17 T 7un)’qu) q) .
i=1 \/RY
where S is maximum of Sobolev constants k; for ¢ = 1,--- ,n. It is

clearly observed that the right hand side of the preceding inequality
tends to infinity so does the left hand side. Then, we get desired result
and the proof is completed. [
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ABSTRACT. In this research we develop the theory of best approx-
imation in quotient of Banach lattice spaces and discuss about the
relationship between the proximinal elements of a given space and
its quotient space.

1. INTRODUCTION AND PRELIMINARIES

The problem of best approximation in Banach lattices has been stud-
ied with many authors (e.g.[1],[3],[4],[5]). In this paper we obtain some
results on quotient of Banach lattice spaces about proximinality and
approximate sets.

A real vector space X is said to be an ordered vector space whenever
it is equipped with an order relation < (i.e., < is a reflexive, antisym-
metric, and transitive binary relation on X). A vector lattice space
(or a Riesz space) is an ordered vector space X with the additional
property that for each pair of vectors x,y € X, the sup{z,y} and the
inf{x,y} both exist in X. As usual, sup{z,y} is denoted by x V y and
inf{z,y} by = A y. Recall that a vector subspace S of a vector lattice
space X is said to be a vector sublattice, whenever S is closed under the

2010 Mathematics Subject Classification. Primary 41A65; Secondary 46B42,
54B15.
Key words and phrases. Banach lattice spaces, Quotient spaces, Best approxi-
mation, Downward set, sublattice.
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lattice operations of X, i.e., whenever for each pair =,y € S the vector
zVy and x Ay (taken in X) belongs to S. A subset A of a vector lattice
space is called solid whenever |z| < |y| and y € A imply x € A. A solid
vector subspace of a vector lattice space is referred to as an ideal. For
any vector x in a vector lattice space define 2zt := 2V 0, 27 == 2 A0
and |x| := x V (—x). The element = is called the positive part, 2~ is
called the negative part, and |z| is called the absolute value of z. If
X is an ordered vector space, then the set X* = {z € X : z > 0}
is called a positive cone of X, and its members are called the positive
elements of X. An element 1 € X is called a strong unit if for each
x € X there exists 0 < A € R such that x < A\1. Then for each z € X
there exists 0 < A € R such that |z| < A1. Using 1 we can define a
norm on X by

|z|| = inf{A >0 : |z| < A1}. (1.1)
Recall that a norm ||.|| on a vector lattice space is said to be a lattice
norm whenever |z| < |y| implies ||z|| < |ly|]|. A vector lattice space
equipped with a lattice norm is known as a normed vector lattice space.
If a normed vector lattice space is also norm complete, then it is referred
to as a Banach lattice. It is well known that X equipped with the norm
(1.1) is a Banach lattice which is called a Banach lattice with strong
unit 1.
The closed ball with center at x and radius r defined on Banach lattice
X as follows:

Bla,r)={yeX : |ly—z|<r}={yeX : a—r1<y<az+r}

Let A be an ideal in Banach lattice space X. We recall that the equiv-
alence class determined by x in % will be denoted by @ =2+ A. In %

we introduce a relation < by letting #<g whenever there exist z; € &

ie, z; —x € A) and y; € y with #; < y;. Clearly, £ under the
A

relation < is an ordered vector space and it is easy to show that % is
a vector lattice space (for more details see [2]).

Let A be a closed ideal of a Banach lattice space X. Then the vector
lattice space % under the quotient norm

&[] = inf{[ly]l : y € 2},
is a Banach lattice space. In fact, the quotient vector space % is itself

a Banach lattice space.

The map r — z, from X to %,
ical projection of X onto %. The lattice homomorphisms are closely
related to ideals. For every ideal A of a Banach lattice space X, the
canonical projection of X onto the Banach lattice space - is a lattice

A
homomorphism (for more details see [2]).
41
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BEST APPROXIMATION

Let W be a nonempty subset of a normed linear space X. An element
wo € W is called a best approximation to x € X from W if for every
we W,

[l = wol| < [l —w].
The set of all elements of best approximation to x € X from W is
denoted by Py (z). If each 2 € X has at least one best approximation
wo € W, then W is called a proximinal subset of X.

A nonempty subset W of an ordered vector space X is called down-

ward if

(weW ,z<w)=zeW
A simple example of a downward set is a set of the form {y € X : y <
g} , where g € X. For another example, let f : X — R be an increas-
ing function, then its lower level sets S.(f) = {z € X : f(z) < ¢} for
all ¢ € R, are downward.

2. MAIN RESULTS

In this section we discuss about proximality of downward sets and
sublattices in quotient of Banach lattice spaces.

Proposition 2.1. Let W be a downward and proriminal subset of
Banach lattice space X and wy, ws € Py (x). Then wy Awy € Py (x).

Corollary 2.2. Let W be a vector sublattice and Py (x) be a subspace
of Banach lattice space X, then Py (x) is a vector sublattice of X.

Proposition 2.3. [1] Let W be a closed downward subset of X. Then
W is proximinal in X. Moreover, wy = xy — r1 € Py(zo), where
r=d(xg, W).

Theorem 2.4. [1] Let W be a closed downward subset of X and xy € X
. Then there exists a least element wy := min Py (xq) of the set Py (xq),
namely, wy = xo — r1 where r := d(xg, W).

Proposition 2.5. Let A be an ideal of a vector lattice space X and

W C X. Then, W is downward in X if and only if % s downward in
X

T
Theorem 2.6. Let S be a sublattice and A be an closed ideal in Banach
lattice X such that A C S. If S is proriminal in X, then % s a
proximinal sublattice of %.

Corollary 2.7. Let W be a closed and downward subset and A be an

ideal of X. Then % is proximinal in %. Moreover, wy € P% (%),
where wy € Py (x9),wo = xg —r1+ A and r = d(xg, W).
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Theorem 2.8. Let S be a sublattice and A be a closed and proximinal
ideal in Banach lattice X such that A C S. ]f% is proximinal in %,
then S is a proriminal sublattice of X.

Theorem 2.9. Let S be a sublattice and A be an closed ideal in Banach
lattice X such that A C S. If S is proziminal in X , then we have

P(x) € Py (@),

In particular if A is proximinal in X, then

Ps{x) = Ps (&).
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ABSTRACT. In this paper, we present some unitarily invariant
norm inequalities for sector matrices involving a special class of
ATRRNAT
Ty T
such that numerical range of T is contained in a sector region S,
for some a € [0, 5 ), then for a submultiplicative function & of the
class C and every unitarily invariant norm, we have

1l (1T3517) 1| < [IB7 (sec(e) [ Tua [) || | B° (sec(ar) Toa)

functions. In particular, if T = ( > is a 2n x 2n matrix

1
s

)

where r and s are positive real numbers with % + % = 1 and
i,j=1,2.

1. INTRODUCTION

Let M,, be the algebra of all n x n complex matrices. For T' € M,,,
the conjugate transpose of T is denoted by T*. A complex matrix
T € M,, can be partitioned as a 2 x 2 block matrix

Ty The
T = 1.1
(T21 T22> ’ (1.1)
where T;; € M,, (i,j = 1,2). For T € M,,, let T' = Re(T) +iZIm(T)
be the Cartesian decomposition of T', where the Hermitian matrices

1991 Mathematics Subject Classification. Primary 47A63; Secondary 15A60.
Key words and phrases. Unitarily invariant norm, Accrative-dissipative matrix,
Numerical range, Sector matrix.
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Re(T) = B and Zm(T) = L5 are called the real and imaginary
parts of T', respectively. We say that a matrix T € M,, is positive
semidefinite if z*T'z > 0 for all complex numbers z. For T € M,,,
let s1(T) > $o(T) > -+ > s,(T) denote the singular values of T, i.e.
the eigenvalues of the positive semidefinite matrix |T| = (T*T)2 ar-
ranged in a decreasing order and repeated according to multiplicity.
Note that, s;(T") = s;(T%*) = s;(|T]) for j = 1,2,--- ,n. A norm |. ||
on M, is said to be unitarily invariant if ||UTV| = ||T|| for every
T € M,, and for every unitary U,V € M,,. For T € M, and p > 0, let

n

1T, = (Z st (T)) . This defines the Schatten p-norm(quasinorm)

AR
1

]:
for p > 1(0 < p < 1). It is clear that, Schatten p-norm is an uni-
tarily invariant norm. The w-norm of a matrix 7' € M,, is defined

by | T|lw = > wjs;(T), where w = (wq,ws,--- ,w,) is a decreasing
=1

sequence of nonnegative real numbers.

In this paper, we assume that all functions are continuous. It is
known that if 7' € M, is positive semidefinite and h is a nonnega-
tive increasing function on [0, 00), then h(s;(T")) = s; (h(T)) for j =

1,2,--- ,n. For positive semidefinite X,Y € M, and a nonnegative
increasing function h on [0, 00), if s;(X) < s;(Y) for j =1,2,--- ,n,
then ||A(X)|| < ||A(Y)]|, where || .|| is a unitarily invariant norm.

We say that a matrix 7" is accretive(respectively dissipative) if in the
Cartesian decomposition T'= X +4Y", the matrix X (respectively V) is
positive semidefinite. If both X and Y are positive semidefinite, T is
called accretive-dissipative.

Another important class of matrices, which is related to the class of
accretive-dissipative matrices, is called sector matrices. To introduce
this class, let a € [0, ) and S, be a sector defined in the complex plane
by

Sa={2€C :Re(z) >0, |Zm(2)| < tan(a)Re(z)}.
For T' € M,,, the numerical range of T is defined by
W(A)={2"Tz:z€C, |z|| = 1}.

A matrix whose its numerical range is contained in a sector region

Sy for some a € [0,75), is called a sector matrix. It follows from

the definition of sector matrices that T is positive semidefinite if and

only if W(T') C Sy and also T is accretive-dissipative if and only if

W(e™T) C S=. Moreover, if W(T) C S,, then T is invertible with

Re(T) > 0 and therefore T' is accretive. A nonnegative function h on
45
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the interval [0,00) is said to be submultiplicative if h(ab) < h(a)h(b)
whenever a,b € [0, 00).

Gumus et al. [3] introduced the special class C involving all nonnega-

tive increasing functions h on [0, co) satisfying the following condition:

If © = (z1,29,...,2,) and y = (y1,Y2,...,Yys) are two decreasing se-
k

k
quences of nonnegative real numbers such that [[z; < [[y; (k =
j=1 j=1

1,2,...,n), then Hh(xj) li[ h(y;) (k=1,2,...,n).

j=1
Note that, the power function h(t) = ¢” (p > 0) belongs to class C. For
X Z
7Y
h € C is a submultiplicative function, then

b (12) I < [IA7 (X)

positive semidefinite matrix € My, they proved [3] that if

b (V) |5, (1.2)
where r and s are positive real numbers with % + % = 1. Moreover for
a sector matrix T € M,, partitioned as in (1.1), Thang [0] proved the
following inequality

1
s

ITh21* < sec®(@)[| T || Tl (1.3)
for any unitarily invariant norm. Alakhrass [2] extended inequality
(1.3) to

1
s

T3l < sec?(a) | T3¢ 117 1 To5

(1.4)

where 7, s and p are positive numbers and 2 s+ ; =1.

In the present paper, we establish some unitarily invariant norm in-
equalities for sector matrices involving the functions of class C. For
instance, we extend inequalities (1.2) and (1.4) to sector matrices and
the class C(Theorem 2.2).

2. MAIN RESULTS

Through the following, we give a lemma which are needed to prove
our main statement.

Lemma 2.1. [2, Theorem 3.2] Suppose that T € Mo, partitioned as
n (1.1) such that W(T') C S, for some a € [0,%). Then

’ 2

Hsm ) < e 0)sh(Re(Ti))si(Re(Ty), (1,7 =1,2)

where k =1,2,....n
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In the sequel, we give an unitarily invariant norm inequalities for
sector matrices regarding of special class C.

Theorem 2.2. Let T' € My, partitioned as in (1.1) be a sector matrix
and let h € C be submultiplicative. If r and s are positive real numbers
with % + % =1, then
T 1 S
1A (1T551) | < IR (sec(a)Re(T1)) |7 | * (sec(a)Re(Th2))
< |[A" (sec(a)[Tu) |7 |h* (sec(a) [ Ta]) ||+
for every unitarily invariant norm || .|| on M,, and i,j = 1,2.
Remark 2.3. If T € Ma, is positive semidefinite, i.e. W(T) C Sy,
then Theorem 2.2 reduce to inequality (1.2). Applying Theorem 2.2

for h(t) = t% (p > 0), we get inequality (1.4). Therefore Theorem 2.2
is an extension of inequality (1.2) and inequality (1.4).

s

Corollary 2.4. Suppose T' € Mo, partitioned as in (1.1) is accretive-
dissipative and h € C is submultiplicative. If r and s are positive real
numbers with % + % =1, then

1

11 (1T5f2) | < 107 (V2Re(T) ) I1F 10 (VERe(Tan) I, (i) = 1,2),

where || .|| is a unitarily invariant norm.
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ABSTRACT. In this note, we extend and improve some results on
ideal amenability of module extensions and triangular Banach al-
gebras.

1. INTRODUCTION

Let A be a Banach algebra and let X be a Banach A-bimodule. Then
X*, the dual space of X , is also a Banach A-bimodule with module
multiplications defined by

(fa)(z) = f(ax), (af)(z)= f(za) (a€ A fe X" zeX).

In particular, I and I* are Banach A-bimodule for every closed ideal I
of A.

A derivation from A into X is a continuous linear operator D : A —
X such that

D(ab) = D(a)b+aD(b) (a,be A).

For each xz € X, the map d, : A — X defined by d,(a) = ax — za, is a
derivation, which is called an inner derivation.

Recall that a Banach algebra A is weakly amenable if every deriva-
tion from A into A* is inner, in other words H'(A, A*) = {0}. This

1991 Mathematics Subject Classification. Primary 46H25; Secondary 43A07,
16E40.
Key words and phrases. Ideal amenability, Module extension Banach algebras,
Triangular Banach algebra.
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notion have introduced by Bade, Curtis and Dales for commutative Ba-
nach algebras in [3] and it was extended to the noncommutative case
by Johnson in [0].

Let A be a Banach algebra and let I be a closed ideal of A. Following
[0], A is said to be [-weakly amenable if every derivation from A into
I* is inner. We call A ideally amenable if A is [-weakly amenable
for every closed ideal I of A. Obviously, an ideally amenable Banach
algebra is weakly amenable. There are examples of weakly amenable
Banach algebras which is not ideally amenable; (see [7]).

In this note, we give general necessary and sufficient conditions
for ideal amenability of an especial kind of Banach algebras which
are constructed from a Banach algebra A and an algebraic Banach
A-bimodule X, called generalized module extension Banach algebras
A X, [7]. As a consequence, we extend and improve some results on
ideal amenability of module extensions and triangular Banach algebras.

2. MAIN RESULTS

Let A and X be Banach algebras and let X be a Banach A-module.
We say that X is an algebraic Banach A-module if for every x,y € X
and a € A,

a(zy) = (ax)y, (vy)a = z(ya), (za)y = z(ay),
az| < alll|z||, [[za] < [zl]a].

Then a direct verification shows that the direct sum A x X under the
multiplication

(a,z)(b,y) = (ab,a.y + z.b+zy) (a,b € A, z,y € X)

and the norm ||a + z|| = ||a|| + ||z|| is a Banach algebra which is called
the genelarized module extension Banach algebra of A and X and is
denoted by A x X. This Banach algebra, which contains some impor-
tant classes of Banach algebras such as Lau product, module extension
and semidirect product of Banach algebras, introduced by Ramezan-
pour and Barootkoob in [7].

Let A be a Banach algebra and let X be an algebraic Banach A-
bimodule. Let I be a closed ideal of A and Y be a closed ideal of X
which is also an A-submodule of X with I XU XI CY. Then [ xY
is a closed ideal of A <1 X.

In the next we give a general necessary and sufficient conditions for

ideal amenability of A >1 X; [2].
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Theorem 2.1. Let I Y be a closed ideal of A<x X. Then A pa X
is I 1Y -weakly amenable if and only if the following conditions hold:

i. A is I-weakly amenable.

ii. If Dx : A — Y™ isa derivation such that x.Dx(a) = Dx(a).x =
0, for all a € A;x € X; then there exists an element g € Y*
such that Dx = ady and x.g = g.x, for all x € X.

iii. IfS : X — Y™ is a derivation such that there exist a derivation
Dx : A — Y™ and a bounded linear map T : X — I*
satisfying T'(a.x) = a.T(z) + Dx(a) xx; T(x.a) = T(x).a + x %
Dx(a); S(a.z) = Dx(a).x+a.S(z); S(x.a) = x.Dx(a)+S(x).a
and S(z)xy +xxS(y) =T (zy); for alla € A; x € X; then S
8 inner.

iv. If T : X — I is a bounded A-module homomorphism such
that T'(xy) = 0 for all x;y € X; then T = 0.

Let the algebra multiplication on X be trivial, that is, xy = 0 for
each x,y € X, then A <1 X is same as the module extension of A by
X which we denote by A @ X. In [1], ideal amenability for a module
extension Banach algebra has been investigated. in the next we improve
the main result of [1].

Theorem 2.2. A module extension Banach algebra A ® X is I Y -
weakly amenable if and only if the following conditions hold:

i. A is [-weakly amenable.

ii. H'(A,Y*) =0.

iii. For every continuous A-bimodule morphism T : X — I*,
there exists g € Y* such that a.g — g.a = 0 for a € A and
Tx)=xzxg—g*ax forx e X.

iv. The only continuous A-bimodule morphism S : X — Y™ for
which S(x)*xy+x*S(y) =0 (x,y € X) in I[*isT =0.

Let A and B be Banach algebras, X be a Banach (A, B)-module.
The algebra

Tri(A, X, B) = {(%2) :aeA,xeX,beB}

with the usual 2 x 2 matrix operations and the norm || c(z)x

e
llalla+|z||x+]/0]| 3, is a Banach algebra wich is called triangular Banach
algebra. The triangular Banach algebra Tri(A, X, B) is an example of
module extension Banach algebra, in fact Tri(A, X, B) = (Ax B) & X
where (a,b).x = a.x and z.(a,b) = z.bfor alla € A, b € B and = € X.
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Let I, and Iy be closed ideals in A and B respectively and Y be
a closed ideal in X which is also an (A, B)-submodule of X with
LXUXI, CY. Then (I; & I,) @Y is a closed ideal of Tri(A, X, B).

In [1], Abbaspour Tabadkan considered the case where A and B are
unital Banach algebras and X is a unital Banach (A, B)-module and
showed that the corresponding triangular Banach algebra Tri(A, X, B)
is ideally amenable if and only if A and B are ideally amenable. Now we
apply Theorem 2.1 to give a general necessary and sufficient conditions
for ideal amenability of triangular Banach algebras.

Theorem 2.3. The triangular Banach algebra Tri(A, X, B) is (I; &
L) ® Y -weakly amenable if and only if

1. A® B is (I} ® Io)-weakly amenable.
2. H(A® B,Y*) =0
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ABSTRACT. In this paper, the author used some integral operator
and determine the subclass of n-valent analytic functions. Fur-
thermore, we obtain result such that describes starlike and convex
functions.

1. INTRODUCTION

Let D be the open unit disk in the complex plan C and H(D) the
class of all holomorphic functions on D. Let A, be the class of all
n-valent analytic functions of the form

f(z):z—kanﬂznﬂ_,_,.., nEN:{172’...}7

and let A; = A. The class of all functions in A, such that those are
univalent in the unit disk D denote by S. The function f € A is a
starlike of order 8, 0 < B < 1, if

zf’(z))
Re< ) > 3, ze D,
The class of function is denoted by S*(3) and the class of starlike
functions is S* = S*(0). Also, the function f(z) € A is a convex of
order a, (0 < a < 1), if

Re(l + Z]]:/E(Z))) > z€eD.

1991 Mathematics Subject Classification. Primary 30C45; Secondary 30HO05.
Key words and phrases. Analytic function; Univalent function, Starlike func-
tions, Convex functions, Integral operator.
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The class of function is denoted by C(«) and the class of convex func-
tions is C' = C(0). Furthermore, C' C S*. All of these classes are
subclasses of univalent functions (see [1]).

For f; € Aand o; > 0,4 € {1,2,--- ,k}, D. Breaz and N. Breaz [2]
introduced the following integral operator:

Ful(z) = /0 <%)m S (@)akdg (1.1)

Recently, Breaz et al. in [3] introduced the following integral operator:

Fuvcen®) = [ (@)™ (510)) "t (12

where k € Nand z € D.
The most recent, Frasin [1] introduced the following integral opera-
tors, for a; > 0 and f; € A,:

Fo(z) = /Oz g (f?f))m . (f’z(na)akdg, (1.3)

Remark 1.1.

i: If we put n = 1 in (1.3), then we obtain the integral operator
Fi(z) which is defined in (1.1),

ii: If we put n = 1 in (1.4), then we obtain the integral operator
Foi 0o....on (2) which is defined in (1.2).

iii: Forn =%k =1, oy = a € [0,1] in (1.3), we obtain the integral

operator
Fu(z) = /0 (@)ad@ (1.5)

and

which is studied in [5].
ivi Forn =k =1, a9 = a =11n (1.3), we obtain the Alexander
integral operator

G(z) = /0 %f)df. (1.6)

S.S. Miller and P. T. Mocanu (see [5]) has been studied some integral
operator. In order to give our results, we have the following result.

Lemma 1.2. [5] Let a function ® : C* — C satisfies

Re{®(iz, E3)43)} <0
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for all real z and all real y withy < —(14+22)/2. Ifp(z) = 1+p1z+---
is analytic in the unit disk D = {z € C: |z| < 1} and

Re{®(p(z),zp(z))} > 0, z€D,
then
Re{p(z)} > 0, z e D.

2. MAIN RESULTS

Y

Theorem 2.1. Let f; € A, and a; > 0 for alli € {1,2,---  k}. If
SNER HOREIHE
Re{Zai[ iONs ( e ) ” > 1, (2.1)

then F, is n-valent convexr. Where, F, is the integral operator define
as in (1.3).

i=1

Making n = 1 in Theorem 2.1, we have the following:

Corollary 2.2. Let f; € A, «a; > 0 for all i € {1,2,--- ,k} and
Zle a; > 1. If (2.1) is hold, then the integral operator Fy, defined in
(1.1) is convex of order each o, 0 < av < 1.

Making k =n =1 in Theorem 2.1, we have the following:
Corollary 2.3. Let f € A, a € [0,1]. If
2f"z)  z2f(2)\2 }
Req « — > 1,
el - G

then the integral operator F, defined in (1.5), is convex of order each
a, 0 <a< 1.

Making Kk =n =1 and a = 1 in Theorem 2.1, we obtain the follow-
ing:

Corollary 2.4. Let f € A. If
2fz)  2f(2)\2
ey~ G 1>

then the integral operator G(z) defined in (1.6), is convex of order each
a, 0<a<.

then G(z) is convex. Here G(z) is the integral operator define as in
(1.6).
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Theorem 2.5. Let f; € A, and a; > 0 for alli € {1,2,---  k}. If

k 2182 2fl'(%)\2
R ey~ G 1) .

=1

then G,, is n-valent convex. where G,, is the integral operator define as
in (1.4).

Making n = 1 in Theorem 2.5, we have the following:

Corollary 2.6. Let f; € A, a; > 0 for alli € {1,2,---  k}. If (2.2)
is hold, then the integral operator F,, ... o, (2) defined in (1.2) is convex
of order each o, 0 < o < 1.

Taking k =n = 1and a = 1 in Theorem 2.5, we obtain the following:
Corollary 2.7. Let f € A. If

21O0)  2f" ()2
IERES e

then f(z) is convex function.

Re
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ABSTRACT. In this paper, we investigate k-uniformly convex func-
tions and obtain some convolution results.

1. INTRODUCTION

In the theory of geometric function (see [1]), let A be the class of all
analytic functions of the form

f(2) :z—i—Zanz" (1.1)

which are analytic in the open unit disk D = {z € C,|z| < 1}. The
class of univalent functions in A denoted by S
A function f € A is said to be starlike if and only if

GSEREE

The class of starlike functions in A denoted by ST
A set I is said to be convex if and only if it is starlike with respect
to each of its points, that is if and only if the linear segment joining

1991 Mathematics Subject Classification. Primary 30C45; Secondary 30C50.
Key words and phrases. Univalent functions, Uniformly Convex functions, Uni-
formly starlike functions, Convolution.
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any two points of F lies entirely in £. A function f € S maps D onto
a convex domain F if and only if

2f"(2) }
Re<q 1+ > 0.
{ f'(2)
The class of convex functions in A denoted by C'V'.

Definition 1.1. [2] A function f is said to be uniformly convex (star-
like) in D if f is in CV (ST) and has the property that for every
circular arc v contained in D, with center (, also in D, the arc f(v) is
convex ( starlike w.r.t (f(7)).

The class of uniformly starlike functions in A denoted by UST and
the class of uniformly convex functions in A denoted by UCV.
Theorem 1.2. [2] Let f € A. Then

i: feUCV if and only if

Re{1+(z—g)§':(<;)} >0, (2,¢) €D xD.
ii: f € UST if and only if
R =IO S o (. yepxD.

C-0f ()
Note that by taking ¢ = 0 in theorem 1.2 we are back to the classes
CV and ST.

Definition 1.3. [2] S, = {F € ST| F(z) = zf'(2), f e UCV}

Definition 1.4. [1] Let 0 < k < oo. A function f € S is said to be
k-uniformly convex in U, if the image of every circular arc v contained
in D, with center ¢, where |(| < k, is convex.

For fixed k, the class of all k-uniformly convex function will be de-
noted by £k — UCV. Clearly, 0 —UCV =CV,and 1 —UCV =UCYV.

Theorem 1.5. [1] Let f € A and 0 < k <oo. Then f € k—UCV if
and only if
f'(2)

Re<1+(z—¢
SR
Definition 1.6. Sy, = {F € ST| F(z) = 2f'(2), f €e k—UCV}
Let f(z) € Agivenby (2) and g(z) = z+) -, b,z". The convolution
f and g, denoted by f * g, is a function in A, given by
(f*xg)(z) =2+ Zanbnz”
n=2

57
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For more dentils to this theory refer the book by Ruscheweyh [3].

2. CONVOLUTION CONDITION

Theorem 2.1. Let [2| < R<1,0< k<1, |z|=1andx# —1. The
function f is a k-unformly convez function if and only if

1 24+ ke (x+1) — 2+ 2)22
2 lf(z)* EE £ 0. (2.1)
where 6 = Arg [ZJ{,IEZ))]
Proof. The function f is k-uniformly convex in |z| < R if and only if
R{l+(z—()f<<))}>0 z€ D, 0<|¢] <k. (2.2)
Since (Z]{,/((j)))/ = =0, (2) is equivalent to
f”(Z)
14+ (2 — =1z 2.3
c-0F 8 # T el =102 - (2.3
Hence, we have:
2f"(z) ¢, z2fz), ¢ a1
1 %1 >
e T e TR e

or equivalently
(f'(2) =) +5f() -
f(2) r+1
which simplifies to

L 20, 2eD,cl <k

Y @ a9+ ror

The condition is fulfilled for every z € D and 0 < |¢| < k. Choosing

0= Arg[z j)] and ¢ = kze " from (2.4), we obtain that
(2f'(2)) ((x + 1)(L = ke ™)) + f'(z) (ke (x + 1) —x + 1) # 0.(2.5)

Since the function f given by (1.1), we obtain

o0 [e.o] 1
(zf'(2)) =1+ ZnQanz"_l = f'(2) * (Z nz"_1> = f'(z) * (e
n=2 n=1
So that the left hand side of (2.5) may be expressed as

F(2) * {<~”€+1><1 —ke ) ke et 1) —a it

1 — 22 1—=2
58
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thus, the inequality (2.6) is equivalent to

1+ ke " (z4+1)—z4+1 .

e

Hence, we have
ke~ (z+1)—z+1 _2

1 1) 5 2 + 2z
- [zf (2) TESE ] # 0, (2.7)

z

Since zf'(2) * g(z) = f(2) *x 2¢'(z), we can write (2.1) and this com-
plete the proof of theorem. O

Corollary 2.2. Let |2| < R<1,0< k <1, |z =1 and x # —1.
f € Skp if and only if

ke~ (z4+1)—z+1 _2
1 2+ ———z
: ] ‘o

2 [f(z) § 11— 2)?

where § = Arg [Zf”(z)] .

f'(z)

Corollary 2.3. Let |z| < R<1, |z| =1 and x # —1. The function f
is a uniformly convex function if and only if

1 z4e Pz +1)—x+2)22
where 6 = Arg [Z}c,lég)] )

Corollary 2.4. Let |2| < R<1,0< k <1, |z =1 and x # —1.
f €S, if and only if

2+ e~ (x41)—z+1 52

1 2
2 [f(z)* L ] £ 0.

where § = Arg [Z]{,/;S)] .
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ABSTRACT. A main difficulty with the collocation method is that
its coeflicients matrices become ill-conditioned when the degree of
approximations increases. This can cause numerical troublesomes
and decreases the accuracy of the solutions. Here, three meth-
ods are presented based on the combination of Bernstein colloca-
tion and optimization methods for approximate solutions of linear
integro-differential equations. Several numerical examples are pre-
sented which demonstrate the effectiveness of presented methods.

1. INTRODUCTION

A linear Fredholm-Volterra integro-differential equation (LFVIDE)
of order n is generally as follows:

L(y() = > may®a) + A0 [ Kylaytords

Y / " Ko (e ()t = g(2)

along with the mixed conditions
n—1 ng

Sl (y(:c)) = Zzajkly(k)(djkl) = U, [ = 1, N U 1, (12)

k=0 j=1

(1.1)

1991 Mathematics Subject Classification. Primary 45J05; Secondary 90C90.
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where, the known functions pi(z), Ks(z,t), K,(z,t) and g(z) are de-
fined on [a,b], A1, X2, @jk, djr, pu are appropriate constants, and ny
are positive integers. Clearly, L and S; are linear operators.

The Bernstein polynomials are well known as the basis for polyno-
mial spaces and have been used extensively in the literature [I, 2].
Also, collocation methods have been widely used to solve a variety of
functional equations [1, 5]. But, a main difficulty with these methods
is that its coefficients matrices become ill-conditioned as the degree of
approximations increases.

In this paper, we present some optimization-based schemes to ap-
proximate solution of LFVIDE (1.1) and (1.2). Our methods guaran-
tee that the obtained approximate solution satisfies exactly the mixed
condition (1.2). The numerical results show that they are more ac-
curate than the standard collocation method. In addition, they are
numerically stable as degree of approximations increases.

2. BERNSTEIN POLYNOMIALS

Let denote the Bernstein polynomials of degree m on the interval
[a,b] by Bj.,(x). It is mathematicaly convenience to set B;,, = 0, if
t < 0 or¢>m. Define

G () = [Bon(2) Bim(2) ... Bum(@)]", (2.1)

we can write ¢/ (x) = D¢, (z) and PP () = D¥¢,,(x) by extension,
where, D is operational matrix of derivative with elements [2]:

—J, i=j—1
2j — i
;=07 T : ii=1,...,m+1
m—7, 22]"’1
0, otherwise.

Next underlying theorem provides an appropriate framework of using
Bernstein polynomials for approximating of functions [0].

Theorem 2.1. If y € C*[a,b], for some integer k > 0, then B,g?(y; x)

converges uniformly to y(x) fori=0,... k, as m — oo, where,
_ b—a)i
B (y;x) = Zy(a + %)Bi,m(x)'
k=0

3. STANDARD COLLOCATION METHOD

Let m
Ym () =D iBim(x) = dm(z)"C (3.1)

=0
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approximate the solution of (1.1) and (1.2) where, C' = [cg, ¢1, ..., ¢
is the unknown coefficients vector and ¢,,(x) is the basis functions vec-
tor is defined in (2.1). By substituting y,, in (1.2), using the operational
matrix of derivative D and the linearity of \S;, we obtained:

(Si(pm(@) C =g, 1=1,...,n—1, (3.2)

Also, by substituting y,, in (1.1), using the linearity of L and applying
the collocation points z; € [a,b], 7 =1,...,m —n+ 2, we can write

L((bm(xj))TC':g(xj) j=1,....m—n+2. (3.3)

Now, by solving the set of m + 1 linear equations (3.2) and (3.3) we
obtain the unknown vector C' and thus approximate solution y,,.

4. NEW OPTIMIZATION-BASED SCHEMES

The residual function for integro-differential (1.1), is defined as:
R(y;z) = L(y(x)) — g(2).
Therefor, for approximate solution v,,, the residual function is
R(2) = Rlymi ) = L(6m(x))" C = g(x).

We determine the unknown vector C' by combining the collocation
method and minimizing the error corresponding to R, (z).

Obviously, ¥, must satisfy the mixed conditions (1.2), this gives us
n — 1 equations. Consider collocation points x1, ...z,, € [a,b], where,
n, > m —n+ 2. We partition these points into two distinct subsests A
and B and represent the point indices of these two sets with I and J,
respectively. For each j € J, we set R,,,(x;) = 0 to mean that at these
points (1.1) is set exactly. These points are chosen so that they are
distributed throughout the interval [a, b]. Their number should be less
than m—n+2 (say, 3(m—n+2)). Otherwise, corresponding collocation
equations precisely determine 7,,. For points in A, we minimize the
errors corresponding to the residual function R,,(z). This explanation
leads to the suggestion of the following three schemes: i) Least squares
of errors, ii) Minimizing the sum of absolute errors, and iii) Minimizing
the maximum of absolute errors. In each of these schemes if n, =
m — n + 2, then the errors are zero at all collocation points and so the
method is equivalent to the collocation method.

5. NUMERICAL EXPERIMENTS

We considered eight experimental problems from literature. The
performance profiles that introduced by Dolan and Moré [3] is used as
a comparison measure of different methods for m = 5,10, 15,25 and

35. Here, p;(7) indicates the fraction of problems for which method ¢
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is within a factor of 7 > 1 of the best method according to the statistic
chosen [3]. Therefore, the algorithm whose efficiency function graph is
higher has better performance in comparison. The performance profiles
of the methods on all considered test problems could be seen in Figure
1. The curves denoted by “CM”, “PM1”, “PM2” and “PM3” respec-

F1GURE 1. The performance profiles for collocation and
our three proposed methods.

tively give mean errors of the collocation method, minimizing squares
of errors, minimizing sum of absolute errors, and minimizing maximum
of absolute errors. Clearly, Figure 1 shows that our optimization-based
methods here significantly outperform the standard collocation method
on the test problems.
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ABSTRACT. We introduce the concepts of L*~limited and almost
L*-limited sets in Banach lattices. We obtain some characteriza-
tions of them with respect to some well known geometric properties
of Banach spaces, such as, weak DP* property, strong relatively
compact Dunford-Pettis property and almost limited completely
continuous operators on such Banach lattices.

1. INTRODUCTION

A subset A of a Banach space X is called limited, if every weak* null
sequence (z}) in X* converges uniformly on A, that is

lim sup [(a,x})| = 0.

n—oo acA

Every relatively compact subset of E is limited. If every limited subset
of a Banach space X is relatively compact, then X has the Gelfand—
Phillips (abb. GP) property. For example, ¢, ¢, reflexive spaces and
Schur spaces (i.e., weak and norm convergence of sequences in X co-
incide) have the GP property [3]. Also we recall that a Banach space

1991 Mathematics Subject Classification. Primary 46A40, 47L20; secondary
46B28, 46B99.
Key words and phrases. limited set, Gelfand—Phillips property, almost limited
set, strong Gelfand—Phillips property.
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X has the GP property if and only if every limited and weakly null
sequence (z,) in X is norm null.

In this article, at first we define the concepts of L*~limited and almost
L*~limited sets in Banach lattices. At first, we remember some defini-
tions and terminologies from Banach lattice theory.

It is evident that if £ is a Banach lattice, then its dual E*, endowed
with the dual norm and pointwise order, is also a Banach lattice. The
norm |.|| of a Banach lattice £ is order continuous if for each general-
ized net (z,) such that z, | 0 in E, (x,) converges to 0 for the norm
||.ll, where the notation z, | 0 means that the net (z,) is decreas-
ing, its infimum exists and inf(z,) = 0. Bpg is the closed unit ball of
E. The lattice operations in the Banach lattice E' are weakly sequen-
tially continuous if for every weakly null sequence (z,,) in E, |z,| — 0
for o(E, E*). We refer the reader for undefined terminologies, to the
classical references [1].

2. MAIN RESULTS

Following the introducing of the concept limited sets in Banach
spaces, we define L*~limited sets and almost L*-limited sets in Banach
lattices.

Definition 2.1. Let E be a Banach lattice. A norm bounded subset
B of a Banach lattice FE is said to be an L*~limited set if every weakly
null and limited sequence (x,) of E* converges uniformly to zero on
the set B, that is sup;cp | f(2,)| — 0.

It is clear that every limited set in X is L*-limited and every subset of
an L*-limited set is the same. Also, it is evident that every L*~DP set
is weak® bounded and so is bounded.

Recall from [2], that a subset A of a Banach lattice E is called almost
limited if every disjoint weakl* null sequence (z7) in E* converges uni-
formly on A.

Definition 2.2. Let E be a Banach lattice. A norm bounded subset
B of a Banach space F is said to be an almost L*—limited set if every
weakly null and almost limited sequence (z,,) of E* converges uniformly
to zero on the set B, that is sup .z | f(2n)] — 0.

It is clear that every almost L*-limited in F is L*~-DP and every sub-
set of an almost L*-limited set is the same. Also, it is evident that
every almost L*—limited set is weak® bounded and so is bounded. The
following theorem gives aditional properties of these sets.

Proposition 2.3. (a) Absolutely closed convex hull of an almost

L*~limited is an almost L*—DP set,
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(b) relatively weakly compact subsets of Banach lattices are almost
L*~limated set.

Note that the converse of assertion (b) in general, is false. In fact, the
following theorem, shows that the closed unit ball of ¢y is an almost
L*-DP set, but it is not relatively weakly compact.

Recall from [?] that a Banach lattice E has the strong GP property if
all almost limited subsets of E are relatively compact. It is clear that
the strong GP property implies the GP property.

It is well known that every limited set is conditionally weakly compact.
However, B,__ is indeed almost limited and by Rosenthal’s ¢;-theorem,
By is not conditionally weakly compact.

By [1], an element e in a Banach lattice F is called a weak unit if
B. = E, where B, is the band generated by e. For example, C[0, 1] is
a Banach lattice with the weak unit u(¢) = ¢t. Banach lattices M0, 1],
of all signed Borel measures on [0, 1] of bounded variation and ()%,
do not have any weak unit.

Theorem 2.4. [?] Let E be a Banach lattice such that E* has a weak
unit or E has order-continuous norm. Then every almost limited set
A in E is conditionally weakly compact.

Theorem 2.5. Let E/ be a Banach lattice such that E** has a weak
unit or E* has order-continuous norm. Then E* has the strong GP
property iff every bounded subset of E is an almost L*—limited set.

Definition 2.6. A bounded linear operator 1" from a Banach lattice
X into a Banach space F is almost L*~limited if T'(Bx) is an almost
L*~limited set in £. We denote this class of operators by Lli(E,Y).

Definition 2.7. A bounded linear operator T from a Banach space
X into a Banach lattice E is almost L*~limited if T'(Bx) is an almost
L*~limited set. We denote this class of operators by L:li(X, E).

It is easy to see that the operator space L*li(X, F) is a norm-closed
subspace of L(X, F).

A Banach space X has the GP proeprty if and only if for each Banach
space Y, Lee(X,Y) = L(X,Y).

Theorem 2.8. An operator T is almost L*—limited if and only if its
adjoint T™ is alcc. Also each weakly compact operator is almost L*—
limited.

A Banach lattice E has the weak DP* property if every relatively

weakly compact set in E is almost limited set.
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Theorem 2.9. If E* has the weak DP* property, then each almost
L*—limited set in E is a limited set.

Definition 2.10. A Banach lattice E into a Banach space E is almost
L*~limited property, if all almost L*-limited sets in E are relatively
weakly compact.

Corollary 2.11. Dual Banach lattice E* has the strong GP property
and E has the almost L*~limited property, iff E is reflexive.
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ABSTRACT. A nonsingular n xn real matrix A is called a G-matrix
if there exist nonsingular diagonal matrices Dy and Dy such that
AT = D1 AD,. Let J = diag(%1) be a signature matrix (a diag-
onal matrix that each of whose diagonal entries is +1 or —1). A
nonsingular real matrix @ is called J-orthogonal if Q7.JQ = J. In
this note we investigate some properties of G-matrices and we find
a relation between G-matrices and J-orthogonal matrices.

1. INTRODUCTION

The concept and properties of G-matrices were originally studied in
[l] by Fiedler and Hall, see also [1]. For n < 3, the set of all n x n
G-matrices has been characterized but there is no characterization in
case n > 4, see [2].

Proposition 1.1. A 2 x 2 matriz is G-matriz if and only if it is
nonsingular and has four or two nonzero entries. In other words every
2 X 2 G-matrixz has one of the following forms:

1— (8 2) 07”(2 8) where a # 0 # d.

2— (Z Z) where a # 0 # d, b# 0 # ¢ and ad — bc # 0.

1991 Mathematics Subject Classification. Primary 15B10; Secondary:15A30.
Key words and phrases. G-matrices, Connected components, J-orthogonal
matrices.
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Proposition 1.2. A 3 x 3 matriz A is G-matriz if and only if it is
nonsingular and one of the following condition holds:

1— There exist a 2x2 G-matriz B and a scalar a such that A = B®|al,
(up to multiplication by a permutation matriz).

2— A = [a;;] has at most one zero entry and

a12a13 Q22a23 G320A33
det | ajiaiz agiae3 asjass | =0.
a11a12 Q21022 (a31423

Some properties of G-matrices are collected in the following propo-
sition:

Proposition 1.3. The following statements are true:

1— All orthogonal (J-orthogonal) matrices are G-matrices.

2— All nonsingular diagonal matrices are G-matrices.

3— Any n positive real numbers are the singular values and eigenvalues
of a diagonal G-matrixz D.

4— If A is a G-matriz, then both AT and A~ are G-matrices.

5— If A is an n x n G-matriz and D is an n X n nonsingular diagonal
matriz, then both AD and DA are G-matrices.

6— If A is an n x n G-matrix and P is an n X n permutation matriz,
then both AP and PA are G-matrices.

2. G-MATRICES AND J-ORTHOGONAL MATRICES

Denote by J = diag(+1) a diagonal (signature) matrix, each of whose
diagonal entries is +1 or —1. As in [5], a nonsingular real matrix @ is
called J-orthogonal if QTJQ = J, or equivalently, if Q=7 = JQ.J.

The following proposition gives a characterization of J-orthogonal
matrices. For a fixed signature matrix J, let

I,(J)={AeM,: ATJA=J}.

Proposition 2.1. (hyperbolic CS decomposition) Let ¢ > p and J =
I, & (—1,). Then every A € I',(J) is of the form

(U@ Uz)(< _CS _OS ) @ 1) (V1 & V2), (2.1)

where Uy, Vi € O,, Uy, Vo € Oy and C,S € M, are nonnegative
diagonal matrices such that C?> — S? = I. Also, any matriz of the form

(2.1) is J-orthogonal.
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The following proposition gives an interesting topological property
of J-orthogonal matrices.

Proposition 2.2. Let J be an n X n signature matriz. If J # £1 then
I',.(J) has four connected components.

, Cg //
/ P /
‘I /
~o—"
/
[
o o]
CZ J \ [ C].

For fixed nonsingular diagonal matrices Dy and D, let
G(Dy,Dy) ={AeM, : AT = D,AD,}.

Let A be a nonsingular Hermitian matrix. The inertia matrix of A is
the diagonal matrix i(A) = I;, (a4) ® —1;_(4) in which i; (A) is the num-
ber of positive eigenvalues of A, and i_(A) is the number of negative
eigenvalues of A, see [0].

The following known result from [I] shows that if A= = D;AD,
then D; and Dy have the same inertia matrix.

Proposition 2.3. Suppose A is a G-matriz and A~T = Dy AD,, where
Dy and D4 are nonsingular diagonal matrices. Then i(Dy) = i(Dy).

Theorem 2.4. Let Dy and Dy be nonsingular diagonal matrices with
the inertia matriz J. Then there exist permutation matrices P and Q)
such that

G(D1, Dy) = {|Dy|7Y2PTAQ|D,| Y2 : A e T (J)}.

Corollary 2.5. Let Dy and Dy be nonsingular diagonal matrices with
the inertia matriz J. If J # £I then G(Dy, Dy) has four connected

components.
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ABSTRACT. In this talk, we review the categorical approach to
Hilbert C*-modules. We would also present some applications of
vector bundles to study Hilbert C*-modules.

1. INTRODUCTION AND PRELIMINARIES

One of the main approaches to study Hilbert C*-modules is the cat-
egorical one. Indeed, a generalization of the Serre-Swan theorem states
that the category of Hilbert Cy(Z)-modules is equivalent to the cate-
gory of bundles of Hilbert spaces over locally compact Hausdorff space
Z [7], [9]. Moreover, the generalization of this result to a C*-algebra
over a non-commutative C*-algebra holds. More precisely, the category
of Hilbert C*-modules over C*-algebra A is equivalent to some category
consisting of Hilbert bundles over the pure state space of A ([5]). We
mention in section 4 some results in Hilbert C*-module theory which
has been obtained by regarding this equivalence of categories.

2. ConTINUOUS FIELDS OF HILBERT SPACES

While studying category of Hilbert A-modules, where A is a com-
mutative C*-algebra, the notion of continuous fields of Hilbert spaces
appears.

1991 Mathematics Subject Classification. Primary 46L08; Secondary 42C15,
46L05.
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Definition 2.1. Let Z be a locally compact Hausdorff space. Consider
((H,).ez,1'),where (H,),cz is a family of Hilbert spaces and IT' is a
subset of [[,., H.. Also, we set

¢y - [] B _{erH [z e || )H]eco(Z)}

z2€Z z€Z

The pair ((H,).ez, ') satisfying the following properties is said to be a
continuous field of Hilbert spaces.

o I'is a subset of Cy — [],., H..

e For every z € Z, the set {z(z)|z € I'} is equal to H,.

o For every x € [[,., H., if for every z € Z and every € > 0,
there is an 2’ € I' such that ||z(2") — 2/(2')]| < ¢, for all 2’ in
some neighborhood of z, then z € T';

The space H = [],., H. is called the total space.

Note that the function z — (z(z),y(z)) is an element of Cy(Z2), for
every x,y € I'.

Example 2.2. Let ((H,).cz,I") be a continuous field of Hilbert spaces
over a discrete space Z. One can easily conclude from definition of

continuous field of Hilbert spaces that I' = [],., H

A morphism ¢ : ((H,).ez,I)) — ((KZ)ZGZ,F’) of continuous fields
of Hilbert spaces is a family of linear maps {¢, : H, — K, : z € Z}
such that the induced map v : H — K on the total spaces satisfies
{pox:x € I'} C I and also the map z — |1, || is locally bounded. By
[7, Proposition 4.7.], I has a structure of Hilbert Cy(Z)-module with
pointwise multiplication and inner product

(2, 9)(2) = (2(2),4(2)) (z,y el z€2).

Indeed, the category of Hilbert Cy(Z)-modules is equivalent to the
category of continuous fields of Hilbert spaces [7, Proposition 4.8]. In
particular, if ((H,),ez,I') and ((K,).ez,1”) are the corresponding con-
tinuous fields of Hilbert spaces to Hilbert Cp(Z)-modules X and Y,
then for each A in End(X,Y), the map A, : H, — K, defined by
A.(z(z)) = (A(x))(2) is a well-defined bounded linear operator, for
every z € Z [7].

Example 2.3. If we consider A = Cy(Z) as a Hilbert A-module, in the
natural way, then the corresponding continuous field of Hilbert spaces
to Hilbert A-module A is ((C,).cz,'4), where C, = C, for every z € Z
and I'y = {(f(2)).ez : f € Co(Z)}. In particular, when Z is discrete
then 'y = Cp — [],., C..
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3. HoLoMORPHIC HILBERT BUNDLES

Let A be a C*-algebra, A the spectrum of A and P(A) be the set
of pure states of A. In general, P(A) is not compact, in this case we
consider Py(A) = P(A) U {0}. However, we set Py(A) = P(A), when
P(A) is compact.

We use the notations 7 = [f] and f = (m,e), whenever 7 : A —
B(H,) is a member of A and e = h ® h for some unit vector h € H,
and f is the pure state f(-) = (7 (-)h, h).

In this case, the unitary equivalence class of f (as a set) is equal to

Ry(H,) :={e € B(H,) : e is a rank one projection}.
The set Ry(H,) has a natural holomorphic manifold structure that is
independent of the chosen representative element in each equivalence
class in P(A) [5]. Therefore, we can identify P(A) as the disjoint union
of projective spaces, i. e.,

P(A) = UA{W} x Ry(H,).

Then Py(A) has a natural holomorphic manifold structure and it has
a natural uniform structure determined by the seminorms arising from
evaluation at the elements of A.

In [5], G. A. Elliott and K. Kawamura introduced the concept of
uniformly continuous holomorphic Hilbert bundle of dual Hopf type
over pure states of a C*-algebra.

4. SOME APPLICATIONS

In [8], the categorical approach to Hilbert Cy(Z)-modules used to
determine the existence of frames in Hilbert C*-modules [0, Question
8.1]. More precisely, the existence of a family {f;};c;r of elements of
X, such that X;c;(x, f;)(fi,x) is convergent in unltra weak operator
topology to some element in universal enveloping von Neumann algebra
of A. Also, there exist constants 0 < C' < D < oo such that for all
reX,

Clz,2) < Sier(z, fi)(fi,2) < D{z, x)

Theorem 4.1. Let (H, X (H)) be a continuous field of Hilbert spaces
over an infinite locally compact Hausdorff space T with some accumula-
tion points. There is a countable subset W C T and a pointts, € W /W

that Hy is separable for everyt € W and H,__ is non-separable. More-
over, X(H) as a Hilbert Co(T')-module has no frames.

Moreover, for a C*-algebra of compact operators, i.e. a C*-algebra

that admits a non-degenerate representation in K (H ), for some Hilbert
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space H, this approach has been applied to determine the structure of
a Hilbert A 4 C-module that admits no-frames [1] and [2].

In [3, Definition 1.3], algebra-valued G-frames in Hilbert C*-modules
has been defined as a family {A; € End(X, A) : i € I} such that there
exist constants 0 < C' < D < oo that for every z € X,

Clz,x) <> (Mi(x), Ai(x)) < D(, ), (4.1)
iel

where, by using the standard isometric embedding of A into its univer-
sal enveloping von Neumann algebra A**, the value ). (A;(z), Ai(x))
is the limit of the increasingly ordered net of its finite partial sums
with respect to the ultraweak topology on A**. Considering a Hilbert
Co(Z)-module as a continuous field of Hilbert spaces, the following
result holds.

Theorem 4.2. [3, Corollary 2.6] Every Hilbert C*-module over a com-
mutative C*-algebra A admits an algebra-valued G-frame iff A is C*-
algebra of compact operators.

Also, in [1], orthogonality preserving pairs of operators on continuous
fields of Hilbert spaces, which is one of the interesting problems in the

study of linear preserving problems has been studied. By definition,
pair of U, ® : E — F, where E and F are Hilbert Cy(Z)-modules, such
that for every x,y € E, (z,y) = 0 implies (¥(z), ®(y)) = 0.
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ABSTRACT. An operator T € L(X) is called M-topologically tran-
sitive, if for each pair of nonempty open subsets U,V of M that
are relatively open, there is a positive integer n > 0, such that
T"(U)NV # ¢ and M is an invariant subspace under T™. In
this paper, we describe the local subspace transitivite operator and
some topological properties of the set Jys(z) will be investigated.

1. INTRODUCTION

Assume that X is an arbitrary Banach space with a closed subspace
M and T € L(X) is a continuous linear map. If for every pair of
nonempty open subset (U, V) of X there is an n € N, so that subset
T (U)NV # ¢ and M is an invariant subspace under 7", then the
operator T is called M-topologically transitive. When M = X, then
T is called topologically transitive and for the first time, Birkhoff [3]
proposed the topological transitivity operator with an example, which
plays an important role in approximating any entire function belong-
ing to H(C). In [7], [] and [9] one can see more information about
M-topologically transitive.
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Authors in [1] and [5] tried to introduce the localized notion of topo-
logically transitivity. In fact, they proposed J(z) for a vector x in
Banach space X as following:

J(z) = {z € X;there exist a sequence {z,} C X and a strictly
increasing sequence of positive integers {my}, such

that z, — x and T""z, — z}.

An equivalent definition for the set J(z) through the open sets and a
criterion for J-class operators were presented in [1]. Two good books
for the study on transitivity and J-class operators are [2] and [0].

In this paper, we will define the definition of M-extended limit set
for a vector x and some topological properties of it will be investigated.

2. PRELIMINARIES AND MAIN RESULTS

Although this section is devoted to the main results of this paper,
but firstly we give some preliminaries.

Definition 2.1. M-extended limit set of vector x under an operator
T € L(X) is the set of all y € M such that there is a sequence {z,}
in subspace M and a strictly increasing sequence {k,} C N such that
z, — x and Tk z, — y, and for all n, T* (M) C M.

The M-extended limit set of vector x under an operator 1" is denoted
by Ju(z).

Proposition 2.2. Let T € L(X) be an M-topologically transitive oper-
ator. Then for every nonempty relatively open subsets U, V of M, there
is an infinite subset P C N such that for alln € P,the set VNT~"(U)
s nonempty and M is an invariant subspace under T™.

Proof. If T € L(X) is an M-transitive operator and U, V are nonempty
relatively open subsets of M and if ng > 0, so that T-"(U) NV #£ ()
and T™ (M) C M, then two distinct vectors x,y € T-"0(U) NV and
relatively open subsets U, and U, of M are assumed, so that U,, U, C
T-"U)NV and U, NU, = 0.

According to the assumptions, there is an integer & > 1, such that we
have T#(M) C M and T~*(U,)NU, # 0. Thus, the set V NT~k+no) (1))
is nonempty and, clearly, T+ (M) C M. By repeating the above
method, it can be ensured that there is an infinite subset P of N, such

that for every n € P, VNT™(U) # ) and T™(M) C M. O
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The recent proposition shows that one can find a strictly icreasing
sequence {k,} C N with desirable property in the following theorem.

Theorem 2.3. Assume that T € L(X) and x € M. In this case,
we have JVf(x) = Jp(x) where JYf(z) is the set of all y € M such
that for every relatively open neighborhoods U, V,, of vectors x,y in M

respectively, and every positive integer ng, there exists an integer n > ny
such that T"(U,) NV, # 0 and T"(M) C M.

Proof. Assume that y € Ji*(z), ko = 1, N = k,_1 and set U n) =
1 1

B(xz,—)NM, Vi = By, —)NM, for every n € N. By the assumption,
n n

integer k, > N and vector z, € U, exist such that T% (M) C M
and T* z,, € V|, ). Thus the sequences {k,} and {z,,} are proposed by
induction so that we have x, — = and 7%z, — y. This completes
the proof of nontrivial side. O

For an operator 7' € L(X), if equality Jy(z) = M is established for
a vector x € M, then x is a subspace J-class vector for subspace M
under 7. We then call T" a J,,-class operator.

According to the earlier proposition which in fact defines a local-
ized M-transitive operator, it is concluded that 7" € L£(X) is an M-
transitive operator if and only if Jy/ () = M for all z € M. Now, some
topological properties of the set Jy/(x) will be investigated.

Theorem 2.4. Let T' € L(X). Then the set of all subspace Jyr-class
vectors for subspace M under T is a closed, connected and T-invariant
set.

Proof. For convenience in the proof process, set:
J={xeM; Iy(x)=M}.
Clearly, the set J is a T-invariant set .

stepl. the set J is connected. For the proof of this claim and to
overlook the trivial state, assume that z € J, y € M, A € C and
A # 0. In this case, there is a strictly increasing sequence {k,} C N

and a sequence {x,} C M, such that z,, — z and T* z,, — -

If {\,} € C, \, — A, then, \,z, — Az and T*(\,z,,) — y. Thus
y € Iy (Ax), or equivalently, Jy (Ax) = Cax.

Note that fore every vector z, the set Cx is connected and J = |J Cuz.
zeJ
In the end of this step, if A\, — 0, then Jy(0) = M or 0 € J. Since

0€ [ Cxz, so J is a connected set.
zeJ
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step2. Suppose that an arbitrary sequence {y,} C Ja(z) converges
to x, then we claim that y € Jy/(x).
If N € N and two arbitrary relatively open sets U, and U, are consid-
ered, then by the theorem 2.3, there exis integer ny > N, y,, € U, and
relatively open set Uy, such that U, C U,. Reuse of the theorem
2.3 shows that there is an integer n > ny, such that;

0+T"(U,)NU,, CT"(U,)NU, and T"(M)C M.

Hence, the proof is completed.
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ABSTRACT. For an operator 7' € L(X) and a vector z € X,
Jr(z) denotes the set of all points y € X for which there is a
sequence {z,} C X and a strictly increasing sequence {k,} C N
such that z, — x and T%»z, — y. For some non-zero vector z,
if Jr(x) = X, then z is called a J-class vector for J-class operator
T. In this paper, we show that, the set of all J-class operators on
a Banach space X is either empty or, it contains at least two oper-
ators of L(X). Also, by providing a nontrivial example, we show
that Jr(0) = X however, T is not a J-class operator, so J-class
vector should be a non-zero vector.

1. INTRODUCTION

Assume that X is a Banach space over the field C of complex num-
bers space and T € L(X). If for every pair of nonempty open subsets
(U, V) of X, thereisn € N, so that subset 7" (U)NV is nonempty; then,
the map T is transitive. For the first time, Birkhoff [3] proposed the
topological transitivity operator with an example, which plays an im-
portant role in approximating any entire function belonging to H(C).
If the underlying space is considered as a separable Banach space, then
transitivity is equivalent to hypercyclicity. To clarify the notion of
hypercyclicity, note that, if for an x € X the orbit of x under T i.e.

1991 Mathematics Subject Classification. Primary 47A16; Secondary 37B99.
Key words and phrases. J—class operators, Hypercyclic operators, topologically
transitive operators.
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orb(T,x) ={T"x; n=0,1,2,---} is dense in X, then x is called a hy-
percyclic vector for the hypercyclic operator T. Ansari [1] constructed
a hypercyclic operator for an arbitrary infinite-dimensional separable
Banach space. Therefore every non-separable Banach space is deleted
in hypercyclicity.

Authors in [1] proposed Jr(z) for an operator T and a vector z in
Banach space X as following:

Jr(z) = {z € X : there exist a sequence {z,} C X and a strictly
increasing sequence of positive integers {my}, such

that z, — x and Tz, — z}.
Then they claimed that an equivalent definition for this set as follows;

Jr(z) ={z € X : for every pair of neighborhoods U, V of
x, z respectively, there exists a positive integer

n such that T"U NV # ¢}.

An operator T is called a J-class operator if there exists a non-zero
x € X such that Jr(z) = X. In fact, authors in [1] have tried to
introduce the localized notion of hypercyclicity. Firstly with an exam-
ple, we demonstrate the above localization is wrong. Indeed, consider
the backward shift operator B on ¢*(N) the space of square summable
sequences, and set 7 = B. Now consider a vector z € (*(N) such
that Tz £ 0. Obviously the vector T'z belongs to the recent set, but
for every strictly increasing sequence of positive integers {k,} and ev-
ery sequence {z,} C X, if z, — 2z then 7"z, — 0 and we get
Jr(z) = {0}. Thus the above recent set is not equivalent to Jr(z).
It worth to mention that, an equivalent definition for the set Jr(x)
through the open sets was introduced by Asadipour and Yousefi, [2].
To be precise;

Jr(z) ={z € X : for every pair of neighborhoods U, V of
x, z respectively, and every N € N there exists
an integer n > N such that T"U NV # ¢}.

In the following, we use this new definition to construct new J-class
operators from a J-class operator. Also, we show that, why should the
J-class vector be non-zero?

More information on the J-class operators and hypercyclicity can be
seen in [5], [0] and [7].
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2. MAIN RESULTS

As we mentioned in the previous section, the underlying Banach
space in hypercyclicity should be separable, however, this restriction is
not in the J-class. In other words, in addition to the separable spaces,
which are considered in the hypercyclicity, some non-separable Banach
spaces such as ¢>°(N) support J-class operators, [1]. So we stress that
in the following, X denotes only a Banach space, unless emphasis on
its separability or non-separability.

Theorem 2.1. Let T' € L(X) be a J-class operator. Then for ev-
ery invertible operator, S € L(X), the operator ST'TS is a J-class
operator.

Proof. Consider x € X as a J-class vector for the operator T and fix
an N € N. If y € X is an arbitrary vector and Ug-1,, V, are two open
neighborhoods of S™'z and ¥, respectively, then by invertibility of S,
there exists an integer n > N such that;

T"S(Us-1,) N S(V,) # 6.

Therefore S™'T"S(Us-1,) NV, # ¢ or equivalently y € Jg-175(S 'x).
Hence the vector S~z is a J-class vector for the operator S~!T7'S. O

So the set of all J-class operators on a Banach space X is either
empty, or contains many operators of L(X). As you see, the proof
was very easily expressed with the help of the equivalent definition for
Jr(x) through the open sets. Now we want to answer the following
question;

Why should the J-class vector be non-zero in definition?
Contrary to the obvious example provided in [1], in the following, a
nontrivial operator 7" will be raised such that Jp(0) = X however, is
not a J-class operator. In fact, the unilateral weighted backward shift
T on *(N) with the weight sequence {w,, }nen C N is topological tran-

sitive, if, and only if limsup([ ] w;) = 400, [0], therefore the following
no o i=1
operator 1" is not local topological transitive anywhere except at zero.

Example 2.2. Consider weighted backward shift operator 7" on ¢*(N)
given by:
T(x', 22, ---) = (227 §:1:3 éx‘l s ).
X, 5T 5T
Also let Y be the set of finite sequences with entries z € C that

Re(z) € Q, Im(z) € Q. Since Y is dense in ¢*(N), so there are
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strictly increasing sequence {2k}, sequence {x,} C Y that
rp = (2,0,2°%,0,--- 2?71 0,0,--+),
z, — 0 as k — oo and T%z;, = 0. Now, for the random member
Y= (y1’07y370,... 7y2m+170707...) cyY
and k > 1, we set;

1 3 3 2m+1 2m+1
UJQk(y):(O;"'707 Y 707 Y 7Oa"'7( )y s Uy
U 2%k +1 '2k+3 2(k+m) + 1

2k—times

0,-).

Clearly, for every k € NU {0}, wor(y) belongs to Y and the sequence
{war(y)} is a sequence in *(N). Since

2m . 9
2 J P 4m 2
w - . S bl
sl = 3150 < gl

so wor(y) — 0, as k — oo. Note that for n > 1:

1 1
T”(xl,xg,:vg, ce) = ((n + 1)93”“, —(n+ 2):B”+2, g(n + 3)93”+3, ) ,

2
thus
1 2%k +3. . 3
T2k‘ _ 2 1 1 3
un) = (@ + D50 D o
2(k+m)+1 2m + 1 P B
Camrn Grrm Y 00 )=y

Hence all conditions of the J-class Criterion in [2] holds and Jr(0) =

02 (N).
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ABSTRACT. In the following text for ¢ : Ng — Ny we show that if
0,(E) C E, then ¢ is finite fiber, however the inverse implication
is not true (where E denotes the collection of all entire functions

and for ) a,z" € C[[z]] we have 0,( )] an2") = ) aym)2"™).
n>0 n>0 n>0

1. INTRODUCTION

Generalized shifts have been studied in different areas like: “Dynamical
Systems”, “Functional Analysis”, “Group Theory”, “Ergodic Theory”,
“Transformation groups”, etc. (see e.g., [I, 3]), our main aim in this
text is to have a glance at generalized shifts with taste of “Complex
Analysis”, let’s mention that shift operators have been studied in an-
alytic approaches by so many authors (see, e.g., [1, 5, 6]) although
our point of view is different in some senses. It’s common to consider
an entire function as a member of all formal power series with coef-

+oo
fecients in complex domain C, C[[z]] = {z a,z" :¥n>0a, € C},
n=0

1991 Mathematics Subject Classification. Primary 30D20.
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where C[[z]] is a ring equipped with following sum and product (con-

+o00 +oo
sider Y a,z2", Z b,z" € Cl[[2]]):

n=0
Z%Z —l—Zb 2" —f (an + by)2"
n=0

—+00 +oo
Z Zb 2" Z Z ab;)z" .
n=0 n=0 i+j=n

For nonempty sets I', X and ¢: T =T wecall o,: X" = X' a gen-
(xa)QGFH(zw(a))QGF

eralized shift (generalized shift has been introduced for the first time

in [2] as a generalization of one-sided and two—sided shifts).

For region U in C suppose H(U) denote the collections of all holomor-

phic functions on U, in particular E := H(C) denotes the collection

of all entire functions, so one may consider inclusions £ C H(U) C

Cl[[z]](= CNo| where Ny = {0,1,2,...} and U = {2z € C: |2| < 1}), so0

for ¢ : Ng — Ny one may consider o, [g and o, [y, with o,(> " a,2") =

n>0

> aym2". Note that o, : C[[z]] = C[[z]] is a morphism of algebras.

n>0

Let’s mention that:

= {Zanz" e Cl[#]] : nli_)rgo|an|% = 0} )

n>0

H(U) = {Z a,7" € C[[2]] : limsup |an|" < 1} :

n>0 n—00

2. MAIN RESULTS AND COUNTEREXAMPLES

In this section for ¢ : Ny — Ny we show:
e 0,(H(rU)) C H(U) for all r > 1,
e if 0,(E) C E, then ¢ is finite fiber, i.e., for all n > 0, ¢~ !(n) is
finite.
The text will be motivated by counterexamples.
Theorem 2.1. For ¢ : Ng — Ny if 0,(E) C E, then for all n > 0,
0 1(n) is finite.
Proof. If there exists m > 0 such that ¢~ *(m) = {ny,ng,...} with

. 1
n < ng < oo, and 2™ = ) a,2" € E then limsup|apm)|r =
n>0 n—00

" =1 and o,(2") ¢ E. O
85

2
Jim Jag(p|™ = lim o,



GENERALIZED SHIFTS OVER ENTIRE FUNCTIONS

In the following example we show in Theorem 2.1 one can not replace
E with U.

Example 2.2. For p > 0, consider constant map ¢, : Ny — Ny, then

n—p
for all > a,z" € C[[z]] we have:
n>0

1 1 |1 a,#0
N gyl = lim |a,| —{o =0

which leads to o,(H(U)) = 0,(E) = 0,(C[[2]]) C H(U).

Theorem 2.3. For ¢ : Ny — Ny and r > 1 we have o,(E) C
o,(H(rU)) C H(U).

Proof. Consider > a,z" € H(rU), then ) a, is a(n absolutely) con-

n>0 n>0

1
vergent serries and lim a,, = 0. Suppose 6 := limsup |a,(m)|=. There
n—r0o n—00

exists ny < mg < --- with § = khrn [ \"k We have the following
cases: ”

- Case 1: {@(ng)}r>1 has a constant subsequnce {¢(ng,)};>1: in this

1
case suppose p(ng;) = p for all j > 1, then 0 = klim |agny)| ™ =
—00
1 1

jh_glo ’aW(nkj)‘ b= jh_{go |a,| ™ € {0,1}.

- Case 2: {p(ng)}r>1 does not have any constant subsequnce: in this
case using lim a, = 0 for all ¢ > 0 there exists NV > 1 such that

n—,oo
la,| < e for all n > N. Since {¢(ny)}r>1 does not have any constant

subsequnce there exists L>1 such that p(ng) > N for all £ > L,

hence 0 = hm |agng)| ™ i < lim supgnk =1

k—ro0
Using the above cases § = limsup ]%(n)|n < 1 and o,() a,2") €
n—oo n>0
H(U). O
Example 2.4. Consider ¢ : Ny — Ny with ¢(n!) = n (n > 1),
then for e* = > 2= € E and a, = 2 we have limsup |ag, |% >
n>0 n—00

lim sup |a¢,(n;)|% = limsup |a,|" = 1 hence by Theorem 2.3, g.(Y zn—)
n—00 n—00 n2>0

H(U)\ E.

Following example shows that Theorem 2.3 is not valid for r = 1.
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Example 2.5. Consider ¢ : Ny — Ny with ¢(n) = (n + 1), then for
Y>> nz" € H(U) and a,, = n we have:

n>0
lim sup |a¢(n)|% = limsup |a(n+1)n|% = limsup(n + 1) = +00.
n—o0 n—oo n—oo
Hence
Vs >0 0,() nz") ¢ H(sU).
n>0
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ABSTRACT. In this paper, we establish Ostrowski’s type inequal-
ity for uniformly s-convex functions. Also, we obtain some new
inequalities of Ostrowski’s type for functions whose derivatives in
absolute value are the class of uniformly s-convex.

1. INTRODUCTION

In 1928 Ostrowski proved the following result:
IF f: 1 — R is continous on (a,b) and f’: I — R is bounded on (a,b)
such that ||f’||0o < 00 then

1 (.’,E _ +b

L[ o<+ S0 - il
for all z € (a,b). The constant I in above inequality is the best.
Because of the attractiveness of the inequality topic, in recent years, a
lot of researchers have improved the Ostrowski and other inequality to
other functions (see[l], [3], [1], [7]).
In this section, we consider the basic concepts and results, which are
needed to obtain our main results.

In [[2], Definition 10.5], the class of uniformly convex functions is
defined as follows and we generalize this definition to uniformly convex
functions in the following.

|f (=

b—a

1991 Mathematics Subject Classification. 26D15, 26D07, 39B62.
Key words and phrases. Uniformly s-convex functions, Holder inequality, Os-
trowski inequality.
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Definition 1.1. Let f : R — R be a function. Then f is called
uniformly s-convex function with modulus v : [0, +00) — [0, +00] if ¢
is increasing, v vanishes only at 0, and

[z + 1 =t)y) + (1 =)l —yl) <f(2) + (1 =) f(y), (1.1)

for each z,y € [0, +00) and t € [0,1]. Furthermore, if s = 1, then f is
called uniformly convex.

Example 1.2. ([2]) In view of the equality,
(tr + (1= t)y)* +t(1 = t)(x —y)* = ta” + (1 - t)y",

for all t € (0,1) and z,y € R, the function f(t) = t* for t € R is
uniformly convex with s = 1 and modulus (t) = ¢* for all ¢ > 0.

In [1], Alomari et al. proved the following inequality of Ostrowski
type for functions whose derivative in absolute value are s-convex in
the second sense.

Lemma 1.3. Let f : I C R — R be a differentiable mapping on I° and
a,b e I with a <b. If f' € Lla,b], then the following equality holds:

a

—E%E%Eszﬁm+wl—QMﬁ

1) - [ rwar == [ -

for each x € [a,b].

2. MAIN RESULTS

2.1. Ostrowski type inequalities.

Theorem 2.1. Let f : I C [0,+00) — [0,+00) be a differentiable
mapping on I° such that f' € Lla,b], where a,b € I with a < b.
If |f'| is uniformly s-conver on |a,b] for some fixzed s € (0,1] and
|f'(x)] < M,z € [a,b], then the following inequality holds:

)~ 5 [ s < 2= =0
L (- @Pelle —a]) + (- Do~ b)

- (s+1)(s+2) )
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Proof. In view of Lemma 1.3 and uniformly s-convexity of | f’|, one has

b
O IO LE
(i:?Qétﬁﬁx+ﬂ—ﬂwwﬁ%%:?ZAtﬁﬁx+ﬂ—ﬂmwt
=

=L [ @l+ (= 17 @) = 0 = (e )
+EZ [l @]+ - 0170 - - 0ulle -

(r—a)® |f'(x)] TERT(s+1), ., I'(s +2)I'(2)
b—a [5—1—2 ['(s+3) Fa)l = ['(s+4) Y(lz = al)
(=02 |f'(@)]  TET(s+1) ., I'(s +2)I'(2)

* b—a [S+2 ['(s+3) £ ) = ['(s+4) Wl = o))

(x—b)* M P(lz — al)

@ M (=)

b—a[s+1_(&+$@+aﬂ+’b—a[s+1_(s+@@+2ﬂ
< M [(ZL’—G,)2—|—((L'—Z))2]_ 1 [(x—a)2¢(|x—a|)—|—(x—b)2¢(|x—b|)]
“b—a s+1 b—a (s +3)(s+2)
U

Remark 2.2. In Theorem 2.3, if s = 1, then
1 b M (z—a)*+ (z —b)?
— t)dt| <
@)= 5= | #ioyin < (==

1 e = o + = 0Pl =)
b—a 12 .

New inequalities of Ostrowski’s type for uniformly s-convex functions
as follows:

Theorem 2.3. Let f : I C [0,+00) — [0,+00) be a differentiable
mapping on 1° such that f' € Lla,b], where a,b € I with a <b. If |f'|
is uniformly s-convez on [a, b] for some fized s € (0,1],p,q > 1,2 +1 =1

'p g
and |f'(x)] < M,z € [a,b], then the following inequality holds:

@)= [ pwi B e ey,

b—a a ‘p+1 (s+1)(s+2)
(=02, 1 12(s+2)M?—(Jx —b|),2
* b—a(p+1ﬁ[ (s+1)(s+2) I’
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Proof. By Lemma 1.3 and Holder’s inequality, we conclude

ﬁ[(/O tpdté/ I/ (tz + (1 — t)a)|%dt) s
+&%E%2K/iﬂﬁﬁ§£\f@x+(1—ﬂwﬁﬁﬁ

0

(@=ap 1 5 /@I @I d(e—d) 1
T (p—l-l)p( s+ 1 s+ 1 _(S+1)(s+2))q
(=02 1 o [f@ |fOI Pz =b) 1
* b—a <p+1)p( s+1 i s+1 _(s+1)(s+2))q
(x—a) 1 \12(s+2)M7—y(jx—al):
=5 O T Groeey
(m—b)Q( 1 )%[2(8+2)Mq—¢(|$—b|)]%
b—a ‘p+1 (s+1)(s+2)
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ABSTRACT. In this paper, some relationships between vector variational-
like inequality problem and non-smooth vector optimization prob-

lem by using a-preinvex non-smooth weak subdifferen- tiable func-

tions are proved. The vector critical points, the weakly efficient
points and the solutions of the weak vector variational- likeinequal-

ity, based on the weak subdifferentiablity and pseudo-a-preinvexity
assumptions are introduced.

1. INTRODUCTION

The notion of weak subdifferential which is a generalization of the
classic subdifferential, is introduced by Azimov and Gasimov [7]. The
main ingredient is the method of supporting the given nonconvex set.
Subgradients plays an important role in deriving of optimality condi-
tions and duality theorems. The first canonical generalized gradient
introduced by Clarke. He applied this generalized gradient systemati-
cally to nonsmooth problems in a variety of problems.

The concept of vector variational inequality was introduced by [3]. Sev-
eral authors have discussed relationships between vector variational
inequalities and vector optimization problems under some convexity
or generalized convexity assumptions. The variational-like inequality

1991 Mathematics Subject Classification. Primary 47J30; Secondary 30HO05,
46A18.
Key words and phrases. Non-differentiable vector optimization, invex set, Weak
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problems are closely related to the concept of the invex and pre-invex
functions [2, 4],which generalize the notion of convexity of functions.
Yangand Chen [6] and Noor [1] have shown that the minimum of in-
vex functions on the invex sets can be characterized by variational-like
inequalities. Ruiz-Garzon et al. [2] presented relationships between
vectorvariational-likeinequality and optimization problems,under the
assumptions of pseudo-preinvexity.

Definition 1.1. [7] Let f : R — R be a function and z € R be a given
point. A pair (z*,¢) € R x RT where R*, the set of nonnegative real
numbers, is called the weak subgradient of f at x € X if the following
inequality holds:

(Vz € R) flz) = f(z) > 2" (x — &) — clz — Z|.

9V f(7) = {(m*, ¢) € RxR* : (Vz € R) f(z)—f(7) > 2*(¢—7)—c|lz—7] }

of all weak subgradients of f at z € R is called the weak subdifferential
of fatz € R. If 0¥ f(Z) # (), then f is called weakly subdifferentiable

at T.
Now we generalize the weak subdifferential for f : R — RP? as follows.

Definition 1.2. Let f : R — RP be a function and € R be a given
point. A pair (z*,¢) € R? x R™” where RT, the set of nonnegative real
numbers, is called the weak subgradient of f at x € X if the following
inequality for + = 1,2, ..., p holds:

(Vz € R) fi(x) — fi(2) > 2%i(x — T) — ¢;|x — Z|.

The set of all weak subgradients of f at z € R is called the weak sub-
differential of f at z € R. If 9 f(z) # 0 , then f is called weakly
subdifferentiable at Z.

Let R? be the p-dimensional Euclidean space and R*, be its non-
negative orthant. The following stipulation for equalities and inequal-
ities will be used throughout this paper. If z,y € RP, then

(1) e <y<= z; <y;,t = 1,2,...,p with strict inequality holding
for atleast one i;
2)z<y<=z;<y,i=1..,p;
b)) r<y<=z; <y,i=1,..p.
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2. MAIN RESULTS

In the sequel we first recall the definition of a-invexity [!] and then
we state the main results.

Definition 2.1. Let the functionn : S xS - Rand o : S x § —
R* — {0}, S € R. The set S is called o — invez, if for all z,z € S,
A e [0,1], z+ Aa(z, z)n(z,z) € S

Definition 2.2. Let S be a closed and « — invex non-empty set and
1 =1,2,...p. The weak subdifferentiable function f :.S — RP is called

(1) a-preinvex if there exist the functions n : S x S — R and
a:S xS —RT— {0} satisfying
Vo, € 5, 1) = i(7) 2 ale,2)(wn(e,7) - alite, 7))
for all (z},¢;) € 0V fi(T)

(2) strictly a-preinvex if there exist the functions : S x S — R

and a: S x S — Rt — {0}
satisfying

Va,7 € S, fi(x) — F1(@) > ale, 5) (@in(@, 7) — aln@, D) )
for all (z},¢;) € 0% f;(T)
(3) pseudo « -preinvex if there exist the functions n: S x S — R
and a: S x S — Rt — {0} satisfying
Va,z €5, fi(x) - fi(z) < 0= alz,7)(xin(x, ) — cln(z, 7)|) <0,
for all (2}, ¢;) € 0" fi(Z).
The following definitions will be utilized in the following.

Definition 2.3. [I] For a given open subset S C Rand f: S — RP, a
point z € S is said to

(1) efficient(Pareto) solution to NVOP if there does not exist a
x € S satisfying f(z) < f(2);

(2) weakly efficient (Pareto) solution to NVOP if there does not
exist a x € S satisfying f(z) < f(z).

Definition 2.4. for a given open subset S C R and f : S — RP. For
nonsmooth case,

(1) a vector variational-like inequality problem (VVLIP for short)
is to find a point z € S, and for any (z*,¢) € 0¥ f(x), there is
no x € S satistying x*n(z,z) — ¢|n(x,z)| <0

(2) a weak vector variational-like inequality problem (WVVLIP for
short) is to find a point x € S, and for any (z*,¢) € 9" f(Z),
there is no x € S satisfying 2*n(z, z) — c|n(x, )| < 0.
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Now, we establish some results about VVLIP and NVOP under the
condition of a-preinvexity.

Theorem 2.5. Let S be a closed a-invex non-empty set and f : S — RP
weakly subdifferentiable at * € S and a-preinvex with respect to n and
a Ifzr €S is a solution to the VVLIP with respect to the same n and
a, then x is an efficient solution to the NVOP.

The following result states relation between the solution sets of NVOP
and WVVLIP.

Theorem 2.6. Let S be a closed a-invex non-empty set and f : S — RP
be weakly subdifferentiable at x € S and pseudo-a-preinvex with respect
ton and a. If T € S is a solution to the WVVLIP then Z is a weak
solution for NVOP.

Theorem 2.7. Let S be a closed a-invex non-empty set and f : S — RP
and strictly a-preinvexr with respect to n and o ,for v = 1,2, ..p,. If
T € S is a weak efficient solution to NVOP, then x is an efficient
solution to NVOP.
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ABSTRACT. We extend the notion of approximate quas-iconvexity
and we obtain relation between approximate solution existence of
theses problems and differential of set-valued functions. Hence,
we consider sufficient or necessary conditions of the existence of
approximate solution for Stampacchia variational inequality.

1. INTRODUCTION

Optimization problems and variational inequalities have played a
crucial role for solving engineering and economics problems. Set-valued
optimization problem deals with the problem of finding efficient ele-
ments of a set-valued function. Hence, the pioneer work in the theory
of vector variational inequalities in 1980 began by Giannessi that ex-
tended the classical variational inequality for vector-valued functions
and proposed Stampacchia variational inequality. In the last decades,
many problems with different constraint in engineering and econom-
ics have been considered that as mathematical modeling and these
models can be considered as optimization problems and variational
inequalities. Mishra and Laha in [3] and Gupta and Mishra in [2]
considered approximate convexity assumption and obtained necessary
or sufficient conditions for existence of solution of scalar optimization
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problems and Minty and Stampacchia variational inequalities. But we
generalized approximate convexity concepts and focus on set-valued
mappings and relation between set valued optimization problems and
Minty and Stampacchia variational inequalities.

The outline of this paper is as follows: In this section, we define an op-
timization problem and some preliminary definitions and results which
are utilized in the following. In section 2, we obtain necessary and
sufficient condition relation between optimization problem and Clarke
subdifferentials, hence we obtain some relations between existence of
solution of vector parametric optimization problems and Stampacchia
variational inequality.

We recall some definitions and preliminary results which are used in
the next sections. Let X and Y be normed spaces and P be a topo-
logical space. Let A and B be nonempty closed convex subsets of X
and Y, respectively, n : A x A — A is a continuous function such
that n(z,y) = —n(y,z) and C : X x P — 2¥ be a set-valued map-
ping such that for any = € X and for any p € P, C(x,p) is a closed,
convex and pointed cone in Y such that intC'(x,p) # 0. Assume that
e : X x P — Y is a continuous vector valued mapping satisfying
e(z,p) € intC(z,p). Hence, suppose that K; : A x P — 24 and
K2 A x P — 2B,

Let the machinery of the problems be expressed by F': A x P — 2Y,
Consider the following parametric vector optimization problem, for
given p € P:

(VOP(p)) Find z € clK,(Z,p) such that, Iy € F(z,p) N
We denote the set of solutions of the above problems (VOP(p)) by S(p).
Special cases of the above problems are considered in [2] and [3]. We
extended approximately convex concept for set-valued functions then
by using of submonotonicity definition extend the following statements

for set-valued functions that stablished for single-valued functions by
Daniilidis and Georgiev in [5].

Ky (z,p) :

Function f is approximately convex iff 0f is submonotone.

We introduce the following new classes of set valued functions, that
generalize definitions [2, 1].

2. MAIN RESULTS

In this section, we obtain some sufficient conditions for the existence

of solution of Problem (VOP(p)). Let us define
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I'(p) ={T € A: Vye F(z,p) N Ky(%,p)
dx € K1<i”p) : (F(x,p) - y) N (—thC(l’,p)) # (Z)}a

E(p)={rec A: v €K (z,p)}.

Theorem 2.1. Let A be a convex set and xqg € A and F be approxi-
mately pseudoconvex of type II at xg € X. Then (xo,yo) is locally weak
minimal solution of

min F(z),

T€A

if and only if 0 € OoF | a(x0, yo)-

The following definitions generalize definitions of approximate effi-
cient solutions for optimization problems that were introduced in [3].

Definition 2.2. (a) A vector zy € X is said to be an approximate
efficient solution of type one of the Problem (VOP(p)) if and only if for

all € > 0, there isn’t § > 0 such that for all x € ky(xq, p) N Bs(xo) \ {zo}

Fyo € Ka(wo, p)NF (0, p) = (F(x,p)=yo—ece(wo, p)||lz—ol[)N—intC (x0, p) = 0.
(b) A vector xy € X is said to be an efficient solution of type two of

the Problem (VOP(p)) if and only if for all € > 0, there exists 6 > 0

such that for any « € Bs(xg) N Ky (xo, p),

Fyo € Ka(wo, p)NF (20, p) : F(w,p)—yotee(zo, p)||z—wo| € ¥Y\~intC(zo, p).

(c) A vector zp € X is said to be an efficient solution of type three of

the Problem (VOP(p)) if and only if for all € > 0, there exists 6 > 0

such that for any x € Bs(xo) N Ki(xg, p),

Jyo € Ka(xg, p)NF(x0,p) : (F(x,p)—yo—ee(xo, p)||z—x0]])N(—intC'(z0, p)) = 0.
The following definitions is genaralization of Definition 2.4 [2].

Definition 2.3. Function F' is
(a) approximately quasiconvex of type I corresponding to n at xq if for
all £ > 0 there exists 6 > 0, that if x,y € ki (zo, p) N Bs(xy) and

F(xz,p) — F(y,p) €Y \ —intC(xo,p).
then
(x*,n(z,y)) — ee(xo,p)||zo — x|| € —=C(x0,p) V2™ € OF (2, p).

(b) approximately quasiconvex of type II corresponding to n at xg if
for all € > 0 there exists 6 > 0, that if z,y € ki (xo,p) N Bs(zo) and

(F(xz,p) = F(y,p) + ge(wo, p) ||z — xol|) N C o, p) # 0,

then
(", n(z,y)) € —intC(xo,p) V2" € OF (z,p).
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Definition 2.4. (a) A vector zo € clK;(x,p) is said to be an ap-
proximate efficient solution of type one of Stampacchia variational in-
equality if and only if for all £ > 0, there isn’t 4 > 0 such that for all
x € Ki(xg,p) N Bs(zo)

Jz € aF(ﬁap) ¢ < Zan(y>$0)) > _56($0>p)||930 - $|| €Y \ —C'(xo,p)

(b) A vector zg € clKy(zo,p) is said to be an efficient solution of type
two of Stampacchia variational inequality if and only if for all € > 0,
there exists § > 0 such that for any x € K;(xq,p) N Bs(zo),

dz € OF (x,p) : < z,n(xp,x) > +ee(xg, p)|lx — x| € Y \ —intC(zo, p).

(c) A vector zyp € X is said to be an efficient solution of type three of
Stampacchia variational inequality if and only if for all € > 0, there
exists § > 0 such that for any x € Ki(z¢,p) N Bs(xo),

dz € OF (x,p) : < z,n(xo,x) > —ce(zo,p)||lz — zol| € Y \ —intC(zo, p).

Theorem 2.5. Let F': X — 2Y be a function. Then

e (i) if F' is approzimately quasiconvex of type II at vo € X and
xo is an efficient solution of type one of Stampacchia variational
inequality, then xy is also an efficient solution of type one of
the Problem (VOP(p)) .

e (ii) if F' is approzimately quasiconvexr of type II at xop € X
and xq is an efficient solution of type two of the Stampacchia
variational inequality, then xo is also an efficient solution of
type two of the Problem (VOP(p)).

e (iii) if F' is approximately quasiconvex of type Il at xy € X
and xqo is an efficient solution of type three of Stampacchia
variational inequality, then xo is also an efficient solution of

type three of the Problem (VOP(p)) .
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ABSTRACT. In this paper we by using fixed point Theorem prove
the stability of the Jensen functional equation in quasilinear spaces.

1. INTRODUCTION

Many authors have used the following fixed point theorem to proof
the stability of functional equations ( see[2]-[1]).

Theorem 1.1. Let (X, d) be a complete generalized metric space and let
J : X — X be a contraction map with a Lipschitz constant 0 < L < 1.
Then for each given element v € X, either d(J"x, J"™z) = oo for all
nonnegative integers n or there exists a positive integer ng such that

(1) d(J"x, J"" ) < oo for all n > ny;

(2) the sequence J™x converges to a fized point x*of J;

(3) x* is the unique fized point of J in the setY = {y € X|d(J"z,y) <

o0}
(4) d(y,z*) < ﬁd(y, Jy) forally €Y.

Definition 1.2. [1]A set X is called a quasilinear space (qls, for short),
if a partial order relation < , an algebraic sum operation and an oper-
ation of multiplication by real numbers are defined in it in such a way

1991 Mathematics Subject Classification. 39B72, 4TH10.
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that the following conditions hold for any elements x,y, z,v € X and
any a,b € R:

r<zifr<yandy<z

r=yifr <yandy < x;

r+y=y+ux;

e+ (y+2)=(r+y) =2z

there exists an element Ox € X such that x 4+ 0x = x;

(a+b).xr <ax+bux;
r+z<y+vif r <yandz < v;
(13) a.x < a.y if z < .

Definition 1.3. Let X be a qls. A real function [|.|[x : X — R is
called a norm if the following conditions hold:
(1) [|z]]x > 0if z # Ox;
) 2+ yllx < llzllx + llyllx;
) Mozl x = lal [l x;
) if & <y, then [lz]x < lyllx;
) if for any € > 0 there exists an element z. € X such that
r<y+z.and ||z x < e then z <y.

(2
(3
(4
(5
A gls X, with a norm defined on it, is called normed quasilinear space.

Hausdorff metric on normed quasilinear space X is defined by

hx(z,y) =inf{r 2 0: 2 <y+ap,y <z+ay}, flajl <7}
The function hyx(z,y) satisfies all of metric axioms and hy(z,y) <
lz —yllx.

2. MAIN RESULTS

Throughout this section, assume that X is a linear space and Y is a
complete normed quasilinear space.

Theorem 2.1. If function f : X — Y with f(0) = Oy and symetric
function ¢ : X x X — [0,00) for all x,y € X satisfy the following
conditions:

Tty
(1) by @A) f@) + F0) < o)
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(2) hy (2f(2), 1(20)) < hy (2 (2), f(z) + f()),
(3) ¢(20,21) < 2Lg(x, 2),

: (2rz,2"y)
@ J =0,

for some 0 < L < 1. Then there exists an unique mapping g : X — Y
such that for all x € X,

ola) = i 7
oy (F(2),9(2)) < 5ol ),

r+y
29(

and g(nx) = ng(z) for all n € N.

Proof. Suppose E = {glg : X — Y, ¢g(0) = 0y } and define a generalized
metric d on E by

d(g1, g2) := inf{c € [0,00] : hy (g1(2), g2(2)) < coo(, 2)}
Then, d is a complete generalized metric on E. Now define the
1
mapping J : E — E by J(h(z)) := §h(217) By (3), we have

1 1 1
hy(§91(2$)7 592(235)) < éd(gl>g2)¢<2xa2$) < Ld(g1, 92)(, x).

Therefore, J is a contraction mapping with constant at most L.
letting y = = in (1) and by condition (2) we get

hy (2f(x), f(22)) < o(z, ),

1
for all x € X. Hence d(f,Jf) < 7 By theorem 1.1, J has a unique
fixed point g : X - Y in A={g € E:d(f,g) < oo}. Furthermore,

1
2—-2L°

1

This implies the following inequality,

1
hy (f(2), 9(2)) < g7l @).
Since d(J"f,g) — 0, then g(z) = nh_r)rolo f(2;‘x).

It follows from (1), (4),
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@) gw) + o) = e f (IR plm 1 g2
< 2%90(2”:@2”3;) = 0.
Tr+vy

So 29(7) = g(x) + g(y).

If I is an another mapping such that for all n € N, I(nz) = nl(z)

and for all x,y € X, 21(%) = I(z)+ I(y), and

(), 1)) < 557 0(a,),

then d(f, 1) < oo and I is a fixed point of J in A. Since g is an unique
fixed point of J in A, therefore I = g. O

1
Corollary 2.2. Let r < 5 and 6 be nonnegative real numbers and

f: X =Y be a mapping that f(0) = Oy and for all x,y € X,
T+
hy (2f(—52), f(@) + F)) < pla,y),
hy (2f(x), f(22)) < hy (2f(2), f(z) + f(2)),
Then there exists a unique mapping g : X — Y such that,
rT+y
2

(7). g(e)) < 7=l

Proof. By taking ¢(x,y) = 0(||z||” + |ly||") in Theorem 2.1, we get the
desired result. U

2g(

)= g(z) + g(v),
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ABSTRACT. A new generalization of the Banach contraction through
the notions of the generalized F-contraction, simulation function
and admissible function is introduced. The existence and unique-
ness of fixed points for a self-mapping on complete metric spaces
by the new constructed contraction are investigated.

1. INTRODUCTION AND PRELIMINARIES

In 1922, Banach proved the following famous and fundamental result
in fixed-point theory [2]. Let (X, d) be a complete metric space. Let T'
be a contractive mapping on X, that is, there exists ¢ € [0, 1) satisfying

d(Tz,Ty) < q.d(z,y),Vr,y € X.

This theorem, is called the Banach contraction principle. This prin-
ciple has been generalized in different directions by various researchers.

Theorem 1.1. [6] Let (X, d) be a complete metric space, q € [0,1) and
T: X — X be a continuous mapping. If for each x € X there exists a
positive integer k = k(x) such that

d(TF® z, TH®y) < qd(x,y),
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for all y € X, then T has a unique fized point u € X. Moreover, for
any r € X, u = lim,_,,, T"x.

Definition 1.2. [8] Let (X, d) be a metric space. The mapping T :
X — X is called an F-contraction, if there exist F' and 7 > 0 such
that, for all z,y € X,

d(Tz,Ty) > 0= 7+ F(d(Tz,Ty)) < F(d(z,y)),

where F': (0,00) — R is strictly increasing, lim,, o F(a,) = —oc0
iff lim, .o @, = 0 and there exists a number & € (0,1) such that
lim,_,o+ o F(a) = —oo. We denote the set of all these functions by F.

If we replace the third condition with F' is a continuous mapping,
then the collection of all functions F : (0, +00) — R is denoted by G.

Definition 1.3. [1] Let ¢ : [0,00) x [0,00) — R be a mapping, then (
is called a simulation function if satisfies the following conditions:

(1) ¢(0,0) = 0;

(€2) ((t,s) < s—tforallt,s > 0;

(¢3) if {t,}, {sn} are sequences in (0, 00) such that lim ¢, = lim s, >

n—oo n—oo
0 and t, < s, for all n € N, then

lim sup ((t,, sn) < 0.

n—o0

We denote the set of all simulation functions by Z.

Theorem 1.4. [5] Let (X, d) be a complete metric space and T : X —
X a mapping which satisfies the following condition: If there exists
F e F and 7 > 0 such that for each x € X there is a posilive integer
n(x) such that for ally € X

AT (), T (1)) > 0 = C(F(d(z,y)), T+F (d(T"D(z), T"@ ()))) > 0.

Then, T has a unique fized point z € X and T™(xg) — z for each
ro € X, asn — 0.

Definition 1.5. [3] Let a : X x X — (0,+00) be a given mapping,.
The mapping 7" : X — X is said to be an a-admissible, whenever
a(Tz, Ty) > 1 provided o(z,y) > 1 and z,y € X.

Definition 1.6. [I] An a-admissible map T is said to have the K-
property, while for each sequence {x,} C X with a(z,,z,11) > 1 for
all n € Ny, the nonnegative integer numbers, there exists a positive

integer number k such that a(Tz,, Tx,,) > 1, for all m > n > k.
105



EXISTENCE AND UNIQUENESS OF FIXED POINTS F-CONTRACTION MAPPINGS

2. MAIN RESULTS
In this section the main achievements of this article are presented.

Theorem 2.1. Let (X,d) be a complete metric space, a : X x X —
(0, +00) be a symmetric function, where a(x,y) > 1 and T : X — X
be a continuous mapping which satisfies the condition: If there exist
FeF, r>0,L >0 and simulation function ¢ such that for all
x € X there is a positive integer n(z) such that for all y € X and
AT (2), T")(y)) > 0,

C(r + alz,y) FA(T" D2, T"y)), F(m(z,y) + LN:(z,y))) > 0, (2.1)

where

d(z, T d(vy. T"®)
m(%y):maX{d(ﬂf,y),d(w,T”(x)w),d(y,T"(x)y), (z y) + dly, 96)}’

2

and
Ny(z,y) = min{d(z, T"®z), d(z, T"®y), d(y, T"®z)}.
Then, T" has a unique fixed point.

Corollary 2.2. Theorem 3.3 of [7] reduces to Theorem 2.1 by taking
n(x) = 1. Because in this case

(7 +a(z, y) F(d(Tz, Ty)), F(m(z,y) + LN (z,y))) = 0.
Now, by ((2) we have
0 < (7 +alz,y)F(d(Tz,Ty)), F(m(z,y) + LN:(z,y)))
< F(m(z,y) + LN(z,y)) — (7 + a(z, y) F(d(Tz, Ty))).
Therefore
7+ a(z, y) F(d(Te, Ty)) < F(m(z,y) + LNy(z,y))-

Corollary 2.3. Theorem 1.4 is contained in Theorem 2.1 by taking
m(z,y) = d(z,y), a(x,y) =1 and L = 0.

Theorem 2.4. Let (X,d) be a complete metric space, a : X x X —
(0, 4+00) a symmetric function, where a(x,y) > 1. Assume that T :
X — X is a mapping which there exist F' € G, 7 > 0 and the simulation
function ¢ such that for all x,y € X with T"®x £ T™®)y where n(x)

is a positive integer and §d(93,T"(x)x) < d(z,y) implies

(r+ a(z,y) FA(T"Dz, T"Dy)), F(m(z,y) 20 (2.2)

where m(x,y) is defined as in Theorem 2.1, satisfying the following

conditions:
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(i) T is c-admissible,
(i) there ezists vg € X such that a(xg, T'xg) > 1,
(1i7) if {x,} is a sequence in X such that x, — = as n — oo and
(T, Tni1) > 1 for all n € Ny, then oz, x) > 1 for all n € Ny,
(iv)T has the K-property.
Then T has a fixed point in X.

Corollary 2.5. If in Theorem 2.4, we put n(x) = 1, then

(7 + afx,y)F(d(Tz,Ty)), F(m(z,y))) = 0.

Now, by (¢2), we have

0 < (7 + alz, y) F(d(Tz, Ty)), F(m(z,y)))
< F(m(z,y)) = (7 + a(z,y) F(d(Tz, Ty))).

Therefore
T+ a(z,y)F(d(Tz, Ty)) < F(m(z,y)).
Hence we get Theorem 3.3 of [7].
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ABSTRACT. Two specific sub-Hilbert spaces in the Fock spaces are
studied. First the reproducing kernels of these spaces are identified
and then the members of the H (%) are shown. Finally, we will see
that these sub-Fock Hilbert spaces are equal with equivalence of
norms.

1. INTRODUCTION

Let C be the complex planee, H(C) be the family of entire functions
on C and for any positive parameter o, we consider

dha(z) = LePIdA(2).
s

where dA(z) is the Euclidean area measure on the complex plane.
Let F? denote the Fock space consisting of all entire functions f in

L*(C,d)\,), which means
F?=L2NH(C).

F? is a closed subspace of L?(C,d)\,). consequently, F? is a Hilbert
space with the following inner product inherited from L?*(C,d\,):

(f, ga = /C erel s

1991 Mathematics Subject Classification. Primary 47B35; Secondary 30HO05,
46E20.
Key words and phrases. Fock spaces, Toeplitz operator, reproducing kernel.
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It is well-known that for nonnegative integers n, the functions

en(z) =/ ar/nl 2"

form an orthonormal basis for F2. This implies that for

oo
f(z) = anz",
n=0
we have
“nl,
712 =3 2
n=0

The Fock space is a reproducing kernel Hilbert space; for every f € F?
we have

) = (k) = [ FEREI()

where

Ka(z) = e
is the reproducing kernel for F2. More information on this topic can
be found in [5].

Recall that for any fixed weight parameter «, the orthogonal projec-

tion

P:L?— F?
is an integral operator,

Pf(z) = / K (2, w) f(w)dAa(u),

where K(z,w) = k&(w).
Given ¢ € L*°(C), we define the linear operator T}, : F2 — F2 by

T,(f) = P(ef). feF.

We call T,, the Toeplitz operator on F2 with symbol ¢. It is clear that
T, is bounded with ||T,|| < ||¢||s. We have the following properties
for any bounded functions ¢ and v, for any complex numbers a and b:
® Topiby = aly, + 0Ty,
o I5=1T,
o T, >0,ifp>0.
Suppose T' is a bounded operator on a Hilbert space H. We denote by
M(T') the range of T' equipped with the following inner product:

<Tz,Ty >mry=<x,y >y, z,y€HOkerT.
If T is a contraction on H, the Hilbert space

H(T) = M((I = TT*)'?)
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is called the complemented space to M(T'). The theory of sub-Hardy
Hilbert spaces was studied by de Branges, Rovnyak, Sarason and some
of their students. Kehe Zhu introduced sub-Bergman Hilbert spaces in
[3] and generalized Sarason’s work. He proved that both sub-Bergman
Hilbert spaces contain the Banach space of all bounded analytic func-
tions on the unit disk. In [I] Abkar and Jafarzade generalized the
results obtained by Kehe Zhu to weighted Bergman spaces. Here we
will see that some similar results hold in the case of Fock spaces.

2. MAIN RESULTS

We now identify the Sub-Fock Hilbert spaces, then we calculate
the reproducing kernels of these spaces. let ¢ € L*°(C), we consider
Toeplitz operators on F2, which are bounded operators on F?2. For
the sake of simplicity, we use M(y) andM(p) instead of M(T},) and
M(T;), repectively. Soppuse ¢ € L>(C) and ¢ is a contractive mul-
tiplier, so T, and T} are contractive operators on F2. We write H(¢)
and H(p) instead of H(T,) and H (1), repectively and we call them
sub-Fock Hilbert spaces.

First, the reroducing kernels of sub-Fock Hilbert spaces are com-
puted.

Proposition 2.1. Let p € L>(C) and ¢ be a contractive multiplier on
F2. For any positive parameter «, the reproducing kernels of Ha(p)
and Ho(P) are given, respectively, by

(1) K&(z,w) = (1 - p(2)p(@)e™™;
(2) K2(z,w) = (1~ lplu) ) ™odn, ().

Now for every ¢ € L>°(C), we find a representation for the elements

of Ho(P).

Proposition 2.2. Let ¢ € L>*(C) and a be any positive parameter.
Then every element of Ho(P) has the representation

f(2) = / (1 [p(w) P)g(w)e™ Ay (w)

where g is an entire function satisfying
Lo = e Pada(z) < +oo.
In the next proposition, we explore some relations between H,(y)
and H (D).

Proposition 2.3. Let ¢ € L=(C) be a contractive multiplier on F?2,

and let o be a positive parameter and f € F2. Then
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(1) f € Halw) if and only if TS € Ho(P) and in this case

) = W2 + 11T f 113 )
(2) f € Ha(®) if and only if T € Ha(p) and in this case

1 1B = F 112 + 1175 f o)
(3) M(TZ) NHalp) = ¢Ha(P).

Proposition 2.4. Let ¢ € L=(C) , be a contarctive muiltiplier on F?
for some positive parameter «. Then every 1p € L*>(C) is a multiplier
on both Ha(p) and Ha(P), moreover |[TF]| < [[Y]]oo-

The main theorem says that two sub-Fock spaces coincide.

Theorem 2.5. Let ¢ € L®(C) be a contractive multiplier on F? for
some positive parameter a. Then Ho(p) = Hao(®) with equivalence of
norms.
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ABSTRACT. Let X be a Banach space. We prove that the com-
position operator on X-valued weighted Bergman spaces is weakly
compact if and only if X is reflexive and the corresponding compo-
sition operator on scalar-valued weighted Bergman space is weakly
compact.

1. INTRODUCTION

Let D denote the open unit disk in the complex plane C and #H(DD)
denote the space of analytic functions on D. Let (X, ||-||x) be a complex
Banach space. A function f : D — X is analytic if it is weakly analytic,
ie., if x* o f € H(D) for all functionals z* € X*, where X* is the dual
space of X. The space of analytic X-valued functions on D is denoted
by H(D, X).

For an analytic self-map ¢ of D, the composition operator C, is
defined by C,,(f) = fop, for every f € H(D, X). An easy computation
gives that C, is a well defined linear operators as well as continuous
with respect to the compact-open topology.

For 1 < p < oo, the vector-valued Hardy space H?(X) is the space
of all analytic functions f : D — X such that

1 27 ;
11 = 32 5 [ et < o
T 0

1991 Mathematics Subject Classification. Primary 47G10; Secondary 47B38.
Key words and phrases. Composition operator, vector-valued analytic functions,
weakly compact operator, weighted Bergman spaces.
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and for p = 00, || f| g (x) = sup,ep || f(2)]|x < 0o. In the scalar-valued
case where X = C, the spaces HP(C) are just the classical Hardy spaces
H?.

Given a positive integrable function w € C?[0,1), we extend it by
w(z) = w(|z|), z € D, and call such w a weight function.

Definition 1.1. [1] A weight function w is called admissible if

(W) w is non-increasing,
Wy) w(r)(1 — r)~(+9 is non-decreasing for some § > 0,
(Ws) lim, ;- w(r) = 0.

We define the weighted Bergman space BF(X) as the space of func-
tions f € H(D, X) with

1
1 P2y = ;éllf(Z)IIQW(Z)dA(Z) < 00,

where dA denotes the Lebesgue area measure on the plane. If w(z) =
(1 — |z[)* with a > —1, then we write B?(X) and if o = 0 we just
omit a. If X = C we omit X in the notation.

Compactness and weak compactness of C, have been studied on
many classical Banach spaces such as Hardy spaces, Bergman and
Bloch spaces, and BMOA (see [2, (]). For fast and normal weights
Kriete and MacCluer characterized the boundedness and compactness
of composition operators on scalar-valued weighted Bergman spaces
[]. The boundedness and compactness of weighted composition op-
erators between weighted Hilbert spaces, when the weight is admis-
sible, has been characterized in [3]. In this work we investigate the
boundedness and weak compactness of composition operators between
vector-valued weighted Bergman spaces, in the case that the weight is
admissible. The notations A < B and A ~ B mean that A < ¢B and
cB < A < CUB, respectively, for some positive constants ¢ and C.

2. MAIN RESULTS

The generalized Nevanlinna counting function associated to the weight
w play a key role in our work and is defined as below.

Definition 2.1. Let ¢ € H(D) such that (D) C D and w be an
admissible weight. For every z € D\ {¢(0)} we define

Noule)= Y w(a).

p(a)=z,a€D
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Note that N, (z) = 0 when z ¢ (D) and when z = ¢(0), N, (z) =
0. When w(z) = log ﬁ, N, is the usual Nevanlinna counting func-

tion N,. For our purpose it is convenient to introduce the modified
Nevanlinna counting function

Now(z)= D (A—lafYwla),  zeD\{p(0)}.

p(a)=z,aeD

The partial Nevanlinna counting function is defined for 0 < r < 1 by

Ny(r,z) = Z log é, ze D\ {p(0)}.

e(a)=z,lal<r

For a continuous subharmonic function v we have

% 0 " (o (re®))dh = u(0) + % /D N, (r, 2)d[A W) (2),

where 0 < r < 1 and ¢(D) C D is analytic with ¢(0) = 0. When
f e H(D,X), dA(||fllx)](z) denotes integration with respect to the
distributional Laplacian of || f||x, which is a positive measure on D
since the map z — || f(2)||x is subharmonic. This means that for every
infinitely differentiable function 7 on C with compact support we have

/ (A1) / 1£(2) [ x AT (z)dA(2).

Proposition 2.2. Let X be a complex Banach space.

(i) If C, - BE(X) — BP(X) is bounded, then C, : BY, — BP is
bounded.

(ii) If C, : BE(X) — BP(X) is compact, then C, : B, — BP
is compact and X is finite-dimensional. In particular, if X
is infinite-dimensional, then C, : BP(X) — BP(X) is never
compact.

(iii) If C, : BP(X) — BE(X) is weakly compact, then X is reflexive
and C, : BY, — BP is weakly compact.

For obtaining our results we need the following lemma.

Lemma 2.3. Let X be a complex Banach space and w be an admissible
weight. Then for each z € D and f € BL(X) there exists a positive
constant C' independent of f such that

1f11 81 x)
w(Z)(l —|2)*
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Theorem 2.4. If f € H(D,X), ¢(0) = 0 and w is an admissible
weight, then

IC(NlBrc) = 1FO0)lx + %/DNW(Z)d[A(Hfllx)](Z)-

For the general case let ¢(0) = a and @,(2) = {== denote the
automorphism of the unit disc. Then ¢ = ¢, o ¢ is an analytic self-
map with ¢(0) = 0 and Cl,, is bounded on B (X). Thus C,, is bounded
on BL(X) if and only if Cy is bounded.

For the special case that ¢ is the identity map, it follows from The-

orem 2.4 that

1

1B 00 2 L O)llx + 5~ /D(l — [z w(2)d[ A f]1x))(=).

There is a precise connection between the weak compactness of C,
on BL(X) and the compactness of C, on Bl. Note that Proposition
2.2(iii) implies that X is reflexive, whenever of C,, is weakly compact
on BP(X). For 1 < p < oo the space BP(X) is reflexive whenever X
is reflexive, because BP(X) is then a closed subspace of the reflexive
space LP(DD, X). Hence only p = 1 or p = oo are interesting for weak
compactness.

Theorem 2.5. Let X be a complex Banach space and w be a concave

and admissible weight. Then Cy, : BL(X) — BL(X) is weakly compact

if and only if X is reflexive and limsupy,_,, % = 0.
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ABSTRACT. At the present paper, we investigate quasi-multipliers
on the second dual Banach algebra L.(X)**. Indeed, we show that
QM(L(X)**) is isomorphic with M(X). As an application, we
prove that QIM(L.(X)**) = L(X) if and only if X is discrete.

1. INTRODUCTION

Throughout the paper, X denotes a locally compact Hausdorff space,
M (X) is the Banach space of all bounded complex-valued regular Borel
measures on X with the total variation norm and M,(X) is the set
of all probability Borel Measures on X. We also devote the sym-
boles Cy(X), Co(X), and C.(X) for the space of bounded continuous
complex-valued functions on X', those that vanish at infinity, and those
that have compact support, respectively.

Definition 1.1. The space X is called a hypergroup if there is a map
At X X X — M,(X) with the following properties:

(i) the measures A,y have compact support for all z,y € X.
(ii) for each f € C.(X), the mapping (z,y) — [, f(t) dAy)(t) is
in Cp(X x &), and the mappings

v [ FODO. oo [ F0 D0

2010 Mathematics Subject Classification. 43A62, 43A20, 43A22, 47B48.
Key words and phrases. Quasi-multiplier, hypergroup algebra, second dual.
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are in C.(X )forallyEX
(iii) the convolution (u,v) + p* v on M(X) defined by

[t = [ [ [ 0 aye,©duo v

is associative, where f € Co(X), u,v € M(X).
(iv) there is a unique point e € X' (say the identity) such that

)\(%6) =0, = )\(e@) (37 € X),
where 9, denotes the Dirac measure at x.

With the above definition, M (X’) can be regarded as a Banach alge-
bra. Furthermore, Ghahramani and Medghalchi in [1] defined L(X) as
a subalgebra M (X'), consisting of all measures p for which the mappings
x — |p| * 9, and z +— 6, * |p] from X to M(X) are norm continuous.
They have shown that L(X') is a closed ideal in M (X) and also that
if X admits a left invariant measure m, then L(X) = L'(X,m) [I,
Remark 1]. The hypergroup X is called foundation if

x =t neL(x)

In this case, the Banach algebra L(X) has a bounded approximate
identity, see [1] and [2]. We note that all hypergroups considered in
this article are assumed to be foundation hypergroups without left in-
variant Haar measure. Let L(X)* and L(X)™ be the first and second
topological duals of L(X), respectively.

Definition 1.2. A compact set K C X is called a compact carrier for
F € L(X)* if we have

where fxx € L(X)* defined by (fxx, ) = (f, uxx)-

Now, we set
Lo (X)™ = clyy{F € L(X)™ : F has compact carrier },

which is a Banach algebra with the first Arens Product [J. We note
that if X = G is a locally compact group, then L.(X)™ = LF(G)*,
where Li°(G) is the introverted subspace of L*°(G) consisting of all
f € L>®(G) such that, for given € > 0, there is a compact subset K of

X for which [|g||g\x < €; see also [3] and [1].
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2. MAIN RESULTS

Quasi-multipliers were first studied within the framework of Banach
algebras with a bounded approximate identity by K. McKennon [7]. In
this paper, we concentrate on multiplier and quasi-multiplier algebra
of the second dual of hypergroup algebras. Precisely, we show that the
multiplier and quasi-multiplier algebra of L.(X)** is isomorphic with
M(X), where X' is a foundation hypergroup. As a consequence, we
prove that QM(L.(X)**) = L(X) if and only if X is discrete.

Definition 2.1. For a Banach algebra A a bilinear map m: Ax A —
A is called a quasi-multiplier if for all a,b,c,d € A,

m(ab, cd) = am(b, c)d.

We note that the quasi-multiplier algebra of A is the set of all sepa-
rately continuous quasi-multipliers on .4 which is denoted by QM(A).
In the case where A admits a bounded approximate identity, it is shown
in [7, Theorem 2] that QM(A) is a Banach space with the norm defined
by

[m|| = sup{[|m(a, b) - a,b € A, [la] = [|b]| = 1}
Recall that an approximate identity (e, ) in a Banach algebra A will be
called an wltra-approzimate identity for A if for all m € QM(A) and
a € A, the nets (m(e,,a)) and (m(a,e,)) are || - ||-Cauchy.

Proposition 2.2. Let X be a hypergroup. Then the multiplier algebra
of Lo(X)*™ is isomorphic with M(X).

Proof. Let (e,) be a bounded approximate identity of L(X) with norm
1. So, if we assume that F is a weak® cluster points of (e,), then E
is a right identity in L.(X)™. Now, let T": L.(X)** — L.(X)™ be a
right multiplier. We conclude that

T(m)=T(mOE) =mOT(F) (m € L.(X)™).
Now, it follows that
T(m) = mOn = mOnr(n).

Now, we know that the algebra consisting of elements m(n) is exactly
M(X). On the other hand, since M (X') has an identity we conclude
that the multiplier algebra of L.(X)™ is M (X). O

Now, we are ready to characterize quasi-multipliers of the second
dual Banach algebra L.(X)**.

Theorem 2.3. Let X be a hypergroup. Then the quasi-multiplier al-
gebra of L.(X)*™ is isomorphic with M(X).
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As a consequence, we obtain a necessary and sufficient condition for
which the quasi-multiplier algebra L.(X)** is equal to L(X).

Corollary 2.4. Let X be a hypergroup. Then the following assertions
are equivalent.

(1) QM(L(X)™) = L(X).

(ii) X is discrete.

Proof. Let X be discrete hypergroup. Thus by [0, Theorem 14(c)] we
conclude that M(X) = L.(X)* = L(X). Now, it follows from Theorem
2.3 that
QM(L (X)) = M(X) = L(X).
Conversely, suppose that quasi-multiplier algebra of L.(X)** is equal
to L(X). By Theorem 2.3, we deduce that M (X) = L(X) and so X is
discrete. O

At the end, we obtain a result on the right annihilator of L.(X)** which
is denoted by Ann,(L.(X)**) and defined by

Anny (Lo(X)™) = {R € L(X)"| L(X)"0OR = {0}}.

Theorem 2.5. Let X be a hypergroup andm: L.(X )X L.(X)** L.(X)*
be a quasi-multiplier. Then the following statements hold:

(i) m(L(X) x L(X)) € L(X).
(ii) m(Ann, (L(X)™) x Ann(Lo(X)™)) € Anny(Lo(X))*™).
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ABSTRACT. In this work, we prove a the coincident point theorem
of two self mappings in a uniform space generated by a family of
b-pseudometrics. Our results are generalizations and extensions of
the results Acharya (1974) and Faraji et al. (2019).

1. INTRODUCTION

In 2019, Faraji et al. [5] introduced the concept of the uniform spaces
generated by a family of b-pseudometrics, in order to generalize one of
the main results in [1]. For further details on fixed point theory in
uniform space, see e.g. [2, 3, 4, 6, 7, 9, 10].

A uniformity &4 on X is a family of subsets of X x X, that the
following conditions hold:

Ul): U e U implies A = {(z,z) e X x X :x € X} C U;

U2): Uy, Uy € U implies Uy N Uy € U;

U3): For each U € U, there exists V' € U such that VoV C U;

U4): U € U implies that V! = {(z,y) € XxX : (y,z) eV} CU
for some V' € U;

Us): If U el and U CV imply V € U.

Then, the pair (X,U) is called a uniform space. A sequence {x,}
in uniform space (X,U) is convergent to a point x € X, if for each
U € U there exsits ng € N such that (z,,x2) € U, for all n > n,.

1991 Mathematics Subject Classification. Primary 47TH10; Secondary 54H25.
Key words and phrases. Coincident point, b-Pseudometric, Uniform space.
120



HAMID FARAJI

Moreover, it is called a Cauchy sequence, if for any U € U, there exsits
no € N such that (z,,x,,) € U, for all n,m > nyg. A uniform space
(X,U) is called sequentially complete, if every Cauchy sequence in X is
convergent. Let U be the uniformity generated by a nonempty family
F of b-pseudometrics with the same parameter s > 1. Define

‘/(pﬂ") = {(Ihy) € X p(xuy) < T’},
where p € F and r > 0 and let V be the family of all sets of the form

k
ﬂ V(Piﬂ“i)?
=1

where k is a positive integer, p; € F and r; > 0 for ¢« = 1,... k.
We can easily check that V is a base for the uniformity ¢/ and for
V =N, Vipr) €V and a > 0, we have

k
aV = Vipary € V-

i=1
Let Y C X, then
Uy ={UN (Y xY)|U e U},

is a uniformity on Y and Vy = {V N (Y x Y)|V € V} is a base for Uy
(see, e.g., [8]).

2. MAIN RESULTS

Throughout this section, we assume that (X,U) is a Hausdorff uni-
form space and uniformity i/ is generated by a family F of b-pseudometrics
with the same parameter s > 1 on X. Let V be the family of all sets

of the form
k

ﬂ {(x,y) € X x X :pi(z,y) < ri},

i=1
where k is a positive integer, p; € F and r; >0 fori=1,... k.

Theorem 2.1. Let f, g be self-mappings on X such that

(f(x), fly) eaV if  (9(z),9(y)) €V, (2.1)

for all V €V and x,y € X, where a« > 0 and 0 < sa < 1. If
F(X) C g(X) and (9(X),Uyx)) is sequentially complete, then f and g
have a unique coincident point.
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Proof. Let xy be an arbitrary point in X. Choose a point x; in X such
that f(z¢) = g(x1). Continuing this process, we can define a sequence
{z,} such that y, = f(x,) = g(x,41) for each n > 0. Let V € V
and p be the Minkowski’s b-pseudometric of V. Fix z,y € X and set
p(9(x),g(y)) =r. Let € > 0 be given. Then, we have

(9(2),9(y)) € (r+)V.
Therefore by (2.1), we have
(f(@), f(y)) € alr +e)V.
Therefore,
p(f(z), f(y) < a(r +e).
Since £ > 0 was arbitrary, we get
p(f(x), f(y)) < ap(g(x), 9(y)). (2:2)
Appling (2.2) for y,, and y,.1, we get
P(Yn, Yn+1) = p(f (0), f(Tn41))
< ap(g(zn), 9(xnt1))
= ap(yn—la yn)a
for all n > 1. Therefore,
P(Yn; Yn+1) < @"p(yo,y1),  (n=1,2,3,...). (2.3)
Let m,n € N and m > n. Since sa < 1, by (2.3), we have
DY Ym) < 8D(Yns Ynt1) + DYt 1, Ynr2) + -+ 8" 7" (Yin1, Ym)
< (sa” +s%a" 4+ ST ) p(yo, i)
=sa" (L4 sa+ -+ (sa)™ " ) p(yo, y1)

an

< .
< T Plvo )
Now choose Ny € N such that
sa’
) < 1,
T e Wo,y1)

for all n > Ny. Then, p(yn, ym) < 1 for all n,m > Ny . This implies
that (Yn,ym) € V, for all n,m > Ny. Since y; € g(X), for all i € N,
then (Yn,ym) € VN (g(X) x g(X)), for all n,m > Ny. Since V was
arbitrary, {y,} is a Cuachy sequence in g(X). Hence, there is z in X
such that y, — ¢(2) as n — +o0, that is

lim y, = lim f(z,) = lim g(zn41) = g(2). (2.4)
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We show that f(z) = g(z). Let V € V and p be the Minkowski’s
b-pseudometric of V. So, by (2.2), we have

p(f(wn), f(2)) < ap(g(an),9(2)), (n=1,23,...).
From (2.4), choose N; € N such that

ap(g(zn), 9(2)) < 1,

for all n > Ny. Then (f(z,), f(2)) € V, for all n > N;. Since V was
arbitrary, lim, . f(x,) = f(2). Therefore, f(z) = g(z) = t, ie., f
and g have a coincident point ¢t. The point ¢ is unique. To see this, let
f(z1) = g(z1) =t1. Let V € V and p is the Minkowskis b-pseudometric
of V. Using (2.2), we have

p(t, 1) = p(f(2), f(z1)) < ap(g(2), 9(21)) = ap(t, tr) < p(t, t1).

Then p(t,t;) = 0 and (¢,¢;) € V. Since V was arbitrary, it follows that
t=1. 0

Corollary 2.2. For s = 1 and g = Idyx, Theorem 2.1 reduces to
Theorem 8.1 in [1].

Corollary 2.3. For g = Idx, Theorem 2.1 is a generalization of the
Acharya type Theorem [5].
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ABSTRACT. In this paper we introduce modular frame, woven
modular frame in Hilbert C*- Modules. And we show that un-
der certain conditions the image of two woven modular frames is
woven modular framed under linear operators.

1. INTRODUCTION

Hilbert space frames were originally introduced by Duffin and Scha-
effer to deal with some problems in non harmonic Fourier analysis[5].
Frames can be viewed as redundant bases which are generalizations of
Riesz bases [1, 2, 3, 4]. This redundancy property sometimes is ex-
tremely important in applications such as signal and image processing,
data compression and sampling theory. Hilbert C*-modules are gener-
alizations of Hilbert spaces by allowing the inner product to take values
in a C*-algebra rather than in the field of complex numbers. Frames for
Hilbert spaces have natural analogues for Hilbert C*-modules. These
frames are called Hilbert C*-modular frames or just simply modular
frames. Modular frames are not trivial generalizations of Hilbert space
frames due to the complex structure of C*-algebras. It is well known
that the theory of Hilbert C*-modules is quite different from that of
Hilbert spaces. For example, we know that, any closed linear subspace
in a Hilbert space has an orthogonal complement. But this is no longer

1991 Mathematics Subject Classification. Primary 46L99; Secondary 42C15,
46H25.
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true in Hilbert C*-module setting since not every closed submodule of
a Hilbert C*-module is complemented. Moreover, the Riesz represen-
tation theorem for continuous functionals on Hilbert spaces does not
hold in Hilbert C*-modules, and so there exist nonadjointable bounded
linear operators on Hilbert C*-modules [1, 2]. Therefore it is expected
that problems about frames in HilbertC*-modules are more compli-
cated than those in Hilbert spaces. While some of the results about
frames in Hilbert spaces can be easily extended to Hilbert C*-modular
frames, many others cannot be obtained by simply modifying the ap-
proaches used in Hilbert spaces case.

2. WOVEN MODULAR FRAME

In this section, first we recall some definitions and basic properties
of Hilbert C*- Modules and p-woven frame and g-frame in Hilbert C*-
Modules [1, 2, 4]. Throughout this note A is a unital C*-algebra and
H, K; are finitely or countably generated Hilbert A-modules. For each
i € I, L(H, K;) will denote the set of all adjointable A-linear maps
from H to K;. We also define

?(A) :={a=(a;) € A: >, ;a;a; is norm convergent in A}

Definition 2.1. A pre-Hilbert A-module is a left A-module H equipped
with an A-valued inner product (.,.) : H x H — A, such that

(1) (x,x) > 0 for all z € H and (z,z) = 0 if and only if z = 0,
(1i){x,y) = (y,x)* for all z,y € H,

(1i1) {ax 4+ y,z) = alx,z) + (y,z) for all a € A and z,y,z € H.

We assume that the linear operations of A and H are compatible.i.e.
Mazx) = (Aa)z for every A € C, a € A and z € H. For every x € H,
we define

1 1
[ [|=[ {z,z) |2 and 2| = (z,)>.

If the pre-Hilbert A-module (H, (., .)) is complete with respect to || . ||,
it is called a Hilbert A-module or a Hilbert C*-modules over A. In this
paper we focus on finitely and countably generated Hilbert C*-modules
over unital C*-algebra A. A Hilbert A-module H is (algebraically)
finitely generated if there exists a finite subset {z1,zs,...,2,,} of H
such that every element x € H can be expressed as an A-linear com-
bination = = Y ", a;z;,a; € A. A Hilbert A-module H is countably
generated if there exists a countable set of generators.

We now recall the definitions of frames and Riesz bases in Hilbert C*-

modules as follows.
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Definition 2.2. Let H be a Hilbert A-module. A family {z; : i € I}
of elements of H is a (standard) frame for H, if there exits constants
0 < C <D < o0, such that for all x € H,

C<:U,x) < Zie[<x7$i><mi? x> < D<$a :L’> (1)
Where the sum in the middle of the inequality convergent in norm for
x e H.
The numbers C' and D are called frame bounds, If C' = D = A, it
is called a A-tight frame and when C' = D = 1, it is called a Parseval
frame. {z; : i € I} is said to be a Bessel sequence if only the right-hand
side inequality is required.If the sum of (1) is convergent in norm, the
frame is called standard.

According to what Arambasic and Khosravi proved, the above defi-
nition is equivalent to

Cllw|P<I Xier (@i (i, x) < D || |1% (1)

A sequence {z; : i € I} is said to be a Riesz basis of H if it is a
frame and a generating set with the additional property that A-linear
combinations ) . s a;x; with coeflicients {a; : i € S} C Aand S C I
are equal to zero if and only if in particular every summand a;z; equal
zero for i € S.

Note that we can also define the analysis operator, synthesis operator
and frame operator for modular frame as follows.

Suppose that {z; : i € I'} is a frame of a finitely or countably generated
Hilbert A-module H over a unital C*-algebra A. The operator T : H —
(%(A) defined by Tx = {{x, z;) }ic1, is called the analysis operator. The
adjoint operator T* : (*(A) — H is given by T*{a; }icr = >0y @iz T*
is called pre-frame operator or the synthesis operator. By composing
T and T*, we obtain the frame operator S': H — H,

St =T"Tx =Y, {x, )i, (1)
is a frame operator for H. That is S € End’(H ), positive and invert-
ible. Where End’ (H) is the set of adjointable A-linear maps on H.

The frame {S~'z; : i € I} is said to be the canonical dual frame of
{z; i €1}

Remark 2.3. If A be a unital C*-algebra, H be a finitely or countably
generated Hilbert A-module and {x; : i € I} be Parseval frame(not nec-
essarily standard) of H, then the reconstruction formula z = . (z, z;)x;,
holds for every z € H. Also from equation (1) we see that = =
Y ierl@, S7 w)a;, is vailid for every z € H.
Moreover, if {x; : i € I} be standard frame, then there exists a unique
operator S € End’(H) such that © = > ._ (x, Sx;)x;.

126

el



AMIR KHOSRAVI AND MOHAMMAD REZA FARMANI

Theorem 2.4. Let {x; : i € I}, {y; : i € I} be woven modular
frame with frame bounds C,D and @Q1,Q2 € L(H), Q1 be invertible

and || Q71 ||| Q1 — Qs ||< \/%. Then {Quz; : i € 1}, {Qay; 1 € I}

are woven modular frame.

Proof. Since || I — Q;'Q, ||< \/% < 1, then @y is invertible , so

{Qay; : i € I} is a modular frame. Now for every ¢ C [ and each
x € H:

O {a, Quri) (Qurs z) + > (w, Qo) (Qayi, )7 =

i€0 i€0®

(Z<Qix,xi><xi, Q’;x>+Z<Qix+<Q;—@i>x, yi) (i, Qi +(Q3— Q1))
> VC(Qir,Qix) — VD | Q5 — Qi |l = ||
C
(YO UBla-ai el
Q|

and

D (2, Quas)(@uzss 2)+Y (@, Qoyi)(Qayin@))? < D(| Q% P+ 11 Q5 I°) | = |*
i1€0 i€0¢
U
Corollary 2.5. Let {x; :i € I}, {y; : i € I} be woven modular frame
with bounds C, D and with frame operator S, S, respectively. Then
{S~'z;:i eI} and {S" 'y; - i € I} are woven modular frames, when

IS8 l< /SIS

In this case their cononical dual frame {S™'x; : i € I} and {S" 'y :
i € I} are woven modular frames.
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ABSTRACT. Let ¢ be a nonconstant analytic self-map of the open
unit disk in C, with ||¢|| < 1. Consider the operator D, acting
on the Hardy space H?, given by differentiation followed by com-
position with ¢. We obtain results relating to the norm of such an
operator.

1. INTRODUCTION

Let DD denote the open unit disk in the complex plane. The Hardy
space H? is the Hilbert space consisting of all analytic functions f(z) =
Yo yanz" on D such that

171 =3 laaf? < oo.
n=0
We write H* to denote the space of all bounded analytic functions on
D, with || f|lec = sup{|f(2)| : z € D}.

1991 Mathematics Subject Classification. 47B38, 30H10, 47A30, 47B33.
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For an analytic map ¢: D — I, the composition operator C, is
defined by the rule Cy,(f) = f o ¢. Every composition operator is
bounded on H?, with

1 L1 (0)
T eor < 1%l <\ T

(See, for example, [2, Corollary 3.7].) For a function ¢ in H*, the
Toeplitz operator Ty is defined Ty, (f) = ¢ - f. Every such operator is
bounded on H?, with || Ty || = ||¢||e (see [7, Theorem 5]).

In the context of analytic functions on D, it also seems reasonable to
consider operators defined in terms of differentiation. It is easy to see
that the differentiation operator D(f) = f’ is unbounded on the Hardy
space: ||D(z™)]|/||z"|| = n for any natural number n. Nevertheless, for
many analytic maps ¢: D — D, the operator

f(z) = f1(0(2)) (1.1)

is bounded on H?. Many authors, following the example of [5] and
[6], have used the notation C,D to denote such an operator. Because
of the unboundedness of D, it makes sense to write (1.1) as a single
operator, particularly when that operator is bounded on H?. We will
write D, to denote the operator on H? given by the rule

Ds@(f):floSO-

We will refer to such an operator as a composition—differentiation op-
erator. The Closed Graph Theorem shows that D, is bounded on H?
whenever D, takes H? into itself.

Ohno [6] established a basic set of results relating to when the oper-
ators we are calling D,, are bounded or compact on H?. We will only
be considering ¢ with ||¢[/- < 1, in which case D,, is guaranteed to be
Hilbert—Schmidt on H?, and hence both bounded and compact (see [0,
Theorem 3.3]). There are instances of bounded or compact D, with
l©llo = 1, but they are beyond the scope of our current investigation.

The purpose of this note is to explore the operators D, in more de-
tail. In particular, we find a representation for the adjoint D7, when ¢ is
linear fractional (Theorem 2.1). In the specific case where p(z) = rz for
0 < |r| < 1, we compute the norm || D, || explicitly (Theorem 2.2). Ap-
plying established results relating to composition operators, we also ob-
tain estimates for the norm of D, whenever [|¢|« < 1 (Theorem 2.3).
In this paper, we state some results of [3]. Moreover, normality and self-
adjointness of a slightly broader class of composition—differentiation

operators were investigated in [1].
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For any point w in D, define K, (z) = —~—. It is well known that

1-wz"
K, acts as the reproducing kernel function for point-evaluation:

<f’ Kw> = f(w)
for any f in H2. In a similar manner, define

KW (z) = m

Observe that K acts as the reproducing kernel for point-evaluation
of the first derivative:

<f7 Kq(ul)> - f/(w)
2. MAIN RESULTS

The goal of this section is to obtain information about the adjoint

and norm of D,, in certain specific instances. If ¢(2) = gjig is a noncon-
stant linear fractional self-map of D, then the map o(z) = _angg. also

takes D into itself (see [I, Lemma 1}). It is not difficult to show that
lolle < 1 whenever ||¢]loc < 1. The relationship between these two
maps has long been considered in reference to the adjoints of composi-
tion operators. In the context of composition—differentiation operators,
we obtain the following formula.

Theorem 2.1. For a pair of linear fractional maps ¢ and o, as de-

scribed above, D;T;‘((l) = TK(l) D,.
a(0) »(0)

This result bears a close resemblance to Cowen’s adjoint formula for

composition operators (see [, Theorem 2]), which can be rewritten
* % _
C‘)OTKU(O) — TK(P(O) OO"

Theorem 2.2. If p(z) = rz for some real number 0 < r < 1, then

1 N
HDPH = \‘1 — TJ TU/(l )] 17 (21)

where | - | denotes the greatest integer function.

There are several interesting consequences of Theorem 2.2. First of
all, || D,|| =1for 0 <r <1/2and ||D,|| > 1for 1/2 < r < 1. Secondly,
| D,|| tends to oo as r goes to 1. Since composition with a rotation is
an isometry, (2.1) holds with r replaced by |r| for any complex number
r with 0 < |r| < 1. Likewise, the same formula holds for || D,| where
¢(2) = rz* for any k in N.
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Let ||¢]loo <7 < 1 and define ¢, = (1/r)p. Observe that
D,=C,D,. (2.2)

Since || Dy|| < [|C,,|||D,]|, we obtain the following estimate for || D,||.

Theorem 2.3. If ¢ is a nonconstant analytic self-map of D, with
[¢llo < 1, then

\/ EAEUIS
(1—lp)p)* ~ 7 7

whenever ||¢|leo <r < 1.

Example 2.4. If ||¢||. < 1/2, we may take r = 1/2 to see that

1+ [e(0)
LEROP yp ) <
(1= le(0)?)
In particular, ||D,|| = 1 whenever both |||l < 1/2 and ¢(0) = 0.
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ABSTRACT. In this article we consider the existence of three weak
solutions to the fourth order boundary value problem (1.1) Our
approach is based on variational methods and critical point theory.

1. INTRODUCTION

The aim of this paper is to establish the existence of at least three
weak solutions for the following nonlinear fourth-order boundary value
problem

u + ou” + B(x )u— M(z,u) + ( ), z€]0,1],
{ u(0) —u(1l) = u"(0) —u'(1) = (1.1)

where « is a real constant, G(x) is a continuous function on [0, 1] and
A is a positive parameter, f : [0,1] x R — R is an L?*— Carathéodory
function and h : R — R be a Lipschitz continuous function with the
Lipschitz constant L > 0; i.e.,

|h(t1) — h(t2)| < Llt1 — ta (1.2)

1991 Mathematics Subject Classification. Primary 35J20; Secondary 34B15.
Key words and phrases. Fourth-order equation; Three weak solutions; Varia-
tional methods .
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for all ¢1,ty € R, satisfying h(0) = 0.

2. PRELIMINARIES

Theorem 2.1. (]2, Theorem 5.1]) Let X be a reflective real Banach
space, ® : X — R be a coercive, continuously Gateaux differen-
tiable and sequentially weakly lower semi-continuous functional whose
Gateaux derivative admits a continuous inverse on X*, W : X — R be
a continuously Gateauz differentiable functional whose Gateauz deriv-
ative is compact such that

inf ®(z) = (0) = ¥(0) = 0.

zeX

Assume that there exist r > 0 and v € X, with r < ®(v), such that:
SUPg (gy<r V() (7
(ar) o= o 20,

(ay) for each A € A, = ] ig? ! ) [ the functional ® — \W¥

) ’ SUP®(z)<r ‘I,(m

1S coercive.

Then, for each X € A,., the functional ® — AV has at least three distinct
critical points in X.

Lemma 2.2. ([3, Lemma 2.3]). For every u € X
1

ol =5 W (21)
From which we have as a consequence
1
[ o< = [l u" |2 . (2.2)
T
Now put
1) o0:=1-— %+6—}1 o9 :=1 when By <0 and o« > 0;
( o e )
(2) alzl—i-% oy :=1— 5% when B <0 and a < 0;
3) o1:=1-%, 02:1—1—5?L when $1 > 0 and o > 0;
(4) o1:=1a dog—l——+ﬁiwh6nﬂl>0anda<0
(5) o1 :zl—ﬂ—%—f}l and oy :—l+fi when 1 < 0 < By and

a > 0.
In each of these cases, if o1 > 0 and
0, :=+/o, (1=1,2) (2.3)
then by (2.1) and (2.2)

O || u” fla<l w |I< Oz [ u” |l2 (2.4)
133



EXISTENCE OF THREE WEAK SOLUTIONS FOR...

where
1/2

nun=(A?m%wﬁ—mw@W+ﬂ@mmm%w)

and so, || . || defines a norm on X equivalent to usual norm of X
inherited from W22([0,1]).

In the remainder, we suppose 01 defined by (2.3) satisfies 61 > 0 and
therefore (2.5) holds. The following result is useful for proving our
main result.

Proposition 2.3. For every u € X then

0 oo gl
Proof. Taking (2.1) and (2.2) into account, the conclusion follows from
the well-known inequality || v ||o< % || @/ ||2. O

Let us recall that a weak solution of (1.1) is a function u € X such
that

/0 [ (2)v" (z)—au' (2)v(x) + B(x)u(x)v(z)]|dx —/0 h(u(z))v(x)dx
(2.5)

—)\/fﬁu (x)dz for everyv e X

Moreover, a function u : [0,1] — R is said to be a generalized solu-
tion to problem (1.1) if u € C3([0, 1]),u” € AC([0,1]),u(0) = u(1) =
0,4"(0) = v’(1) = 0, and v + au” + B(z)u = Af(z,u) + h(u) for
almost every ¢t € [0, 1]. If f is continuous in [0, 1] x R, therefore each
generalized solution w is a classical solution.

Corresponding to the functions f and H, we introduce the functions
f:[0,1] x R — R and h: R — R, defined as follow

3 3
F(:v,{):/o flz,t)dt and H(f):/o h(z)dx (2.6)

Put

O (u ):— I w|* - / H(u(z))dz and V(u) = /o F(z,u(z))dz
(2.7)

for every u € X.
Let us introduce the energy functional I related to the problem (1.1):

I(u) := ®(u) — AV (u)
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and we observe that, for each A > 0 the critical points u of I are the
weak solutions of (1.1), i.e.

/0 [u" (2)0" (x) — o ()0 (2)+6(2)u(x)v(x)|dx —/0 h(u(z))v(z)dx
— )\/0 f(z,u(z))v(r)dr =0

for every v € X. In order to obtain weak solutions for the problem
(1.1), we make use of recent critical points results.

Lemma 2.4. Suppose h : R — R satisfies (1.2) and H(&) defined by
(2.6) for every & € R. Then the functional © : X — R defined by

O(u) ::/0 H(u(z))dz (2.8)

is a Gateauz differentiable sequentially weakly continuous functional on
X with compact derivative

0'(u)[o] = / B(u(z))o(x)dz
for every v € X.

3. MAIN RESULTS

Theorem 3.1. Assume that there exist M > 0, L < w'6%, and
(1) F(x,t) >0, for each (z,t) € [0,1] x R;
(2) k(&) = min{K(a,b),a,be [{,1—&],a < b}.

which is defined for every 0 < £ < % such that

TREOME; _ wk(€) [, F(z,0)d
0?2 — L — 2(m407 + L)

2(n%02+L) 7402 L
he) f;}(%i)dw, 7r3k(£1)M91 [, the problem (1.1) ad-

mits at least three distinct weak solutions in X.

(3.1)

Then, for every \ =
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ABSTRACT. We study solutions and the free boundary d{+u > 0}
of the sublinear equation

Au = f(x,u),

from a regularity point of view. We assume that f(z,u) = |u|? for
wome 0 < ¢ < 1.

1. INTRODUCTION

Let By be the unit ball in R" (n > 2), g € WH3(By) N L>(By), and
consider a minimizer of the functional

J(u) = /B (|Vul®> +2F(z,u)) dz, u—gé€ Wy (By).

This minimizer satisfies the semilinear problem
Au = f(z,u), in By, (1.1)

where f is the derivative of F' with respect to the variable u, i.e. f =
F,. The main question concerns the analysis of local regularity of
solutions and the free boundary 0{u > 0} U 0{u < 0}. We assume
that f(z,u) = Az, u)|u|? for some ¢ € (0,1) and the function \(z,u)
satisfies

0 < Ao < Az, u)| € C%(B; x R), Az, u)u > 0.

1991 Mathematics Subject Classification. Primary 35B65; Secondary 35J61,
35R35.
Key words and phrases. Sublinear elliptic equation, Free boundary, Regulairty.
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2. REGULARITY OF SOLUTION

It was shown that in [7] the positive solutions have the optimal regu-
larity CF#=I5] where k = 2/(1 —q). However, without the assumption
u > 0, the result will be more complicated and we can not expect to
obtain Cll#~Ikl_regularity in general case. Indeed, the ODE y” = 39,
with initial condition y(0) = 0 # ¢/(0), has a solution whose third
derivative is unbounded, 3" = qy'y? .

In order to study the optimal growth (regularity) of solution, we
start with the following definition.

Definition 2.1. The vanishing order of u at point xg is defined to be
the largest value V(x,) which satisfies

[[wll oo (B, (o))

V(o) < +00.

lim sup
r—0t+
The following proposition classifies the vanishing order of the solu-
tion at xy € {u = 0}. This also shows the necessary condition for the
regularity of the solution.

Proposition 2.2. Let u be a nontrivial solution of (1.1) and u(xy) = 0,
then
V(xg) € {1,2,3, -, ||, K}

Proof. The classical regularity theory implies that u € CY® and then
we can assume that |u(x)| < C}|z— x| for some constant C; > 0. Thus
V(zo) > 1 and also |Au| < Clu|? < CCY|z — x0|?. Now apply Lemma
1.1 in [3], we can write u(z) = P(z) + I'(z), where P is harmonic
polynomial of degree |2 + ¢] = 2 and |I'(z)| < CC¥|z — x0/*". Then
if V(zo) > 1, we must have V(xy) > 2. And if V(zg) > 2, then P =0
and so |u(z)] < CCHz — zo|**2. If we repeat this argument and apply
again Lemma 1.1 in [3], we will see that V(o) € {1,2,3,---,|k]} or
V(xg) > k. Now use Lemma 4.1 in [5], the nondegeneracy property,
to find out that ||u||L=(s, () > cor”, for some positive constant co.
Therefore V(zg) < k. O

A sufficient condition for the vanishing order of k is proved in the
next theorem.

Theorem 2.3 (Theorem 1.2 in [5]). Let u be a solution of (1.1) and
|w|| Lo (B, (z0)) = 0(1°) for some 0 < s < k. Then V(xg) > s.

Note that the definition of vanishing order obviously yields that
V(xg) > s, but it is not easy to find out V(zy) is strictly greater than
s. In particular, when s = |k], it along with Proposition 2.2 proves

that V(zo) = k.
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3. REGULARITY OF FREE BOUNDARY

There are few results for the regularity of free boundary for problem
(1.1). In [7], it has been shown that for f(u) = (u™)? the free boundary
9{u > 0} has locally finite H"*-Hausdorff dimension when —1 < ¢ <
1. Then the non-coincident set {u > 0} has locally finite perimeter
and we are able to define the reduced part of free boundary, Oreq{u >
0}, where a tangent plane exists in a weak sense. Alt and Phillips
shows O,eq{u > 0} is a Cb® surface, [I]. They, however, show that
H" 1 (0{u > 0} \ Orea{u > 0}) = 0, when —1 < ¢ < 0. They also can
prove C'h%-regularity of the free boundary near the regular points for
—1 < ¢ < 1. Moreover, in [2]| the regularity of free boundary around
the singular points is studied and it is shown that the singular points
lie in a Lipschitz surface. The critical assumption in these researches
is positivity of the solution.

One of the main difficulties encountered in studying the regularity of
the free boundary in problem (1.1) is classification of global solutions.
In dimension two when f(u) = A, (u™)? — A_(u")9, we are able to
present a fairly good analysis of global homogeneous solutions, and
hence a better understanding of the behavior of the free boundary,
[1, 5, 6]. In higher dimensions the problem becomes quite complicated,
but we are still able to obtain partial results; e.g. we prove that if a
solution is close to one-dimensional solution in a small ball, then in an
even smaller ball the free boundary can be represented locally as two
Cl-regular graphs d{u > 0} and 9{u < 0}, tangential to each other.
It is noteworthy that the above problem (in contrast to the case ¢ =
0) introduces interesting and quite challenging features, that are not
encountered in the case ¢ = 0. For example one obtains homogeneous
global solutions that are not one-dimensional. This complicates the
analysis of the free boundary particularly in singular points of free
boundary.

To investigate the regularity of free boundary, we consider “asymp-
totically one-phase-points” that is, a subset of {u = 0} such that the
blow-ups' belong to

H := {z — amax(z - v,0)" : v € R" is a unit vector} .
Members of this class are k-homogeneous global solutions of (1.1).
Definition 3.1. We denote by R, the set of all (regular free boundary)

points zg € {u = 0} such that at least one blow-up of u at z; is in H.

TAny limit of the sequence u(xo + r,2)/r% when r,, — 0 is called a blow-up of
solution u at point xg.
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Our main result concerning the regularity of the free boundary is
presented in the following theorem.

Theorem 3.2 (Regularity of the free boundary). The set of regular
free boundary points R, is locally in B, a CY*-manifold.

We choose the epiperimetric inequality approach to prove this result.

Theorem 3.3 (The epiperimetric inequality, Theorem 3.1 in [0]).
There exist € € (0,1) and 6 > 0 such that if c € WY%(By) is a homo-
geneous function of degree k and ||c — hljwr2(p,) < 6 for some h € H,
then there exists a function v € W'%(B;) such that v = ¢ on B, and

M(v) = M(h) < (1 =€) (M(c) — M(h)),
where M 1is the boundary adjusted energy

M(u) = /B (|Vul® + 2F (z,u)) dz — K/a lu|? do.

By

Proof of Theorem 3.2. The epiperimetric inequality with a monotonic-
ity formula, Proposition 2.3 in [0], provides an estimate for the energy
decay. Indeed, one can control the rate of convergence ||u(zg+ -) —
h||L1(B,), where h belongs to H. We can show that the rate of con-
vergence is r"**? for some 8 > 0. For the detail of proof refer to

[6]. O
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ABSTRACT. In this note, a class of partial symmetric spaces (PSS)
on a family of bounded and continuous functions is introduced.
Some fixed points theorems on different contractions defined on a
family are presented. An example to illustrate the main theorem
is given.

1. INTRODUCTION

In 1922, Banach][l] introduced Banach contraction principle. This
principle has been extended to different class of spaces, see, for in-
stance [3, 4] . Matthews[2] originated the concept of partial metric
spaces and generalized Banach contraction principle , Kannan-Ciric
and Ciric quasi type fixed point results. The symmetric spaces are
not continuous and the uniqueness of the limit of a sequence may fail
because of the awol of triangular inequality. In this note we consider
the combination of partial metric spaces and symmetric spaces which
called partial symmetric spaces(PSS, for short) and we provide some
fixed point theorems in the setting of PSS.

The following definitions are needed in the next section.

Definition 1.1. Let £ denote the set of all bounded and continuous
functions defined on a non-empty set S. The mapping ¢ : ¢ X — Ry

1991 Mathematics Subject Classification. Primary 47J30; Secondary 30HO05,
46A18.
Key words and phrases. Fixed function, Partial symmetric space, Contraction
mapping .
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is a partial symmetric space PSS if, for all o, 5, € &,
(i) B = aiff ((o, ) = ((8,8) = ((e, B);
(i) ¢(o, ) < ¢(a, B);
(iii) ¢(a, B) = (B, a);

Remark that one can equip £ by a complete meter as follows
d(f,g) = sup{f(z) —g(z) : x € S}.
Definition 1.2. A sequence {«,} in (&, () is said to
if
e convergent to a € &, if

((a,a) = JLI{}OC(QH, a).

e (-caushy if lim ((a,,a,,) exists and is finite
m,n—00

Definition 1.3. (&,() is said to be (-complete if every (-cauchy se-
quence {a,} in & is (-convergent to a point a € &, such that

o, a) = lim (o, ) = lim (lan, o).

Definition 1.4. Let (£,() be a PSS. A mapping F : £ — £ is said
to be a k-contraction if for all o, 5 € &, ((Fa, F5) < k((«, ), where
ke0,1).

2. MAIN RESULTS

The first theorem is a version of Banach contraction principle in the
setting of PSS.

Theorem 2.1. Assume that & denotes the set of all bounded continuous
functions defined on a non-empty set S, ( : &€ x & — R, is a partial
symmetric space and F is a function defined on the complete partial
symmetric space (§,d). If F' is a k—-contraction mapping, for some
0 <k < 1 then F has a unique fized function.

The following theorem is PSS version of the main theorem presented
in [2] .

Theorem 2.2. Let (£,¢) be a PSS and F be a continuous mapping on
& such that

d(F(f), F(g)) < kmax{d(f,g),d(f, F(f)),(d(g, F(g)),d(f, F(g)), EZQ(J})F(Q))}?

where k € [0,1/2). In that case, F has a unique fized function.
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Proof. Let o € € and {u,} an iterative sequence as follow
= Fo, pa = F?uo, pis = Fpuo, ..., ptn = F" pio.
Then
d(,unJrla :un) :d<F<:un)> F(,Unfl)) < k Hlax{d(,un: ﬂnfl% d(um ,UnJrl)

s d(ftns pin—1), (i, pin)s A(fn—1, fing1) }

=k max{d(,un, Mn—1>’ d(:u'm :un+1)7 d(Mn—lu Mn+1)}~
Since 0 < k < 1/2, so

k max{d(,un, :un—l)v d(lunv :un-i-l)v d(ﬂn—b llJn—&-l)} <
k max{d(,un, Nn—1>) d(ﬂn—la ,un—l—l)}-
Now, if d(fin, pn—1) < d(fin—1, ftns1), then
d(#n-i-l? /Ln) < kd(ﬂn—b Pm-&-l) < k(d(ﬂn—la ,un) + d(lum :un—i-l))a

k
and this results d(fi,, fni1) < md(un_l,un).

Since 0 < k < 1/2, therefor A = < 1. In any case d(ftn11, ftn) <

(1—k)
A (pin—1, pbn)- Since 0 < X < 1, it is easy to see that the sequence p,, is

a cauchy sequence and so lim p,, = p.
n—oo

On the other hand, (§,d) is a complete metric space, then p € &.
Since F' is continuous, so p = lim g, = F(lim p,) = F(p).
n—oo n—oo
Uniqueness, let there exist «, § € £ such that Fa = «, Fg = 3. 1t
follows from (2.1) that

d(Fa, FB) <kmax{d(a, p),d(a, Fa),d(S, F),d(a, F3),d(5, Fa) }
—kmax{d(a, 8), d(e, @), d(8, B), d(e, B), d(8, )}
=kmax{d(c, B),d(a, B),d(B, )} = kd(e, B).
p) =

Since 0 < k < 1/2, then d(«, 0, and because d(a, B) = sup |a — .
Therefore o = 5. O

1
Example 2.3. Suppose F': £ — ¢ is defined by F(a(z)) = Zoz(x),

for all & € ¢ and 0 < = < 1 where £ is bounded and continuous.
Then, for all o, € &

d(Fa, F9) =d( o, 10) = sup | o = 16| = gl
<2 max{(d(a, B), d(a, Fa),d(8, FB), d(a, F§),d(8, Fa)}.

4
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Hence by Theorem 2.1, F' has a unique fixed function which is a = 0.
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ABSTRACT. We obtained g—versions of Poisson and gamma proba-
bility distributions by using basic tools of quantum time scale. For
these quantum nabla and delta distributions or g—distributions
and 1/g—distributions, some statistical properties are proved.

1. INTRODUCTION

Time scale calculus is a methodology which aims to unify and ex-
tend continuous and discrete calculus. By choosing T = R, the theory
reduces to real analysis, while choosing T = Z, the theory reduces to
discrete analysis. However, the concepts extend to other time scales.
Probability is a discipline in which appears to be many applications of
time scales. The approach of time scales gives to probability theory the
unification of discrete and continuous. For further details about time
scale theory, we refer readers to [1, 5]. Quantum calculus is obtained
by choosing the time scale

T, :=¢" = {¢"; n € Z} U {0},

where we have fixed ¢ € (0,1) U (1, 00). The choice of choosing ¢ > 1
or 0 < ¢ < 1 is a matter of preference. One can switch between the
two using the transformation ¢ — ¢~'. Recently, we have presented a
system of probability distributions in our works [, 7, 8] on time scale

1991 Mathematics Subject Classification. Primary 26E70; Secondary 60E05.
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calculus. In these works, some of probability distributions on discrete
time sale, where equipment of delta and nabla calculus are introduced.
Here, we discover Poisson and gamma distributions on quantum time
scales equipment with delta and nabla calculus. The Poisson distri-
bution on quantum time scale equipment of delta calculus is called
the delta Poisson ( 1/g—Poisson) distribution and ones on quantum
time scale equipment with nabla calculus is called the nabla Poisson
( g—Poisson) distribution. CH. Charalambides in [I] has studied dis-
crete g—distributions such as Euler and Heine distributions that are
g—analogous of Poisson distribution. Here, we get them by defining
Poisson distribution on quantum time scale equipment of delta and
nabla calculus, respectively.

2. MAIN RESULTS

We say that the delta Poisson distribution or 1/q— Poisson distribu-
tion with (), ¢) parameters is given by pmf

[2],!

where 0 < ¢ < 1, 0 < A < oo and which is denoted by [X];/, ~
Po1/q(N). Since [X],1/q = q_”+<w2rl) [X],4, for this distribution we have

P([X]17q = [2hi/g) = €4(=2) r=0,1.. (2.1)

o0 Loq (3 =D 2 pe
E([X]r1/q) = eg(=A) Z et [2]g! : :

T=r

—rT r+l r\x—"r)  r(r— T—r)(T—Tr— r—r
+(15) grle—n) =D /2 ge—r)(@—r-1) \

= Ney(—A) f: g o=,
= Ve (N E,(N) = X,

then E([X]i/y) = A and Var([X]i,) = A1 — A1 — 1/q)), where
Var((X)i/q) = 1/¢E[X]21/q + E[X]1/g — E*[X]1/4- A family of non-
negative integer valued random variable {X,, 0 < A < p < oo} is said
to be a power series distribution if its pmf can be written in the form

of

fz;\) =

where 0 < XA < p and g(A) = > o2 a(x)\*. It is well known that
mean-variance equality F(X,) = Var(X),), 0 < A < p characterizes
the Poisson family of distributions (see [2] and [3]). This requirement

that this equality holds for all 0 < A < p has been overlooked by some
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authors (see [10]). In the following theorem is derived an analogues of
this characterization for the 1/g—Poisson distribution.

Theorem 2.1. Assume that a family of non-negative integer valued
random variables obeys a power series distribution. Then, [ X1/, has a
1/q— Poisson distribution if and only if

E[X]Zl/q = E2[X]1/q (2.2)
for all X € (0,p).

To continue, first we provide a definition of 1/¢—gamma distribution,
and then obtain a relationship between it and 1/g—Poisson distribu-
tion.

The random variable X/, has a 1/g—gamma distribution with (a, 3, q)
parameters if

@

eg(—Br)gHae—1go

= +
le/q(an/q) = T, (@) , T E Rq , (2.3)
o r 1
where >0, >0, 0 <qg<1and q(2> = 2!Fqg((f_+2 —|)— 0 It denotes

as I'1/q(, B). We call the special case o = 1, fx,  (71/4) = Bey(—pz)
as 1/q—exponential distribution.

Theorem 2.2. (1/q—gamma— Poisson relationship) Suppose that X1 /4 ~
Iijg(a, 1) and [Y]i/g ~ Po1yg(x, q), where o is a integer, then P(X;,, <
z) = P([Y]i/q = ).

Similarly, we can define g—Poisson and ¢—gamma distributions. We
say that, the nabla Poisson distribution or g—Poisson distribution with
(), ¢) parameters is given by the pmf

PNl =) = BN w=01. (@4
where 0 < ¢ <1, 0 < A < 1/(1 — ¢q) and which is denoted by [X], ~
Poy(N\). By example 3.3.4 in [9], we saw that for this ¢g—distribution
E[X],4 = A, then, we have E([X],) = X and Var([X],) = A1 — (1 —
q)), where Var([X],) = qE[X]2,+E[X],— E*X], (see[1]). Also, there
is a similar theorem to theorem 2.1 in [9] for g—Poisson distribution,
such that gives the following result for all A € (0, p),

E[X]zq = EQ[X]q- (2.5)

It is said that the random variable X, has a ¢g—gamma distribution
with («, 3, q) parameters if its pdf is given by
Eq(_QB$)$a716a
= RS 2.6
qu (l‘q) Fq(a) ) YIS q’ ( )
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where a > 0, § >0, 0 < ¢ <1 and it denotes as I'j(«a, 3). The special
case a = 1, fx, (vq) = BE,(—qBx) is called g—exponential distribution.

Theorem 2.3. (q—gamma—Poisson relationship) Suppose that X, ~
Iy(a,1) and [Y], ~ Poy(z,q), where o is a integer, then P(X, < z) =
P([Y), > a).

3. CONCLUSION

In this work, we studied some quantum distributions belong to the
class of distributions on quantum time scales equipment of delta and
nabla calculus. the class of 1/g— distributions generate by delta quan-
tum calculus and g— distributions by delta quantum calculus.
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ABSTRACT. In this paper, we introduce the notion of continuous
x-C-controlled frames in Hilbert C*-modules. We present some
results of these frames in Hilbert C*-modules. Then we define
#-(C, C")-frames and study multiplier operators for these frames.

1. INTRODUCTION

In 1952, the concept of discrete frames for Hilbert spaces were in-
troduced by Duffin and Schaeffer [3] to study some problems in non-
harmonic Fourier series. Frame theory has been used in many fields
such as filter bank theory, image processing, etc. we refer to [1] for an
introduction to frame theory in Hilbert spaces and its applications.

Frank and Larson [1] presented a general approach to the frame
theory in Hilbert C*-modules. Theory of frames have been extended
from Hilbert spaces to Hilbert C*-modules, see [5, 6, 7, &].

In this paper, we introduce the notion of continuous *-C-controlled
frames in Hilbert C*-modules. We present some results of these frames
in Hilbert C*-modules. Then we define *-(C,C")-frames and study
multiplier operators for these frames.

First, we recall some definitions and basic properties of Hilbert C*-
modules. Throughout this paper, A shows a C*-algebra.

2010 Mathematics Subject Classification. Primary 42C15; Secondary 06D22.
Key words and phrases. Hilbert C*-module, *-controlled frame, continuous *-
controlled frame, multiplier operator.
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Definition 1.1. A pre-Hilbert module over C*-algebra A is a complex
vector space U which is also a left .A-module equipped with an A-valued
inner product (.,.) : U x U — A which is C-linear and A-linear in its
first variable and satisfies the following conditions:

(1) (f,.)) =20,

(i1) (f. f) = 0 iff f =0,

(i) {f,9)" = (g, [)

(iv) {af,g) = a{f, g),

for all f,g € U and a,b € A.

A pre-Hilbert A-module U is called Hilbert A-module if U is com-
plete with respect to the topology determined by the norm ||f|| =
(S, f >||% We consider GL(U) as the set of all bounded linear invert-
ible operators with bounded inverse.

2. MAIN RESULTS

In this section, we introduce continuous controlled frames in Hilbert
C*-modules with C*-valued bounds, and then we give some results for
these frames. We assume that A is a unital C*-algebra and U is a
Hilbert A-module.

Let Y be a Banach space, (X, ) a measure space, and f : X — )
a measurable function. Integral of the Banach-valued function f has
been defined by Bochner and others. Most properties of this integral are
similar to those of the integral of real-valued functions (see [2]). Since
every C*-algebra and Hilbert C*-module is a Banach space, hence we
can use this integral in these spaces.

Definition 2.1. Let C € GL(U). A mapping F' : X — U is called a
continuous x-C-controlled frame for U if

(C1) F is weakly-measurable, i.e, for any f € U, the mapping X —
(f, F(X)) is measurable on X.

(C2) There exist strictly nonzero elements A, B in A such that

Alf, YA < /X (f, F(@))(CF(x), fydy(x) < B, f)B", (f €U).
(2.1)

Example 2.2. Let U = A = [?(C) with the A-inner product ({a, }nen, {bn fnen) =
{a,by fnen. Consider the linear operator C' : U — U defined as C{a, }nen =

{aa, }nen, where @ € RY. Let (X, ) be a measure space in which

X =[0,1] and p is the Lebesgue measure. Suppose

F: X — U

2 (V32 + L}uer.
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If f={a,}nen € U, then we see that
/X (f, F@)(CF(x), f)du(x)
= Valy + Dnenl{anbme, {anhen) Valg + e

Therefore F' is a continuous tight *-C-controlled frame with bound
vai{s + ;e

Definition 2.3. Let C' € GL(U), and let the mapping F : X — U
be a continuous *-C-controlled Bessel map in Hilbert C*-module U.

The operator Sof = [ _.(f, F(x))CF(z)du(z) is called a continuous
x-C-controlled frame operator.

Theorem 2.4. Let C € GLY(U), and let the mapping F : X — U
be a continuous x-C'-controlled frame in Hilbert C*-module U. Then
continuous x-C'-controlled frame operator S is invertible, positive and

A= < ISell < 1B
In the sequel, we assume that C,C" € GL(U).

Definition 2.5. The mapping F' : X — U is called a continuous -
(C, C")-controlled frame in Hilbert C*-module U, if
(CC1) C'F is weakly-measurable, i.e, for any f € U, the mapping
X — (f,C'F(X)) is measurable on X.

(CC2) There exists strictly nonzero elements A, B in A such that

AUDA < [ (.CF@)CF@). Ndua) < B NE, (F V)
(2.2)
Theorem 2.6. Let F' and G be continuous *-(C,C) and %-(C',C")-

controlled Bessel maps with x-frame bounds B and B', respectively.
Let m € L2(X, ). The operator

Mm,CEC’G U — U
fr—= [ym(@)(f,CF(z))C"G(x)du(z)

is a well-defined bounded operator.

Now, we give the concept of multipliers for continuous *-(C,C")-
controlled Bessel maps.

Definition 2.7. Let ' and G be continuous *-(C,C') and *-(C’, C")-
controlled Bessel maps for U, respectively. Let m € £L°(X, ). The
operator M, cr o is called the continuous *-(C, C")-controlled Bessel

multiplier of F, G and m.
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We give the following results.

Corollary 2.8. Let C and C' be unitary operators in End(U). Sup-
pose F' and G be continuous *-(C,C) and x-(C',C")-controlled Bessel
maps with *-frame bounds B and B', respectively. Then

/ *
My, crea = C' My, paC™.

Corollary 2.9. Let C € GL*(U), and let m(xz) > 6 > 0 a.e., then
for any continuous *-(C,C)-controlled Bessel map F, the multiplier
M., crcr 1s a positive invertible operator.
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ABSTRACT. We present some fixed point theorems for («, p)-nonexpansive
mappings in CAT(0) spaces. Moreover we study the existence of
fixed points for («, p)-nonexpansive mappings.

1. INTRODUCTION AND PRELIMINARIES

A metric space M is a CAT(0) space if it is geodesically connected
and if every geodesic triangle in M is at least as thin as its comparison
triangle in the Euclidean plane. CAT(0) spaces are convex metric
spaces, that is, for each z,y € M and t € [0, 1], there exists z € [z, ]
such that

d(z,2) =td(z,y),  dy,z) = (1-t)d(z,y). (1)
For the sake of readerships, denote the unique element (1 —t)z @ ty in
(1) by z. If (M, d) is a CAT(0) space, then

d((l - t)l’ D ty, Z) < (1 - t)d(l‘, Z) + td(ya Z)?
for all z,y,z € M and t € [0, 1].
Lemma 1.1. [/, Proposition 2.2] Let (M,d) be a CAT(0) space,
p,q,r,s € M and t € [0,1]. Then

ditp® (1 —t)q,tr & (1 —1)s) < td(p,r) + (1 —1)d(q, s).

1991 Mathematics Subject Classification. Primary 47TH09 ; Secondary 47H10.
Key words and phrases. Fixed point, C AT (0) spaces, Nonexpansive mappings.
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We now adopt the notation oz @ aszs @ - - B oy, = Y oy [, 7).
Then for each convex metric space, when > " o; =1, a; > 0 for all 4,

we have
(Y e, i), 2) < Zaz Tiy 2
i=1

for all x1,---,x, and z € X. Therefore lem 1.1, yields the following
inequality:

(Y e, i), Z a;, yi] < Z Z io;d(wi, y5), (2)

i=1 i=1 j=1

for all zy,--- , 2, and y1,--- ,y, € X. Goebel and Pineda introduced
the class of (o, p)-nonexpansive mappings in Banach spaces [3]. Simi-

larly in CAT(0) spaces we define:

Definition 1.2. A function 7' : C' — C' is called («, p)-nonexpansive
if, for some a = (ay,aq, -+ ,a,) with > " o, = 1, a; > 0 for all
1 <i<n,asa, >0, and for some p € [1,00),

Z aid(Tixa sz)p S d(l‘a ,y>p’
i=1
for all z,y € C.

In particular, their proofs rely heavily on the nonexpansive property
of the following mapping

T, = T®aT?’® - a, T".

Clearly d(Tz,Ty)? < aild(x,y)p, that is d(Tx,Ty) < (ﬁ)d(m,y),

J
and consequently k(7)) < 1/,,, hence d(T7x,T7y) < ( f/p) d(x,y).
@

When the multi-index « isn’ tlspec1ﬁed, we say T’ is mean nonexpansive.
If T is identity or constant mapping, then T' is («,p)-nonexpansive
mapping. Also, let C = [0,1] x [0,1] and T(x,y) = (x,0) for all
(z,y) € C be the projection. Therefore, T' is an («a, p)-nonexpansive
mapping.

2. MAIN RESULTS

Let (M, d) be a complete CAT'(0) space and C' be a nonempty convex

subset of M.
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Definition 2.1. We say that the («,p)-nonexpansive mapping T :
C — Cis (a, p)-metrically invariant, if for any two points z and y in
C and for all 7,5 € {1,2,--- ,n} and ¢ # j, we have

d(T'z, T'y) — d(T'z, Ty) — d(T?z, T'y) + d(T9z, Ty) > 0,
The following Lemma plays an important role in this article.

Lemma 2.2. The mapping T, is nonexpansive mapping, whenever T’
is (o, p)-metrically invariant.

Theorem 2.3. Let (M, d) be a complete CAT(0) space. Let C be a
nonempty bounded closed and convex subset of M. Then any ((aq, az), 1)-
metrically invariant mapping T : C' — C with oy > o has an approz-
imate fized point sequence.

Example 2.4. Let M = [! with a metric inherited from the standard
norm, ||z|| = ||(z1,22,---)|| = >, |#|, C := By the closed unit ball
of ' and a = (1 — k, k) for all 0 < k < 1. Suppose T : C'— C be a
mapping defined for every (z1,z5,---) € C by

T(z) = (sowa, S35, - y 8Ly, )
1 (—k)yt
where S = m for ] € {2,3, T } Then d(T) = 0. Clearly,
(CL,£7L, - o+, ——, -+ ) is a fixed point of T" for all a €
S92 S983 S925354 5983+ 85
(0, 1).

Now, we generalize the results of Section 3 for (¢, p)-nonexpansive
mappings, when p > 1.
Theorem 2.5. Let (M,d) be a complete CAT(0) space. Let C be
nonempty bounded closed and convezr subset of M with diam(C)
0. If T:C — C is (a,p)-nonexpansive with n > 2 for some «
(o1, 0, -+ ) and p > 1, such that

Vv s

n-1 n-1 1
(1-— a1)<1 —a;” > <oy’ (1 —af),

then d(T) = inf{d(x,Tz) : x € C} = 0.

Theorem 2.6. Let (M, d) be a complete locally compact CAT(0) space.

If C' be a nonempty bounded closed and convex subset of M, then

C' has the fixved point property for («,p)-nonexpansive mappings with

n>2 a=(ap,a - ,a,) and p > 1 such that

n-1 n-1 1
(1—a1)<1—a1p ) <o’ <1—af>.

Moreover, if the above inequality is strict then Fix(T) = Fix(Ty).
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ABSTRACT. In this paper, the numerical solution of the wave equa-
tion is considered by the fragile points method. To achieve the
test and trial functions, the generalized finite difference method
has been applied. Interior Penalty Numerical Fluxes (IPNF) have
been proposed to establish the consistency of the method. Finally,
numerical results are provided.

1. INTRODUCTION

In many problems, numerical analysis researchers use the finite ele-
ment method (FEM) [2] , Finite Volume Method (FVM) and Boundary
Element Method (BEM) to discretize the spatial dimension. Another
group of numerical methods known as meshless methods that do not
require mesh for discretization such as Element Free Galerkin (EFG)
and Meshless Local Petrov-Galerkin (MLPG). Attaining trial functions
by these methods cause a lot of complexity in trial functions and weak
form integrations. Hence, Leiting Dong and colleagues to provide a
general method for solving problems so that the test and trial func-
tions are simple, local, and discontinuous polynomials introduced a
new meshless method called the Fragile Points Method (FPM) [3].

1991 Mathematics Subject Classification. 35L05; 656M99; 68W25.
Key words and phrases. Fragile Points Method, Interior Penalty Numerical
Fluxes, Wave equation.
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In this paper, wave equation

32
3—;‘@;, t) = a®V2u(x,t) + f(x,t) x€Q, (1.1)
with initial conditions
ou
u(x,0) = g1(x), E(X, 0) = g9, (1.2)

and the boundary conditions
u(x,t) = hy(x,t), x € I'p, Vun(x,t)=hs(x,t), x €y, (1.3)
will be studied by Fragile Points Method (FPM).

2. MAIN RESULTS

2.1. Polynomial discontinuous trial and test functions. Inside
the domain 2 and it’s boundary 0f), several points are distributed
sporadically. The Voronoi Diagram method has been selected for the
partition of the domain. The trial function u; in the subdomain Ej
which includes the point P, can be written as

up(x,t) = uo(x,t) + (x — x0)Vu(x,t)|p, x€ Ep. (2.1)

In the above equation, ug is the value of u;, at Fy and xo denotes the
coordinate of the point F,.

We employ the Generalized Finite Difference (GFD) method to cal-
culate Vu at Py in terms of the values of w; at several neighboring
points of Py that named ¢y, qs, ..., ¢n. In the following, to calculate the
amount of the gradient of Vu at F,, we minimize a weighted discrete
L? norm J so that

J- i (Vuley. G~ x0)" — (1 u0)>2 w;. (2.2)

=0
If we assume that weight function w is constant, due to the stationarity
of J we have

Vu = Bug, (2.3)
where

T — 10 U — 0 ~11 0 ... 0

A — Toa —To Y2 — Yo 7B:(ATA)—lAT —.1 0 1

mx(m+1)
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and ug = (ug, U1, ..., u,)T. Also by substituting (2.3) into (2.1) the
relation between u;, and ug will be obtained as

Up = NUE, Vx € Eo, N = [X — Xo]B + [1, 0, c 70]1><(m+1)- (24)

2.2. Implementation of numerical flux corrections. We can rewrite
wave equation (1.1) using mixed form as following,

o= Vu(x,t), in €,

2

—a?V.o = —%(x,o +f(x,1), in Q. (2.5)

By multiplying the first and second equations in (2.5) by test functions
7 and v respectively and integrating it on the subdomain E, using the
Green formula and by summing these equations over all subdomains

we have
/ah.TdQ: —/uhV.TdQ—i-Z/ apn.Tdl,
Q 0 oE

EeQ)

0*u
a2/0 Vv =a’ / o .nydf—/—x,tyd9+/fx,tyd§2.
Q " Z o5 93t2< ) Q (1)

EeQ

In the above equations values ) and u; represent approximations oy,
and uy, on OF. These values are named Numerical Fluxes [1]. Then we
define operators the average and the jump which by these operators, we
can manage the numerical fluxes. As regards I' =1, +1'p + 'y, Table
3.1 in [3] and by substituting the Interior Penalty Numerical Fluxes
(IPNF), we have

o) /E Vup VvdQ —ao® > / {Vur} V] + {Vv} [up)) dT

EeQ eclp,Ul'p ¥ €
2 n 0*u
+ o Y [ Yu)dl = | fxtwdQ— | S (x, t)rdQ
h/e e Q Q 8t2
ecl'p,Ul'p
+ o Z /e (h%l/ - Vl/.n) hi(x,t)dl + o? Z el/hQ(X, t)dl.
EEFD EEFN

The above equation is the formula of FPM, which is called FPM-Primal
method. If the matrix form of this method is expressed as follows:

o’Ku + Cii = F, (2.6)

By Substituting values B instead of Vv and Vu, N instead of u;, and

v in equation (2.6), the point stiffness matrices will be achieved.
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2.3. Numerical results. In this section, a example to verify the ac-
curacy and efficiency of the present method will be evaluated.

Example 2.1. Consider the two-dimensional inhomogeneous wave equa-
tion equation as follows

uy(z,y,t) = Viu(z,y,t) + cos(x), = € (0,7), ye (0,7), t>0.
Dirichlet boundary conditions u(0,y,t) = 1 + sin(y)sin(t), u(m,y,t) =
—1 + sin(y)sin(t),u(x,0,t) = cos(z), u(x,m,t) = cos(x) and initial
condition u(x,y,0) = cos(z) and u(z,y,0) = sin(y) and analytical
solution can be expressed as u(zx, y,t) = cos(z)+sin(y)sin(t). Relative
errors 7o and r; have been shown in Table 1.

TABLE 1. The relative errors of the Example 2.1 at 7' = 1.

points Parameters 0 1 cpu time
N=121 h.=1,n=6 17263 x107% 9.5218 x 1072 1.6s
N =676 h,=0.1,n=3 44831 x1073 2.7873 x 1072 11s
N =2601 h,=0.1,n=3 27653 x 1073 1.5448 x 1072 91s

According to the results of the Table by FPM, we can be seen that
the method is stable and has good precision. Also, the method does
not have much computational cost and depending on the number of
points used, it will achieve numerical solutions with good accuracy in a
short time that this is an advantage. Other advantages of this method
over other numerical methods are described in detail in Table 1 in [4].
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ABSTRACT. In this talk, we first introduce ¢,-diversities as a gen-
eralization of ¢,-metrics, for all 1 < p < oco. Then, we state the
diversity setting of the well-known Bourgain theorem in metric em-
beddings. We show that every diversity (X, d) on n points embeds

in diversities zg’(‘"g ") with distortion O(n logl'Jer n)asl<p<2

2
and Kf(log ") with distortion O(n logHTp n)as 2 <p < oo.

1. INTRODUCTION

Diversities were introduced in [1] as a generalization of metric spaces.
Actually, a nonnegative real number is assigned to each finite subset of
a given set. To be precise, let X be a nonempty set and (X) denote the
collection of all finite subsets of X. A diversity is a pair (X, §) where
0 : (X) — R satisfies the following conditions for all A, B,C € (X):
(D1) §(A) >0, and §(A) = 0 if and only if |A| < 1;

(D2) If B # (0, then 6(AUC) <6(AUB)+d6(BUC).

Example 1.1. Let (X, d) be a metric space. Then the mapping dgiam :
(X) — [0,00) defined as dgqiam(A) = max{d(a,b) : a,b € A}, for all
A € (X) is a diversity on X.

Below, we introduce ¢,-diversities for all p € [1,00). For p = 1, see
[2].

1991 Mathematics Subject Classification. Primary 46B85; Secondary 30L05.
Key words and phrases. Diversity, Metric embedding, Diversity embedding.
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Example 1.2. Let p € [1,00) and ¢, denote the set of all real sequences
{z;}22, with ¥°,|z;|” < co. Define the mapping 6, : (¢,) — [0,00) as

d,(A) = (Z diam{a; : a € A}p> P (A € (L,)).

Then 9, is a diversity on £,.

More examples of diversities can be seen in [1, 2, 3, 1, (].

Diversity embeddings were defined in [2] and then some results on
metric embeddings and L;-embeddable metrics were generalized to di-
versities, leading to some applications in combinatorial optimization
and theoretical computer science (see [2, 3, 7]). More precisely, a
mapping f : (X,dx) — (Y,dy) of diversities is called a diversity em-
bedding if 0x(A) = dy(f(A)), for all A € (X). Also, a mapping
¢ (X,0x) — (Y,d0y) is said to have distortion ¢ if for some «, 5 > 0
such that ¢ = af we have

L5 (A) < 0y (6(A) < B5(A), (1.1)

«

for all A € (X). In this case, it is said that (X, dx) embeds in (Y, dy)
with distortion c.

2. MAIN RESULTS

In this section, embedding of arbitrary finite diversities into /-
diversities is given. The case p = 1, a special case, is given in [2,
Theorem 13]. Let us first see the following lemma.

Lemma 2.1. Let 5§f;m be the diameter diversity derived from the metric

space (R™,d,), as 1 <p < oco. Then, 5 < o < m 5

diam diam *

Proof. The first inequality is trivial. For the second one, note that for
all k € {1,---,m}, there exist a*, v* € A such that diam{a; : a €
A} = ak — b, We have

p

Gp(AY =" (ak = )" < [laF = b¥|) < mog (A).

diam

O

Theorem 2.2. Every diversity (X,0) on n points embeds in the diver-
1 2
sities 051%™ with distortion O(nlog » n) as 1 < p < 2, and 5= ™
2
with distortion O(n log# n) as2 < p < oo.
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Proof. Let d be the induced metric for § and d45., denote the diameter
diversity. By [2, Theorem 4], for each finite subset A of X, we have
daiam (A) < I(A) < (JA| = 1)dgiam (A). (2.1)

Let 1 < p < 2. According to [5, Theorem 3.2, 3], there is a mapping
¢ X — ROUeen) guch that

“d(r,y) < 6(x) — 6(0)lly < Fd(z. ), (22
where af = O(logn). From (2.1), and (2.2), and Lemma 2.1, we have
S 1s ®)
2 5(4) < ~aan(4) < SP0(4)) < 3,(6(4)) s
< mr S (6(A)) < me Bbgan(4) < mo B5(A),

where m = O(logn). We then see that the distortion of the mapping
1 1+p
¢ (X,0) = (55 is namr» B = O(n log 7" n).
Now let 2 < p < oo. According to [5, Theorem 3.2, 5], there is
a mapping ¢ : X — RO08*") gatisfying (2.2). Thus (2.3) holds for
2

m = O(log® n). Observe that namiﬁ =0(n log# n), which completes
the proof. 0
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ABSTRACT. In this paper, we investigate bounded below weighted
composition operators Cy , on a Hilbert space of analytic func-
tions. Then for ¢ € H* and a univalent map ¢, we characterize
all closed range weighted composition operators Cy , on H 2 and
A%, Also we show that for ¢ € H* which is bounded away from
zero near the unit circle, the weighted composition operator Cy
is bounded below on H? or A2 if and only if C,, has closed range.

1. INTRODUCTION

Let D denote the open unit disk in the complex plane. The Hardy
space H? is the set of all analytic functions f on D such that

d9
191 =t [ 7o) < o
™
We recall that H>*(D) = H® is the space of all bounded analytic

functions defined on D, Wlth supremum norm || f|lec = sup,ep | f(2)]-
Let dA be the normalized area measure in D. The weighted Bergman
spaces A%(D) = A2, for @ > —1, are defined by

A2(D) = {f analytic in D (17|, = [ |fPdAq < o)
D

1991 Mathematics Subject Classification. Primary 47B33; Secondary 47B38.
Key words and phrases. Hardy space, Weighted Bergman spaces, weighted com-
position operator, closed range operator.
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where dA, = (a+ 1)(1 — |z|*)*dA. We know that for o > —1, A2 is
a Hilbert space. The case when a = 0 is known as the (unweighted)
Bergman space, and is often denoted simply AZ.

Let ¢ be an analytic map from the open unit disk I into itself. The
operator that takes the analytic map f to f oy is a composition oper-
ator and is denoted by C,. A natural generalization of a composition
operator is an operator that takes f to ¢ - f o ¢, where 9 is a fixed
analytic map on ID. This operator is aptly named a weighted composi-
tion operator and is usually denoted by C\ . More precisely, if 2 is in
the unit disk then (Cy ., f)(2) = ¥(2) f(¢(2)). In this paper, we assume
that Cy , is a bounded operator.

The automorphisms of I, that is, the one-to-one analytic maps of
the disk onto itself, are just the functions p(2) = A{==, where |A\| =1
and |a| < 1. We denote the class of automorphisms of D by Aut(D).

Closed range composition operators were studied on the Hardy and
weighted Bergman spaces in [1], [2], [1] and [5]. In the second section,
we investigate closed range weighted composition operators. We show
that if Cy ., is bounded below on a Hilbert space of analytic functions,
then C, has closed range. Next, we show that Cy, , is bounded below on
H? or A2 if and only if C, has closed range, when ¢ € H* is bounded
away from zero near the unit circle. In Theorem 2.5, for v € H*> and
¢ which is a univalent, holomorphic self-map of D, we determine all
closed range operators Cy, on H? and AZ2. In this paper, we state
some results of [3].

2. MAIN RESULTS

Let H be a Hilbert space. The set of all bounded operators from H
into itself is denoted by B(H). We say that an operator A € B(H) is
bounded below if there is a constant ¢ > 0 such that c||h|| < ||A(R)]|
forall h € H.

In the next lemma, we show that for operators A and B which have
closed range, if A is bounded below, then AB has closed range.

Lemma 2.1. Suppose that A and B belong to B(H). Let A and B
have closed range. If A is bounded below, then AB has closed range.

If f is defined on a set V' and if there is a positive constant m so that
|f(2)] > m, for all z in V, we say f is bounded away from zero on V.
In particular, we say that ¢ is bounded away from zero near the unit
circle, that is, there are o > 0 and € > 0 such that

|9(2)| > € for § < |z| < 1.
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In Propositions 2.2 and 2.3 and Theorem 2.5, we investigate bounded
below weighted composition operators

Proposition 2.2. Suppose that H is a Hilbert space of analytic func-
tions. If Cy., is bounded below on H, then C, has closed range.

Suppose that ¢ is a constant function. Then the range of ¢ on D
misses a neighborhood of the unit circle. [5, Corollary 4.2] and [5, Ex-
ample 1] imply that C, does not have a closed range on H? and AZ2.
We use this fact in Theorem 2.3.

Theorem 2.3. Let vp € H* be bounded away from zero near the unit

circle. The composition operator Cy, has closed range if and only if
Cy. is bounded below on H* or AZ.

In [2, Theorem 5.1}, Akeroyd et al. found the following proposition.
We use it in the next theorem in order to characterize all closed range
weighted composition operators Cy,, on H? and A2, when ¢ is univa-
lent.

Proposition 2.4. LSuppose that ¢ is a univalent, holomorphic self-
map of D. Then C,, has closed range on H?* or A% if and only if ¢ is
an automorphism of D.

If ¢» = 0, then it is easy to see that Cy , has closed range. Therefore,
in the following theorem, we assume that ¢ Z 0.

Theorem 2.5. Assume that ¢ is a univalent, holomorphic self-map of
D. Lety € H* and 1) # 0. The weighted composition operator Cy ,
has closed range on H? if and only if ¢ is an automorphism of D and
there exits a constant m > 0 such that |¢| > m almost everywhere on
0D. Moreover, the weighted composition operator Cy, , has closed range
on A2 if and only if v is an automorphism of D and vp = hb, where
h € H* is invertible in H> and b is a finite product of interpolating
Blaschke products.
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ABSTRACT. In this paper, we obtain that C7, , is bounded below
on H? or A? if and only if Cy , is invertible.

1. INTRODUCTION

Let D denote the open unit disk in the complex plane. For a > —1,

the weighted Bergman space A%(D) = A2 is the set of functions f
analytic in D with

£ llos2 = (a+1) /D [F(2)P(1 = |2[*)"dA(2) < o0,

where dA is the normalized area measure in . The case when o = 0 is
known as the (unweighted) Bergman space, and is often denoted simply
A2,

The Hardy space, denoted H?(D) = H?, is the set of all analytic
functions f on D, satisfying the norm condition

27
11 = tim [ 1rre )5 < .
The space H>*(ID) = H consists of all the functions that are analytic
and bounded on D, with supremum norm || f||. = sup,ep |f(2)].

1991 Mathematics Subject Classification. Primary 47B33; Secondary 47A53.
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position operator, Fredholm operator.
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Let ¢ be an analytic map from the open unit disk D into itself. The
operator that takes the analytic map f to f o ¢ is a composition oper-
ator and is denoted by C,. A natural generalization of a composition
operator is an operator that takes f to ¢ - f o, where 1 is a fixed ana-
lytic map on ID. This operator is aptly named a weighted composition
operator and is usually denoted by Cy . More precisely, if z is in the
unit disk then (Cy . f)(2) = ¥(2) f(¢(2)).

Suppose that H and H' are Hilbert spaces and A : H — H' is a
bounded operator. The operator A is said to be left semi-Fredholm if
there is a bounded operator B : H' — H and a compact operator K
on H such that BA = I + K. Analogously, A is right semi-Fredholm if
there is a bounded operator B’ : H' — H and a compact operator K’
on H' such that AB’ = I+ K'. An operator A is said to be Fredholm
if it is both left and right semi-Fredholm. It is not hard to see that A
is left semi-Fredholm if and only if A* is right semi-Fredholm. Hence
A is Fredholm if and only if A* is Fredholm. Note that an invertible
operator is Fredholm. By using the definition of Fredholm operator,
it is not hard to see that if the operators A and B are Fredholm on a
Hilbert space H, then AB is also Fredholm on H.

The automorphisms of D, that is, the one-to-one analytic maps of
the disk onto itself, are just the functions ¢(z) = A\y==, where |A| = 1
and |a| < 1. We denote the class of automorphisms of D by Aut(D).
Automorphisms of D take 0D onto . It is known that C,, is Fredholm
on the Hardy space if and only if ¢ € Aut(D) (see [1]).

In the second section, we investigate Fredholm and invertible weighted
composition operators. In Theorem 2.7, we show that the operator C’;ZM
is bounded below on H? or A2 if and only if Cy , is invertible. In this
paper, we state some results of [1].

2. MAIN RESULTS

Let H be a Hilbert space. The set of all bounded operators from H
into itself is denoted by B(H). We say that an operator A € B(H) is
bounded below if there is a constant ¢ > 0 such that c||h| < ||A(R)]|
for all h € H.

If f is defined on a set V' and if there is a positive constant m so that
|f(2)] > m, for all z in V, we say f is bounded away from zero on V.
In particular, we say that v is bounded away from zero near the unit
circle, that is, there are o > 0 and ¢ > 0 such that

|9(2)| > € for § < |z| < 1.
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Now we state the following simple and well-known lemma, and we
frequently use it in this paper.

Lemma 2.1. Let Cy, be a bounded operator on H?* or A2. Then, for
eachw €D, CF Ky = (W) Kpu).-

Lemma 2.2. Suppose that A and B are two bounded operators on a
Hilbert space H. If AB is a Fredholm operator, then B is left semi-
Fredholm.

Zhao in [5] characterized Fredholm weighted composition operators
on H?. Also Zhao in [6] found necessary conditions of ¢ and ¢ for
a weighted composition operator Cy, on A2 to be Fredholm. In the
following proposition, we obtain a necessary and sufficient condition
for Cy., to be Fredholm on H? and A%. The idea of the proof of the
next proposition is different from [5] and [0].

Proposition 2.3. The operator Cy, , is left semi-Fredholm on H? or

A% if and only if p € Aut(D) and ¢» € H* is bounded away from zero
near the unit circle. Under this conditions Cy, , is a Fredholm operator.

In the next proposition, we find a necessary condition of ¢ for an
operator C7 , to be bounded below on H? and A?. Then we use Propo-

sition 2.4 i 1n order to obtain all invertible welghted composition opera-
tors on H? and A2.

Proposition 2.4. Let ¢ be an analytic map of D and ¢ be an analytic
self-map of D. If C},  is bounded below on H* or A%, then i € H* is
bounded away from zero on D and ¢ € Aut(D).

Bourdon in [2, Theorem 3.4] obtained the following corollary; we
give another proof (see also [3, Theorem 2.0.1]).

Corollary 2.5. Let 1 be an analytic map of D and ¢ be an analytic
self-map of D. The weighted composition operator Cy, is invertible on
H? or A2 if and only if ¢ € Aut(D) and ) € H™ is bounded away from
zero on D.

Note that if Cy , is invertible, then C’* is bounded below. Hence

by Proposition 2.4 and Corollary 2.5, we can see that CY, , is bounded
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below if and only if Cy, , is invertible.

The algebra A(ID) consists of all continuous functions on the closure
of D that are analytic on D. In the next corollary, we find some Fred-
holm weighted composition operators which are not invertible.

Corollary 2.6. Suppose that ¢ € Aut(D) and ¢ € A(D). Assume that
{z € D : ¢(z) = 0} is a nonempty finite set and for each z € ID,
Y(z) #0. Then Cy, is Fredholm, but it is not invertible.

Theorem 2.7. Suppose that ¢ is an analytic map of D and ¢ is an
analytic self-map of D. The operator C, , is bounded below on H? or

A% if and only if p € Aul(D) and ¢» € H*® is bounded away from zero
on D.
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ABSTRACT. In this paper, we study on the boundedness and com-
pactness of a certain type of the product of composition and dif-
ferentiation operators on the weighted Hardy spaces. We also de-
termine its spectra and an expression to its adjoint.

1. INTRODUCTION

Let 8 = {B(n)}nenuioy be a sequence of positive real numbers with
f(0) =1 and 1 < p < co. Denote the weighted Hardy space H?(/3) by

the space of formal power series

= f(n)"

such that

AP = 117115 = ZI n)PPB(n

Let fi(n) = 6,(n). Then fi(z) = 2* and {fi}renuqoy is a basis for
H?(3). The weighted Hardy space HP(5), 1 < p < oo, is a reflexive

1991 Mathematics Subject Classification. Primary 47B33; Secondary 30D15,
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pactness, boundedness, adjoint.
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Banach space with the ||.||s and its dual is H7(3P/%) where 1—1) + % =1
and /7 = {B(n)P/1},. The classical Hardy, Bergman and Dirichlet
spaces are examples of weighted Hardy spaces, where 5(n) = 1, f(n) =
(n4+1)7% and B(n) = (n + 1)/2, respectively.

If p =2, H?(B) is a Hilbert space with the inner product

lim ﬁ(n)% =00 (1)

then the elements of H?(3) are entire functions.
Let ¢ : C — C be any analytic map. The composition operator C,
on H?(J) is defined by

Ccp(f ) = foo.

A number of researchers have studied on the relation between op-
erator theoretic properties of Cy, and the function theoretic of ¢. For
more information, the reader can refer to [1, 4, 5, 0].

Let D be the differentiation operator defined by

Df(z) = f'()
for any analytic function f on the complex plane. Note that the opera-
tor D is not necessarily bounded on any analytic function space. Since
H?*(3) is a functional Hilbert space, D, is bounded on H?(3) if and
only if D, maps H*(J) into itself.
The product of composition operator C, and differentiation oper-
ator D, C,D, have been studied by many authors, for example see

[2, 3]. As in [2], we denote the product of composition operator and
differentiation operator C,D by D, on H?*(f) is given by
Dcpf = fl o .

2. MAIN RESULTS

Let ¢(2) = az+b, a, b € C. In the case a = 0, b # 0 for f(z) =
Ziio f(n)z" € HQ(/B) we have

D f(z) =Y nf(n)p"
T
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and obviousely

i 2’b‘2(n 1)

IDAII* < IIFII* Z (n)?

Using root test and condition (1), the above right hand series is con-
vergent and so the operator D,, is bounded on H?().

Ifa, b€ C\ {0}, p(2) = az + b, then for f(z) = 3.2, f(n)z"

D,f(z) = i )(az +b)"

— Z i ( >nf( Jakor iRk,

Theorem 2.1. Let p(z) = az +b for some a,b € C\ {0} with |a| < 1.
Then the operator D, is bounded on H*(3) if the sequence {n
s bounded.

In the special case, if b = 0, then the operator D, is bounded on

H?(B) if and only if the sequence {%}%N is bounded.

}neN

Theorem 2.2. Let ¢(z) = az for some a € C\ {0}. Then the operator
D, is compact on H*(3) if and only if

n—1 -1
L el B — 1)

e B(n)

Proposition 2.3. Let go( ) = az for some a € C\ {0}. Suppose that
the sequence {(n+ 1)|a|” n+1 Fnenuqoy s monotonically decreasing and

converges to a real number k. Then the spectrum of D, is contained in
the closed ball with the radius k.

=0.

Assume that p(z) = az+b, forsome a, b € Cand f(z) =)~ f(n)zn
belongs to the domain of D,. So

o0

bn k

F®(b

n:k

By Cauchy-Schwarz’s inequality and the root test one can conclude
that the mapping f — f*)(b) is a bounded linear functional of H?(3).
This shows that the domain of the adjoint of D, contains all holo-

morphic polynomials. So we have the following result.
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Proposition 2.4. If f(z) = > 7, f(n)z” belongs to the domain of
Dy, then D} f(z) = >0, fu(n)z" where f,(0) =0 and for n > 1

f (n) — L F(k\gkpr—1F @ 2
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ABSTRACT. We give necessary and sufficient conditions for the
compactness of products of differentiation and composition opera-
tors between Zygmund type spaces.

1. Introduction

Let D denote the open unit ball of the complex plane C and H (D)
denote the space of all complex-valued analytic functions on ID. For
0 < a < o0, a function f € H(ID) belongs to Bloch type space B, if

| fllsB, = i‘éﬁ?(l — 2P f (2)] < 0.

The space B, is a Banach space equipped with the norm

1fllsa =[SO+ £l s8..,

for each f € B,. The little Bloch type space B, is the closed subspace
of B, consists of those functions f € B, satisfying
lim (1 — [2[*)*]f'(2)| = 0.

|z]—1

2010 Mathematics Subject Classification. Primary 47B38; Secondary 47B33,
46E15.
Key words and phrases. generalized weighted composition operator, product of
differentiation and composition operator, compact operator, Zygmund type space.
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The classic Zygmund space Z consists of all functions f € H(ID) which
are continuous on the closed unit ball D and

(€0 4 F(e7) — 2f(e")
h

where the supremum is taken over all # € R and h > 0. By [I, Theorem
5.3], an analytic function f belongs to Z if and only if sup,.p(1 —
1212)|f"(2)| < oo. Motivated by this, for each 0 < o < oo, the Zygmund
type space Z, is defined to be the space of all functions f € H(D) for
which

sup f < 00,

Ifllsza = sup(l — =) (2)] < oo
ze
The space Z, is a Banach space equipped with the norm

1fllzo = 1£O) + [S (O] + 15z

for each f € Z,. The little Zygmund type space Z,, is the closed
subspace of Z, consists of those functions f € Z, satisfying
lim (1 — |2*)*|f"(2)| = 0.
|z]—1
The essential norm of a bounded operator T : X — Y between
Banach spaces X and Y is defined by

1T |le.x—y =nf{||T — K|l x5y : K € K(X,Y)},

where K(X,Y) is the space of all compact operators K : X — Y.
For each non-negative integer k, the generalized weighted composition
operator DZ,U is defined by

D f(2) = u(2) f O (e(2)),

for each f € H(D) and z € D. The class of generalized weighted
composition operators include weighted composition operators uC, =
ngu, composition operators followed by differentiation DC, = Dglw’
and composition operators proceeded by differentiation C,D = D;’l
[2]. Also, weighted types of operators DC, and C,D are of the form
Dk, that is uDC, = D!, and uC,D = D, [3]. The aim of this
paper is to investigate compactness of products of differentiation and

composition operators between Zygmund type spaces.

2. MAIN RESULTS

It is known that for each n > 2 and 0 < o < 0o we have

|f (Z)‘ — (1 _ |Z|2)a+n_17
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for all f € B, and z € D (see [5]). Therefore, for each n > 2 and
0 < a < oo we have

for all f € Z, and z € . Note that, by the definition of Zygmund
type spaces, it is clear that (2.1) also holds in the case of n = 1. Before
stating the main results of this section, we define the following test
functions for each 0 < a < o0 and z,a € D.
(1—Ja[*)? (1—Ja[*)? (1—af)!
a N = T — N1 h = T — o190
f (Z) (1 _ GZ)O‘ ga(Z) (1 _ EZ)OH_l a(Z) (1 _ az)a_;’_Q
Theorem 2.1. Let 0 < o, f < o0 and n > 1 with (n,a) # (1,1). If
D3, : Za — Zg is a bounded operator, then the following statements
are equivalent:
(i) D}, : 2o — Zp is compact.
(i) lnnsup, ., ° 21D, 4] 2, = 0.
(iid) limsup,y DG fallz, =0, limsupy,y [[D 4allz, =0,
lim Sup|a\—>1 ||Dg,uh ||Zﬁ = 0.
. . 1—|z|?)8
(i) Tim supy, ) 1 o ape= v (2)| = 0,
: 1
0 DY oy 1 T e 20 (2)6(2) + (=) (2)] = 0,
I e u(2)¢(2) = 0
HSUP|p(2)| =1 T [p(z)B)arn | U z)| =U.

By applying Theorem 2.1, we get the following results for the com-
pactness of products of differentiation and composition operators DC, :
Z, — Zgand C,D : Z, — Zg in the case of a # 1.

Corollary 2.2. Let 0 < o, 8 < oo with o # 1. If DC, : Z, — 25 is a
bounded operator, then the following statements are equivalent:
(t) DC, : 2, — Z3 is compact.
(id) imsup; .. j*7?[|"(I7*1) 0 ¢l 2, = 0.
(idd) limsupy, oy ||/ fz 0 @llz, =0, limsupy, . [[¢'g; 0 ¢llz, =0,
limsupyy| 1 [[¢'hy 0 ¢llz, = 0.

. . 1—|z
(1v) lim SUD| ()| 1 WWW( )| =0,

lim sup), .51 %BS@ (2)¢'(2) = 0,
li (1-|2*)® _
HI SUP|(2)|—1 W—aﬂ\@ (2)] = 0.

Corollary 2.3. Let 0 < o, < oo witha # 1. If C,D : Z, — 23 is a

bounded operator, then the following statements are equivalent:
(1) C,D : 2, — Z3 is compact.

(é4) hmsupﬁooja M) o)z, =0
177
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(4ii) l?m SUpPjq 1 | fo 0 #llz, =0, limsup;, ., [lg; 0 ¢llz, = 0,
limsupy,y [ o ¢llz, = 0.
(1v) lim sup)g, ()1 %W (2)] =0,

. z2 B
lim Sup )1 @(L‘—QHW (2)] = 0.

We next give the result of Theorem 2.1 in the case of (n,a) = (1,1).

Theorem 2.4. Let 0 < 8 < oo and D}, : 2 — 25 be a bounded
operator. Then, Dglo,u : Z — Zg 1is compact if and only if

(i) T supjyy 1 (1 — |27 (2)] 1og -2y = 0,
.. . B
(id) Timsupyyyp 1 ST 120/ ()¢ (2) + u(2)"(2)] = 0,

(i) lim supjy))1 %'“( Jo ()] =0.

Finally, it is worth mentioning that by applying Theorem 2.4 for the
operators DC, = Diw’ 1 24 — Zg and C,D = Dijyl 1 Zo — Zg, one
can get criteria for the compactness of such operators as in Corollary
2.2 and Corollary 2.3.

REFERENCES

1. P.L. Duren, Theory of HP Spaces, Academic Press, New York, USA, 1970.

2. Y. Liu and Y. Yu, Composition followed by differentiation between H> and
Zygmund spaces, Complex Anal. Oper. Theory 6 (2012), 121-137.

3. J. Long, C. Qiu and P. Wu, Weighted composition followed and proceeded by
differentiation operators from Zygmund spaces to Bloch-type spaces, J. Inequal.
Appl. (2014) 2014:152, 12 pp.

4. A.H. Sanatpour and M. Hassanlou, Essential norms of weighted differentiation
composition operators between Zygmund type spaces and Bloch type spaces, Filo-
mat 31 (2017), 2877—-2889.

5. K. Zhu, Reducing subspaces for a class of multiplication operators, J. London
Math. Soc. 62 (2000), 553-568.

6. X. Zhu, Essential norm of generalized weighted composition operators on Bloch-
type spaces, Appl. Math. Comput. 274 (2016), 133-142.

178



oﬁé‘:ﬁ_ﬁf.ﬁ

The Extended Abstracts of
l'@_l

'Y The 24™ Seminar on Mathematical Analysis and its Applications

26-27 May, 2021, Imam Khomeini International University, Qazvin, Iran

O e
WTERKATIONAL UNVERSITY

Oral Presentation x . Speaker

INFINITELY MANY SOLUTIONS FOR A
(p1,-++ ,pn)-BIHARMONIC SYSTEM

S. HEIDARI* AND A. RAZANI

Department of Pure Mathematics, Faculty of Science,
Imam Khomeini International University,
P. O. Box 3/149-16818, Qazvin, Iran.
S.Heidari@Qedu.ikiu.ac.ir and razani@sci.ikiu.ac.ir

ABSTRACT. In this paper, we prove the existence of infinitely
many weak solutions for the (pi,--- , p,)-biharmonic type systems
with Hardy potential. The main tool is an infinitely many critical
points theorem.

1. INTRODUCTION

The purpose of the present paper is to establish the existence of
infinitely many weak solutions for the following (ps, - - - , p,,)-biharmonic
singular type systems

A2 u; + ai(:c)m—%_ = AF, (v, uy, - ,u,) in €, (L1)
w; = Au; =0 on 0f),
for 1 < ¢ < n, where Agiui = A(JAu;|Pi"?Au;) is the pi-biharmonic

operator, 1 < ¢; < % < p; for v = 1,--- 'n, Q is a bounded do-

main in RY(N > 3), containing the origin and with smooth boundary
0, a; € L*(Q) such that a; := essqinfa;(x) > 0 for i = 1,--- ,n.
A€ (0,00) and F : 2 x R" — R is a function such that the mapping
(ty,ta, - s tn) — F(x,ty,ty, -+ ,t,) is in C' in R™ for all z € Q, F,
is continuous in 2 x R" for ¢« = 1,--- ,n, and F;, denotes the partial

Key words and phrases. Infinitely many solutions, variational methods, Hardy
potential, (p1,--- ,pp)-biharmonic system.
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derivative of F' with respect to t;.

The investigation of singular elliptic problems has drawn the attention
of many authors (for example [2, 3, 1]), because it applies in some
parts of science such that boundary layer phenomena for viscous flu-
ids, chemical heterogeneous catalysts, chemical catalyst kinetics, and
theory of heat conduction in electrically conducting materials. These
kinds of problems also appear in glacial advance, in transport of coal
slurries down conveyor belts and in some other geophysical and indus-

trial contents.
Let X = [, WP () N W, (Q2) endow with the norm

n
s, )l = Dl
i=1

where |u;| = ( [, [Au pidm)é for 1 < i <n.
We recall Rellich inequality [5], which says that

o)l i / [Au(a)*de, Yue W QMW" Q) (12)
Q

o |z|*

N(s—1)(N -2
where 1 < s < & and H := ( (s = ( s)

)"

52
The embedding W2 (Q) N W, 7 (Q) — C°(Q) is compact whenever
p; > %, fori =1,2,---,n. So we have the compact embeding X —

C(Q2) x --- x C(£2) and there is a constant x > 0 such that

maxg;eo ’uz (LE) ‘p

Kk = max{ sup  forl <i<n} < +4o0.

€ (WP ()W ()~ {0} "

i

Let p, = min{p; ;i =1,2,--- ,n} and for all v > 0 we define
Q) = {(tr, .ta) ER": > |t;| < v}
i=1

We consider the functional g, : X — R by gx(u) := ®(u) — A¥(u) for
each u = (uy,--- ,u,) € X, where the functionals &, ¥ : X — R, as
follows

O(u) := Z}%/SJAUZ@)

i

Pidy 4+ Z q— /Q a;(x) |u|:)§:2()h dz,
i=1

U(u) := /QF(:U,ul(x),--- U ())dx.
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By (1.2) we have

> 1l < g <
=1

Di 1 Di

pi

+) laalloo | A, (z)|%d,

for every u € X, so @ is well defined, coercive and sequentially weakly
lower semicontinuous. Moreover W is sequentially weakly upper semi-
continuous.

For fixed xy € Q, set Ry > R; > 0 such that B(xg, Ry) C €2, where
B(z, Ry) denotes the ball with center at z and radius Ry and B(xg, R»)
not containing the origin. Set

P T 2
(Z?zl(ffpi)?i)p s\ 2N ) Ry —RY
1.3
for every i =1,--- ,n.

2. MULTIPLE SOLUTIONS

Our goal is to prove the existence of infinitely many solutions for the
problem (1.1). Due do this, we introduce the suitable hypothesis and
establish an open interval of positive parameters such that the problem
(1.1) admits infinitely many weak solutions.

The main tool used to prove our multiplicity result is the critical point
theorem of Bonanno (see Bonanno and Molica Bisci [1]). We set

e (P V() ~ VW
? ' u€P~1(—o0,r) r— (I)(U)

= liminf p(r), ¢:= liminf r).
i r—+00 90( ) r—(infx @)+ 90( )
In the first case, we show that v < 0o, so we obtain an unbounded
sequence of solutions (Theorem 2.1), in the second case, we show that
0 < 00, so we obtain a sequence of non-zero solutions strongly converg-
ing at zero (Theorem 2.2).

Theorem 2.1. Assume that

(A1) F(x,ty, - ,t,) >0 for each (x,t1,--- ,t,) € Q@ x R7}.
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(A2) there exist xop € Q, 0 < Ry < Ry as considered in (1.3) such
that A < LB, where £ := min{L,,, ,i=1,2,--- ,n},

fQ Sup(tla'" tn)€Q(E) F(I7 t17 e 7tn>dx

A := lim inf ;
E—+oo gp*
F(z,ty, - ,t,)dx
B:= lim sup fB(xo’Rl) 5 .
(t1,7 tn) = (400, 1+00) Y,
1 1 1

Then for each A € A := ) e T b
(Ziatep) ™ £B A

the system (1.1) has an unbounded sequence of weak solutions in X .

Theorem 2.2. Assume that (A1) holds and
(A3) F(x,0,0,---,0) =0 forxz € Q.
(A4) There ezist xp € Q,0 < Ry < Ry as considered in (1.3) such
that, € < L'F, where L :=min{L,,, ,i=1,2,--- ,n} and

fQ SUP (4, ... t,)€Q(8) F(z,ty, - ty)dr

£ := liminf ’
£—0t Sh
F(‘xatla'“ 7tn)dx
F = lim sup fB(IO,Rl) & '
(t1, ytn)— (0T, ,0F) Z?:l tql_z

1 ] 1 l[
(S t) EFE

problem (1.1) admits a sequence (u,) of weak solutions which converges
to zero.

Then for each A € A" :=
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ABSTRACT. Let T be a bounded linear operator on Hilbert space
H. Then there exists a unique zg € C, such that |7 — 2|2+ |\|? <
(T — z0) + A||? for all A € C.

1. INTRODUCTION

Let H be a complex Hilbert space with inner product < .,. > and
the norm ||.|. Let B(H) be the set of all bounded linear operators on
H and T € B(H). In [1], Stampfli introduced the concept of maximal
numerical range. The maximal numerical range of T" is defined to be
the set,

Wo(T):={reC: Txy,x,) — A, ||zn]| =1 and ||[Tx,|| — ||T||},
and the normalized maximal numerical range is given by

wwqyzy%ﬁﬂﬁmifT%a

0 if T =0. (1.1)

When H is finite dimensional, W(T") corresponds to the numerical
range produced by the maximal vectors (vectors x such that x| =1
and || Tx| = ||T|| ) . In [!], the author have shown that:

Wo(T) = {A(T) : A € B(H)", A(I) = 1 = [[A]| and A(T"T) =T},

1991 Mathematics Subject Classification. Primary 47A12; Secondary 47C10.
Key words and phrases. Numerical range, Maximal numerical range, Zero inclu-
sion, Pythagorean relation.
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and the set is a non-empty, closed and convex set. Hamed and Spitkovsky
in [2] proved that the maximal numerical range Wy(A) of a matrix A
is the (regular) numerical range W (B) of its compression B onto the
eigenspace L of A*A corresponding to its maximal eigenvalue. Some
conditions under which Wy(A) has a non-empty intersection with the
boundary of W(A) were established, in particular, when Wy(A) =
W(A). The set Wy(A) is also described explicitly for matrices uni-
tarily similar to direct sums of 2-by-2 blocks, and some insight into
the behavior of Wy(A) was provided when L has codimension one. Re-
cently, Spitkovsky in [3] proved that the maximal numerical range of
an operator has a non-empty intersection with the boundary of its nu-
merical range if and only if the operator is normaloid (An operator T is
said to be normaloid if ||T’|| = spectral radius of T"). Stampfli, though
using it as a powerful tool in determining the norm of a derivation,
seemed not to pay much interest to it, but instead treated it casually.
It is nevertheless remarkable to note that Fong(1979) considered the es-
sential maximal numerical range as an independent subject. The work
of Sheth and Duggal(1984) is also worth being acknowledged. They
initiated the study of maximal numerical range as a subject in itself.
Other major contributors in this field are Khan(1988), who revisited the
idea of essential maximal numerical range; and Cho(1988), whose result
about the joint maximal numerical range is of particular importance
in this area. One can clearly see from the foregoing that the maximal
numerical range is still a virgin area of study as opposed to the usual
numerical range. This project is therefore geared towards providing
a curtain raiser for future research in the area of maximal numerical
range.

2. MAIN RESULTS

Here we begin our investigation of when 0 € Wy (7).

Theorem 2.1. If 0 € Wy(T), then |T||* + [M? < ||T + A||?* for all
A € C. Conversely, if ||T|| < ||T+ A|| for all X € C, then 0 € Wy(T).

Proof. 1f 0 € Wy(T'), then there exist A € B(H)* such that
A(I) =1= Al and AMT*T) =||T]*
Therefore,
ITI*+ A = AT +|AP)
= A(T*+X)(T + ) (since A(T) = 0)
< T+ MN(T+ Nl

= T+ A2
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Conversely, let | T|| < ||T + A|| for all A € C. Assume 0 ¢ Wy(T). By
rotating 7', we may assume that ReWy(T) > 7 > 0. Let & = {z €
H, Re <Tx,x ><7/2}. Let n = sup{||Tz| : x € S}. Thus n < ||T,
since if n = ||T||, then there exist {x,} C & such that ||Tz,| — ||T.
Put A = lim < Tz, x, >. Therefore A € Wy(T') and so ReA > 7. On
the other hand {z,} C S, then Re < Tx,,x, >< 7/2,which implies
ReX < 7/2, contrary to hypothesis. Therefore || T —n > 0. Put
pw=min{t/2,(|T| —n)/2}. If z € F then

(T = p)zl] < | Tzl[ +p < n+p < [T

Let Tx = (a + ib)x + y where x ¢ S and ||z|| = 1 and < z,y >= 0.
Then Ref(a) =2 > 7/2 and

(T = wzl*(a — p)* + " + lylI* = IT|* + (u* — 2ap) < ||T?
since @ > p > 0. Thus, ||T" — || < ||T||, contrary to hypothesis. O

Corollary 2.2. (Pythagorean relation for operators) Let T be a bounded
linear operator. Then there exists a unique zy € C, such that || T —z||*+
A2 < (T — z0) + M||? for all X € C. Moreover, 0 € Wo(T — \) if and
only if A = zp.

Proof. Since ||T" — A|| is large for |A| large, so infyec ||T" — A|| must be
taken on at some point, say zg. Then ||T — zo|| < |[(T — z0) + A|| for all
A € Cand so 0 € Wo(T —2). Thus, by Theorem 2.1, || T — z||*+|A|* <
| (T — 29) + A||? for all A € C. If there exists another z, say 21, such that
|T — 21|+ |A? < (T —21) + Al|? for all A € C. Put A = 29 — 2 in the
first inequality, so we have ||T — zo||* + |20 — 21> < ||T' — z1]|* and put
A\ = z; — 2g in second inequality, then || T — z1]|* + |20 — 21|* < ||T — 20|
Therefore

IT — 2|1 + 20 = 21 < T = 21l < T = 20l* — |20 — 21[?

which implies |29 — 21|*> < —|20 — 21]* <0, and then 2y = 2. O

3. FURTHER REMARKS

Given an element 7', we define the center (or center of mass) of T to
be the point zy specified in the Pythagorean relation, and designate it
by c¢r. Given an element, how does one determine cy? In general there
is no simple answer. However, if T" is normal (or hyponormal) then ¢r
is the center of the smallest circle containing the o(7")=spectrum of 7T'.
In any event, cp € closure W(T), however, cr need not be contained

in the convex hull of ¢(7T"). For more details see [1].
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Theorem 3.1. Let ||S —T| < 6. Then

(6 + [02 + 88]|S — ¢s][]2)
2

lcs —er| <

In particular, the map T — cr is pointwise continuous.

Proof. By the Pythagorean relation for 7" and S we have

|T —cr|® + AP < (T —cr) + M| forall A € C, (3.1)
and

1S —cs||* + AP < |I(S —es) + N> forall A€ C. (3.2)

We first assume that ¢ = 0. Put A = ¢p in inequality (3.1) and
A = —cr in inequality (3.2). Then we have

TN > ler|* + 1T = er||?
> |er* + (IS = erll = |IT = S]))?
> |er|* + (IS = er[l = 0)?
= ler|? + ||S — er||* — 20||S — e + 62

and
IS = erll* > |S|* + ler|”.
Therefore
IT||* > [|T|* — 28||S|| + 2ler|* — 26]|S|| — 20]er|
Thus
5+ (62 + 85||S|)1/?
o < T4 B8
To handle the case cg # 0, we merely translate both 7" and S by
Csl. L]
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ABSTRACT. In this paper we study Hilbert pro-c*-modules and
we introduce some properties of generalized frames with algebraic
bounds in Hilbert pro-c*-modules.

1. INTRODUCTION

Frames that are a generalization of bases in Hilbert space, were in-
troduced by [1] in 1952. In 1986, Daubechies et al., [3] reintroduced
them. In other words, they replaced the sequence of bounded linear
operators instead of the sequence of element in Hilbert space. Frames
have many applications, such as: study and characterization of func-
tion spaces , signal and image processing, wireless communications,
transceiver design, data compression and so on.

The rest of this section will recall some definitions and results which
are needed in the next section.

We recall some basic definitions and properties of pro-C*-algebras
and Hilbert modules over pro-C*-algebras.

Definition 1.1. A pro-C*-algebra is a complete Hausdorff complex
topological x-algebra A whose topology is determined by its continuous

1991 Mathematics Subject Classification. Primary 47J30; Secondary 30HO05,
46A18.
Key words and phrases. pro-C*-algebras, generalized frame, *-g-frame trans-
form, synthesis operator.
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C*-seminorms in the sense that a net (a,) converges to 0 if and only
if p(ay) — 0 for any continuous C*-seminorm p on A. For any C*-
seminorm p on A and each a,b € A, we have

(i) plab) < pla)p(b);

(i) p(aa) = p(a)®.

For each pro-C*-algebra A, the set of all positive elements in A is
denoted by A*. Moreover, a > 0 denotes a € A" and a < b means
that b —a > 0. We recall that every C*-algebra is a pro-C*-algebra.

The set of all continuous C*-seminorms on A is denoted by S(A).
An element a € A is bounded if ||a||.. = sup{p(a) : p € S(A)} < 0.
The set of all bounded elements in A is denoted by b(A). Let A be
a unitary pro-C*-algebra and a € A. Then, non-zero element a € A
is called strictly non-zero if zero does not belong to o(a). Here, we
remember the following elementary result from [2].

Proposition 1.2. Let A be a unital pro- C*-algebra with the identity
14 and p € S(A). Then
(1) p(a) = p(a*) for all a € A;
2) p(la) = 1;
if a,b € At and a < b, then p(a) < p(b);
if 14 < b, then b is invertible and b= < 14;
if a,b € At are invertible and 0 < a < b, then 0 < b~ ! < a™};
if a,b,c € A and a < b, then c*ac < c*be;
if a,b € AT and a® < b?, then 0 < a < b.

— —— N —

3
4
)
6
7

AN AN AN AN AN N

Definition 1.3. Let A be a pro-C*-algebra. A pre-Hilbert A-module
is a complex vector space E which is also a right A-module, compatible
with the complex algebra structure, equipped with an A-valued inner
product (-,-) : E x E — A which is C and A-linear in second variable
and satisfies the following conditions:

(i) (z,y)" = (y,7)
(ii) (z,2) >0
(iii) (z,z)=0<2=0
We say that E is a Hilbert A-module or Hilbert pro-C*-module over A

if £ is complete with respect to the topology determined by the family
of seminorms

pe(r) = Vp((z,2)) x € EpeS(A).

Let E be a pre-Hilbert A-module. For every p € S(A) and for each
x,y € F, the following Cauchy-Schwartz inequality holds

p({z,y))* < p((2, 2))p((y, ).
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Consequently, pg(ax) < p(a)pg(x) for alla € A,z € E.

Let A be a pro-C*-algebra and E be a pre-Hilbert A-module. We
recall that an element z in E is bounded if ||z||w = sup{pr(z) : p €
S(A)} < oco. We denote by b(F), the set of all bounded elements in E.
(See [1, Proposition 1.11] and [5, Theorem 2.1] for more details).

Definition 1.4. Let E and F' be two Hilbert modules over pro-C*-
algebra A. Then, the operator T': E — F'is called uniformly bounded
(below), if there exists C' > 0 such that pp(Tx) < Cpg(x) (Cpp(x) <
pr(Tz)) for all p € S(A) and € E. The number C' is called an upper
bound for T" and hence we set

|70 = inf{C : C'is an upper bound for T}.
Clearly, in this case we have p(T) < ||T'||~, for all p € S(A).

2. MAIN RESULTS

This section is devoted to the main result of this paper.
Throughout this section, A is a pro-C*-algebra, X and Y are two
Hilbert A-modules. Moreover, {Y;};c; is a countable sequence of closed
submodules of Y.

Definition 2.1. Let X be a Hilbert pro-C*-module. A sequence {x; }ics
in X is said to be the standard *-frame for X if for each x € X, the
series Y . (@, z;)(w;, x) is convergent in A and there exist two strictly
non-zero elements C' and D in A such that

e, 0)C" < 3w, w)as, ) < D, ) D"
iel
for all x € X. The elements C' and D are called *-frame bounds for
{;}icr. The x-frame is called tight if C' = D and called Parseval if

C = D = 1. If in the above relation, we only need to have the upper
bound, then {x;};c; is called a x-Bessel sequence.

Definition 2.2. A sequence A = {A; € Hom’ (X, Y;) }ics is called a *-
g-frame for X with respect to {Y; }ie; if there exist two strictly non-zero
elements C' and D in A such that for every z € X,

Clx,z)C* < Z(Am,/\w) < D{(z,x)D".
iel
The elements C' and D are called x-g-frame bounds for A. The x-g-

frame is called tight if C' = D and called Parseval if C' = D = 1. If

in the above we only need to have the upper bound, then A is called
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a x-g-Bessel sequence. If >, (A;xz, A;x) is convergent in A , the x-g-
frame is called standard. Besides, if for each 7 € I, Y; =Y, we call it
a x-g-frame for X with respect to Y.

Let A = {A; € Hom’(X,Y;)}ier be a #-g-frame for X with respect
to {Y;}ier and bounds C' and D in A. We define the corresponding
x-g-frame transform

T : X = @1y Ta(z) = {Niz}icr.

Theorem 2.3. Let A = {A; € Hom’y(X,Y;) }ier be a *-g-frame for X
with respect to {Y;}icr and bounds C and D in A. Then Ty is well-
defined, closed and injective. Also Ty is an uniformly bounded below
operator in Homa(X, ®ierY;).

Now, we define the synthesis operator Ty : ®;e;Y; — X for x-g-
frame A through

Tx({yi}i) = ZAfyia (2.1)

where A} is the adjoint operator of A;.

Proposition 2.4. The synthesis operator defined by (2.1) is well-
defined, uniformly bounded and adjoint of the transform operator.

Let A = {A; : i € I} is a x-g-frame for X with respect to {Y; : i € I}.
Define the corresponding *-g-frame operator Sy = T{7T) : X — X
via Sa(z) = >,c; AjAyz. Then, Sy is a combination of two bounded
operators and so it is a bounded operator.

Theorem 2.5. Let A = {A; :i € I} is a x-g-frame for X with respect
to {Y; 1 i € I} with frame bounds C and D. Then, Sy is invertible
positive operator. Moreover, it is a self-adjoint operator
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SOME COUPLED COINCIDENCE POINT RESULTS IN
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ABSTRACT. In this paper, we introduce the notion of partial-compatibility
of mappings in an ordered partial metric space and use this no-

tion to establish coupled coincidence point theorems for g-mixed
monotone mappings satisfying a nonlinear contraction condition.

Our consequences is an extention of results of Shatanawi et al

[W. Shatanawi, B. Samet and M. Abbas, Coupled fized point the-

orems for mized monotone mappings in ordered partial metric
spaces,Mathematical and Computer Modelling, 55(3-4)(2012) 680-

687]. We also provide an example to illustrate the results presented
herein.

1. INTRODUCTION

The concepts of mixed monotone mapping and coupled fixed point
have been introduced in [2] by Bhaskar and Lakshmikantham and they
established some coupled fixed point theorems for a mixed monotone
mapping in partially ordered metric spaces.

Definition 1.1. Let X be a nonempty set and let p : X x X — R*
satisfies:

(P1) z =y <= p(z,z) = p(y, y) = p(z, y).

(P2) p(z,z) < p(z,y).

1991 Mathematics Subject Classification. Primary 47J30; Secondary 47HOS,
47H10.
Key words and phrases. Coupled coincidence point, Partially ordered set, Partial
metric space, Mixed monotone property, Compatible mapping.
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(P3) p(z, y) = p(y, ).

(P4) p(z,y) < p(z, 2) + p(z,y) = p(z, 2), for all z, y, 2 € X.

Then the pair (X, p) is called a partial metric space and p is called
a partial metric on X.

The function d, : X x X — R* defined by

dy(z,y) = 2p(x,y) — p(, x) — p(y,y)
satisfies the conditions of a metric on X, therefore it is a (usual) metric

on X. On a partial metric space the following concepts has been defined
as follows:

Definition 1.2. (See e.g. [1, 5]).

(i) A sequence z, in a PMS (X, p) converges to z € X iff p(z,x) =
lim, p(z, z,).

(ii) A sequence x, in a PMS (X, p) is called Cauchy if and only if
limy, ,, p(2n, T.,) exists (and is finite).

(iii) A PMS (X, p) is said to be complete if every Cauchy sequence
x, in X converges, with respect to 7,, to a point x € X such that
p(x, x) = limy, pm p(Tn, ).

(iv) A mapping f : X — X is said to be continuous at xy € X, if for
every ¢ > 0, there exists 0 > 0 such that f(B(zo,0)) C B(f(xo),¢).

In this paper, we establish some coupled coincidence point results
of nonlinear contraction mappings in the framework of ordered par-
tial metric spaces. Our results extend and generalize the results of
Shatanawi et al [0].

2. Main results

We recall three easy lemmas which have a essential role in the proof
of the main results. This results can be derived easily (see e.g. [1, 4, ]).

Lemma 2.1. (1) A sequence x,, is a Cauchy sequence in the PMS (X, p)
if and only if it is a Cauchy sequence in the metric space (X,d,).
(2) A PMS (X,p) is complete if and only if the metric space (X, d,)
is complete. Moreover,
limd,(z,z,) =0 <= p(z,z) = limp(z, z,,) = Um p(x,, T,,).

We define a notion of compatibility in the following:

Definition 2.2. The mappings F' and g where F': X x X — X and
g: X — X, are said to be partial-compatible if
1.

lim p(g(F (20, yn)), F(9(n), 9(yn))) = 0,

n—00
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and
Ji_{gop(g<F(ym$n))7 F(g(yn)> (gxn))) =0,

whenever {z,,} and {y,} are sequences in X, such that {F(z,,y,)} —

z,{g(x,)} = z, {F(Yn,xn)} — y and {g(y,)} — vy, for some z,y € X.
2. p(x,xz) = 0 implies that p(gz, gx) = 0.

Note that the above Definition extends and generalizes the notion of
compatibility introduced by Choudhury and Kundu [3].
Our main result is the following.

Theorem 2.3. Let (X, X) be a partially ordered set and suppose that
there is a partial metric p on X such that (X, p) be a complete partial
metric space. Let F': X x X — X and g : X — X be two mappings
such that

p(F(z,y), F(u,v))
< aqp(gz, gu) + aap(gy, gv) + asp(F(x,y), gz) + aup(F(y, ), gy)
+asp(F(z,y), gu) + asp(F(y, z), gv) + a7p(F( v), gz)
—l—Oégp(F(U, u),gy) + a9p( ( >U)7gu) + Oélop(F( ) )vgv))v ( )
2.1
for every pairs (x,y), (u,v) € X x X such that gr =< gu and gy = gv,
where:
a. a7+ag+2£1ai <1, ifas—a; <0 and ag — ag < 0.
b. ozg—i-zglai <1, ifas—a; >0 and ag — ag < 0.
c. 047—1-21101042 <1,ifas —a; <0 and ag — ag > 0.
d. ZZ o <1, ifas —a7 >0 and ag — ag > 0.
Suppose that
1. F(X x X) C g(X).
2. F has the mized g-monotone property.
3. g is continuous and monotone increasing and F' and g be partial-
compatible mappings.
Also suppose
(a) F is continuous, or,
(b) X has the following properties:

(1) if {x,} is a non-decreasing sequence and x € X with lim p(z,,r) =
n—oo

p(z,z) =0, then x,, < x for all n,

(i) if {x, } is a non-increasing sequence and x € X with lim p(x,,x) =
n—oo

p(z,x) =0, then x < x, for all n.
If there exist xo,y0 € X such that gro < F(xg,yo) and F(yo,xo) =
gyo, then F' and g have a coupled coincidence point in X.

Many results can be deduced from the above theorem as follows.
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Corollary 2.4. Let (X, =) be a partially ordered set and suppose that
there is a partial metric p on X such that (X, p) be a complete partial
metric space. Let F': X x X — X and g : X — X be two mappings
such that

p(F(z,y), F(u,v)) < aip(ge, gu) + cop(gy, gv), (2.2)

for every pairs (z,y), (u,v) € X x X such that gr =< gu and gy = gv,
where: oy + oy < 1.

Suppose that

1. F(X x X) C g(X).

2. F' has the mized g-monotone property.

3. g is continuous and monotone increasing and F' and g be partial-
compatible mappings.

Also suppose

(a) F is continuous, or,

(b) X has the following properties:

(1) if {xn} is a non-decreasing sequence and x € X with lim p(z,,z) =
n—o0

p(z,z) =0, then x,, < x for all n,

(i) if {x,} is a non-increasing sequence and x € X with lim p(x,,x) =
n—oo

p(z,x) =0, then x < x, for all n.
If there exist xg,yo € X such that gxo < F(xg,y0) and F(yo,xo) =
gyo, then F' and g have a coupled coincidence point in X.
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ABSTRACT. The aim of this article is to study the results of the
fixed point in coupled measure of noncompactness. We will use
the technique of measure of noncompactness for coupled measure
of noncompactness. Also, at the end of this paper, an application
with an example is provided to illustrate the results.

1. INTRODUCTION

In the nonlinear analysis, one of the important tools is the concept of
measure of noncompactness to address the problems in functional op-
erator equations. This important concept in the mathematical sciences
has been defined by many authors in various ways (see [1, 3, 4, 5, 8]). In
[2] was introduced Some generalizations of Darbo fixed point theorem
and they presented an application in functional integral equations.

In this paper, we investigate the results of the fixed point in coupled
measure of noncompactness via Darbo fixed point theorem.

Throughout this article, we consider F as the Banach space and
briefly show a measure of noncompactness with MNC, B(x,r) repre-
sents the closed ball in Banach space E to centre x and radius r. Also

1991 Mathematics Subject Classification. Primary 47J30; Secondary 47HOS,
47TH10.
Key words and phrases. Fixed point, Darbo fixed point theorem, Measure of non-
compactness, Coupled measure of noncompactness, Functional integral equation.
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we use B, to represent B(f,r), where 0 is the zero elements, the family
of all nonempty bounded subsets of Banach space E is represented with
Bg. To begin, we have the following preliminaries from [7, 8, 9].

Definition 1.1. [8]. Let pu: Bg — R, be a mapping. The family Bg
is called MNC on Banach space F if the following conditions hold:

(1) for each X' € By, u(X') =0 if and only if X' is a precompact
set;

(2) for each pair (X!, X?) € Bg x Bg; we have

X' C X2 = (XY 2 u(X?);
(3) for each X! € Bg, one has

X1 = u(XT) = p(conv(XT))
where X1 represents the closure of X' and conv X" represents the con-
vex hull of X*;
(4) pAXT + (1= N)X?) < Au(XH) + (1= A)pu(X?) for A € [0,1];
(5) if {x, }§° € Bp is a decreasing sequence of closed sets and limy,, o () =

0, then X1 = N>, X2 # 6.

2. MAIN RESULTS

We start this section with the following concept and then we turn to
the main subject.

Definition 2.1. Let E be a Banach space and p : B%4 — R, a mapping.
We say that u is a coupled MNC on E If it has the following conditions:
1) ker p = {(X*!, X?) € B2 : u(X*', X?) =0} is nonempt
(1) H E-H y
2) for every X', X? € B2, u(X!, X?) =0« (X', X?) is a precom-
( ) y ) E> H ) ) p
pact set;
(3) for each (X', X?), (X", X)) € BfxB% and (X', X?) C (X!, X"?) =
X! C X", X% C X" we have
(X1, X2) € (X7, X7 implics u(X*, X?) < p(X", X",
(4) for every (X', X?) € B%, one has
u(X1, X?) = p(X1, X?) = p(conv(XT, X))
where conv(X!, X?) denotes the convex hull of (X!, X?);
(5) p(A(XH, X2)+(1=A) (X", X72)) < Ap(X, X2)+(1-A)p(X", X7?)
for X € [0, 1];
(6) if {X}}oo,{X?2}5° in By are decreasing sequences of closed sets
and
e (X1, X210 = 0., then (XL, X2) = (Y (X2, X2) £ 6.
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Theorem 2.2. Let G be a nonempty, bounded, closed and convex subset
of £ and F : G — G a continuous mapping such that

P2(u(FXT, FX?)) < oafu(X, X7?) — o1 (u(X7, X)) (2.1)

for each 0 # X' C G,0 # X? C G, where p is an arbitrary coupled
MNC and functions 1,92 : RL — Ry, such that @s is continuous
and 1 1s lower semicontinuous on Ry. Furthermore, p1(0,0) =0 and
o1(r,s) >0 forr,s > 0. Then F has at least one fixed point in G.

Theorem 2.3. Let G be a nonempty, bounded, closed and convex subset
of E and the mapping F' : G — G be a continuous that in the following
condition satisfying

M(FXI,FXQ) < Qpl(M(leXz)) (2'2)

for each 0 # X' C G,0 # X? C G, where p is an arbitrary coupled
MNC and o1 : RL — Ry is a nondecreasing functions such that
lim,, o0 @7 (1, 8) = 0 for every r,s > 0. Then F has at least one fized
point.

Lemma 2.4. Let ¢ : Ri — R4 be a upper semicontinuous and nonde-
creasing function. In this case, the following conditions are equivalent:
(1) lim,, . @} (r,s) =0 for each r,s > 0.
(2) p1(r,s) < ts for anyr,s > 0.
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ABSTRACT. In this paper we give necessary and sufficient condi-
tions for the power boundedness and mean ergodicity of multiples
of composition operators AC,, on Bloch type spaces B for a > 1.

1. INTRODUCTION

Let D be the open unit disk in the complex plane C and H (D) be
the space of all analytic functions on ID. For a > 0, the Bloch type
spaces, which is denoted by B?, is the space of all functions in H (D)
such that

sup(1 ~ [2[)°|f (2)] < oc.

Consider that if « = 1 then B! = B is the classical Bloch space. It is
easy to see that for each @ > 0 the space B* is a Banach space with
the norm

[1F1F= 17(0)] + sup(L - [2[*)*1£(2)I-

[0] is a perfect source for studying about these spaces.
Each ¢ € H(D) induces a linear composition operator C, : H(D) —
H(D) by C,(f)(2) = f(¢(z)) for every f € H(D) and z € D. For a

1991 Mathematics Subject Classification. Primary 47B38; Secondary 46E15,
47A35.
Key words and phrases. Composition operator, mean ergodicity, Bloch type
spaces .
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positive integer n, the nth iterates of ¢ is denoted by ¢,,.
The author in [1] showed that if 0 < o < oo, then C, : B* — B is

bounded, if and only if, 7,, = supzen(%)ﬂgp’(zﬂ < 00. In the
case a > 1, always 7, , < 00, so C,, is always bounded on B for a > 1.
The analytic self map of the unit disk are divided in two classes of
elliptic and non-elliptic. The elliptic type is an automorphism and has
a fixed point in D. The non-elliptic one has a unique fixed point p € D,
such that {p,}, converges to p uniformly on compact subset of D. This
point is called Denjoy-Wolff point. See [3] for more details.
Suppose T is a bounded linear operator on a locally convex Hausdorft
space, the Cesaro means of T' is defined by T}, := %ano:l 7™, for all
n € N. An operator T is uniformly mean ergodic if the sequence of
Cesdro means of T', {1}, }52, converges in operator norm topology and
it is mean ergodic if {7}, }, converges in the strong operator topology.
Also it is called power bounded if sup, oy ||7"]| < oo.

2. MAIN RESULTS

This section is devoted to the main result of this paper. Here we
give sketch of proof of all statements.

Proposition 2.1. Let ¢ be an analytic self map of D, a > 0 and
A € C. Suppose \Cy, : B* — B® is bounded. If A\C, is power bounded,
mean ergodic or uniformly mean ergodic, then |[A| < 1.

Proof. Since [|[\"Cy, 1|| = |A|™ < [|A"C,, || and if AC,, is mean ergodic
or uniformly mean ergodic, H’\niM = % — 0 as n — o0, in three
cases {|\|["},, must be a bounded sequence. O

Theorem 2.2. Let ¢ be an analytic self map of D and o > 1. If
|IA| < 1 and ¢ has interior fized point or || = 1 and ¢ has interior
Denjoy-Wolff point, then ||\"C,,|| — 0 and consequently, it is power
bounded, mean ergodic and uniformly mean ergodic.

Proof. Without loss of generality we may assume that ¢(0) = 0. Since
other wise, if ¢(a) = a, for some a # 0, let & = ¢, 0 ¢ 0 ,, where
¢a(2) = 7==. Then &(0) = 0 and Cy = C,, 0 C, 0 C,, is similar to
C, and ||C,|| = ||Csl||. In the first case by Schwarz-Pick lemma for all
neN, 1, o <1and|[\"C,, || <|A". In the second case, we can show
[| A"y, || — o. By this fact the theorem follows. O

Proposition 2.3. Let ¢ be analytic self map of D, |\ =1 and a > 0.
AC,, is power bounded, if and only if, C, is power bounded, if and only

if, 0 has an interior fived point.
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Theorem 2.4. Let ¢ be analytic self map of D with zy € 0D as bound-
ary Denjoy-Wolff point, « > 1 and |A\| = 1. If A\Cy, : B* — B* is
bounded, then ||\"C,, || — oo, so it is not power bounded, nor mean
ergodic, nor uniformly mean ergodic.

Proof. Easy computation shows that f(z) = W — 1is in B for
a > 1. Also
n 1 n
A" C, f(O)] = | T — U< A"Cy, I

(n(0) — 20)*~
By Denjoy-Wolff theorem ,,(0) — 2 and the theorem follows. O

Recall that for an operator T € L(X) on a Banach space X, the
spectrum o(T) is the set of those A € C such that 7" — Al is not
invertible. The approximate spectrum o,,(7") is the set of § € C for
which there is {z,,} C X, with ||z,|| = 1 and lim,, . ||T(z,,) — Bz,|| =
0.

Theorem 2.5. Suppose ¢ is an elliptic automorphism and |\ = 1.

(1) If ¢ is similar to a rational rotation, then AC, is uniformly
mean ergodic.

(2) If p is similar to a irrational rotation, then A\C,, is not uniformly
mean ergodic.

Proof. We can assume ¢(z) = 5z, where |3] = 1.

(1) Since for all k& € N, 8% # 1, we have {\3* : k € N} = 9D.
For zy € 0D, there exists {ny} such that \g™ — z;. Let
gnk('z) = sz—:\p 80 H>‘C<,09nk - ZOanH = [AB"™ — 29| = 0, as
k — oo. This means 0D C 0,4,(AC,) C o(AC,). By Dunford-
Lin theorem (see [2]) AC,, can not be uniformly mean ergodic.

(2) If B = A¥ = 1 for some k € N, then (ACy. )y — £ 328 _ A"C,,..
If for all k € N, A £ 1, (AC,,)p — 0.

U

Bloch type spaces are Grothendieck Banach spaces which satisfy
Dunford Pettis property (GDP spaces) which Lotz proved that mean
ergodicity and uniform mean ergodicity are equivalent in these spaces.
See [1].

Theorem 2.6. Let ¢ be analytic self map of D and [N\ =1. If a > 1,
then AC,, is uniformly mean ergodic if and only it is mean ergodic,
if and only if, ¢ has interior Denjoy-Wolff point or it is an elliptic
automorphism which is similar to a rational rotation.
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3. FURTHER REMARKS

Ergodic theory is one of the most important branches of mathematics
which is related to dynamical system and especially used in "random
process” topics.

The study of mean ergodicity of linear operators on Banach spaces
goes back to 1931, when Von Numann proved that for a unitary oper-
ator T on a Hilbert space H, there is a projection P on H, such that
T}, converges to P in the strong operator topology. In 1939 Lorch
demonstrated that for reflexive Banach spaces, power bounded opera-
tors are mean ergodic and Lin showed that if 7" is an operator such that
||T™/n|| — 0, then T is uniformly mean ergodic if and only if Im(/ —T")
is closed.Then Lotz extended this last result for Grothendieck Dunford-
Pettis (GDP) spaces and established that for a bounded linear operator
T on Grothendieck Dunford-Pettis space X satisfying ||T"/n|| — 0,
mean ergodicity is equivalent with uniformly mean ergodicity of T
See [2]. The study of ergodic properties of composition operators has
received a special attention from many authors and this topic was inves-
tigated on various spaces of holomorphic functions. In [1] the authors
completely characterized power bounded, mean ergodic and uniformly
mean ergodic composition operators on Bloch type spaces. In this pa-
per we consider the multiples of composition operators on these spaces.
As we show the ergodic properties of A\C,, depend on both A and the
fixed point configuration of ¢.
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ABSTRACT. In this paper, F—harmonic maps with potential be-
tween Riemannian manifolds are studied. First, the variational
formulas for these types of maps are obtained. Then, stability of
F—harmonic maps from a Riemannian manifold into a standard
unit sphere is studied.

1. INTRODUCTION

In 1964, Sampson and Eells investigated the properties of harmonic
maps. They also proved the fundamental existence theorem for har-
monic maps. From up to now, many scholars have done research on
this topic,[3, 4]. These kind of maps have an important role in many
branch of physics, mathematics and mechanics such as liquid crystal,
ferromagnetic material, super conductor, etc., see [5, (].

In [7], Ratto introduced the notion of harmonic maps with potential.
Recently many research have done on this topic, Y. Chu [2]. Let H be a
smooth function on a smooth manifold N and let ¢ : (M, g) — (N, h)
be a smooth map between Riemannian manifolds, . Assume that

1991 Mathematics Subject Classification. Primary 53C43; Secondary 58E20.
Key words and phrases. F'— harmonic maps, Stability, Riemannian manifolds,

Calculus of variations.
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1
e(op) == 5 | d¢ |*. The function

Ex(9) = /M e(6) — H()dv,, (11)

is called the H—energy function of ¢. Moreover, any critical points of
Ey is said to be harmonic map with potential H.

F-harmonic maps as an extension of geodesics , minimal surfaces and
harmonic maps were first investigated by Ara in 1999, [1]. Consider a
C?-function F : [0,00) — [0,00) such that F" > 0 on (0,00). The
smooth map ¢ is called F-harmonic if ¢ is a critical point of the

F-energy functional:
de |?
:/ .7:(—‘ 2‘ )dv, (1.2)
M

F-energy functional could be categorized as exponential energy, p-
energy, or energy when F(t) is equal to !, (2t)z/p (p > 4) or t,
respectively. By calculating the first variation formula for F-energy
functional , it can be obtain that

| do¢ |?

2
wr(0) 1= P D)) 1 aoigraa, (2L 0 )
The operator 7x(¢) is sald to be the F-tension field of the map ¢.

In view of physics, F-harmonic maps have a key role in physical
cosmology, physics and mechanics. For instance, they are studied to
investigate the phenomenon of the quintessence,[3].

In this paper, F-harmonic maps with potential is introduced. Then,
the first and second variation formulas for these maps are derived.
Finally, the stability of /- harmonic maps with potential into the unit
sphere equipped with induced metric is studied.

2. MAIN RESULTS

In this part, first, the notion of F—energy functional with potential

H is studied. Then, the variation formulas are obtained. Finally, the
stability of these maps are investigated.
Consider the C® map ¢ : M — N between Riemannian manifolds.
Denote the Levi-Civita connection of M, N and ¢~'T'N by ¥V . ¥ V and
V. Let H be a smooth function on N and let F : [0, 00) —> [0, 00) be a
(O3 — strictly increasing function . F-bienergy functional with potential
H can be considered as follows:

Beuo)= [ (7 FLL

204
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A map ¢ is said to be F-harmonic with potential H if ¢ is a critical
point of the F-energy functional. F-harmonic maps with potential H
can be categorized as harmonic , p-harmonic or exponentially harmonic
when F(t) is equal to ¢, (2t)2 /p (p > 4) or ef respectively. By choosing
a local orthonormal frame field {e;} on M, The F — H—tension field
of ¢, Tr.u(¢), is defined by

() = PO Ly(0) + dofgradr

here 7(¢) = S {V,do(e;) — dp(MV.,e;)} is the tension field of ¢.
According to the above notations we get

Lemma 2.1. (The first variation formula) Let ¢ : (M,g) — (N, h)
be a smooth map. Then

d

%EFH(@) li=0= _/Mh(TRH(Cb)aV)dUg, (2.3)

_ dot
where V = T |0 .

| do |2)) +NVHo¢p, (2.2)

By 2.1, the notion of F'—harmonic map with potential H for the
functional E'r i can be defined as follows

Definition 2.2. A C? map ¢ is said to be F—harmonic with potential
H for the functional Er g if 7pu(¢) = 0.

Definition 2.3. Let ¢ : (M,g) — (N,h) be an F'—harmonic map
with potential H, and let ¢, : M — N (—e < t < €) be a smooth

variation of ¢g = ¢ and V = tt li=0. Setting

d2

I(V) = @EF,H(@) li=0

The map ¢ is said to be stable if (V') > 0 for any vector field V' along
.

By computing the second variation formula, it can be seen that
d 2
)= [ P Eyoviasa
M
/ | d¢ |2 = 2 N
+ | F (T> (| VV |* =h(trace, ™ R(V, dp)d¢
M
— (V¥ grad"H) o ¢,V) }dvg (2.4)

where | VV | denotes the Hilbert-Schmidt norm of the VV e T'(T*M x

¢~ 'TN). By (2.4), we have
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Theorem 2.4. Let ¢ : (M,g) — S"™ be a stable F— harmonic map
with potential H from a Riemannian manifold (M,g) to S"(n > 2),
and let NS"H o ¢ > 0. Suppose that (F(e()))"” < 0 forn < 2. Then
¢ s constant.

According to (2.4), we get

Corollary 2.5. Let ¢ : (M,g) — S" be a stable F—harmonic map
with potential H from a Riemannian manifold (M,g) to S"(n > 2).
Suppose that H is an affine function. Then ¢ is constant.
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ABSTRACT. This paper deals with the approximation of the solu-
tion of singular Riccati differential equations using the reproducing
kernel Hilbert space scheme. In the meantime, the n-term approx-
imate solution is obtained. Some numerical examples have also
been studied to demonstrate the accuracy of the present method.

1. INTRODUCTION

In this work, we consider the following quadratic Riccati differential
equation with singularity in reproducing kernel space

P(r)ud' (r) = Q(r)u*(r) + R(r)u(r) + S(r), u(0)=¢, 0<r <1,
(1)
where P(r), Q(r), R(r) and S(r) coefficients are continuous real func-
tions, perhaps P(0) = 0 or P(1) = 0 and u(r) € W$[0, 1].
In order to solution of (1), we construct a reproducing kernel functions.

Definition 1.1. ( [2]) Let £ be a nonempty abstract set and C be the
set of complex numbers. A function K : £ x E — C is a reproducing
kernel of the Hilbert space H if

o foreacht € E, K(.,t) € H,
e for cach t € E and ¢ € H, (¢(.), K(.,t)) = (1).

1991 Mathematics Subject Classification. Primary 34K07; Secondary 34B10.
Key words and phrases. Singular Riccati differential equation, Reproducing ker-
nel Hilbert space scheme, Exact solution.
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In Definition 1.1, second condition called the reproducing property,
the value of the function v at the point ¢ is reproducing by the inner
product of ¥ (t) with K(.,t).

Remark 1.2. A Hilbert space H of functions on a set F is called an
RKHS if there exists a reproducing kernel K of H. That is a Hilbert
space which that possesses a reproducing kernel is called the RKHS.

Definition 1.3. The inner product space W#[0, 1] is defined as W}[0, 1]

{z(t)|z(t),2'(t), is absolutely continuous, z(0) = a and z”(t) € L?[0,1]}.
The inner product W2[0, 1] is defined by

(@(t), y(t)wzio0) = 2(0)y(0) + z(1)y(1) +/0 ()" (t)dt,  (2)

and the norm ||z{|yyz(0,1) is denoted by ||z wzp,1) = /{2, Z)wz(o,1), Where
x,y € W3[0,1].
Theorem 1.4. ( [/]) The space W}[0,1] is a reproducing kernel space.
That is, for any z(t) € W[0,1] and each fived t € [0,1] there exists
R.(t) € W3[0,1], such that (x(t), R.(t))wzj01) = ©(2). The reproducing
kernel R,(t) can be denoted by
Hz=1Dt2+2(22—32+8)), t<z
— 6 Y —_ 9
R-(1) { A=) R -3+ 8), >z 3)
Definition 1.5. The inner product space W.}[0, 1] is defined as W0, 1] =
{z(t)|x(t), is absolutely continuous, z(0) = « and 2/(t) € L?0,1]}.
The inner product W3[0, 1] is defined by

(@), y(O))wipy Ix(O)y(O)Jr/O '()y'(t)dt, (4)

and the norm ||z{|yy2(0,1) is denoted by [|z|wap,1) = /{2, Z)wijo,1), Where
x,y € W3|0,1].

In [1] proved that W3[0,1] is a complete reproducing kernel space
and its reproducing kernel is

— [ 14t t<z
R ={ 118 153 g

2. MAIN RESULTS

In this section, the solution of (1) is given in the reproducing ker-
nel space W3[0, 1]. In (1), it is clear that £ : WZ[0,1] — W,[0,1] is
a bounded linear operator. Put x,(z) = R.,(2) and ¢s(z) = L*xs(2),
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where L£* is the adjoint operator of £. The orthonormal system {¢,(2)}>,
of WZ[0,1] can be derived from Gram Schmidt orthogonalization pro-
cess of {¢s(2)}32; such that

¢s(2) = Zle Oész'¢z‘(2), (Oéss >0,s=1,2,.. )

Theorem 2.1. If {z,}32, is dense on [0,1] and the solution of (1) is
unique, then the solution of (1) satisfies the form

v(z) = Z Z agif (2, 0(2:)) 6 (2).

s=1 i=1

(6)

3. NUMERICAL SIMULATIONS

In this section, the scheme in the paper will be applied to two nu-
merical examples.

Example 3.1. In equation (1), if P(r) =7, Q(r) = 1, R(r) = —/r

and S(r) = —1 then true solution is u(r) = %.
RKHS method, taking w(0) = 1, ry = ]f,:ll, s =1,2,..., N with the

reproducing kernel function R.(¢) on [0,1] . The numerical results at
some selected gird points for N = 51 and n = 7 are given in Table 1.

TABLE 1. Numerical results for Example 3.1.

r True solution Approximate solution Absolute error Relative error
0.1 1.223480959455358  1.223480953436179  6.0192 x 1072 4.9197 x 107°
0.2 1.306879269928204  1.306879257935626  1.1993 x 107® 9.1765 x 107
0.3 1.351601504414804  1.351601534632646  3.0218 x 10~% 2.2357 x 10~?
0.4 1.366020440416440 1.366020491746745  5.1330 x 10=% 3.7577 x 1078
0.5 1.353553390593274  1.353553470343467  7.9750 x 1078 5.8919 x 10~8
0.6 1.316983583242455  1.316983693532165  1.1029 x 10~7 8.3744 x 1078
0.7 1.259474520209441  1.259474421125751  9.9084 x 10~% 7.8671 x 1078
0.8 1.184736379760737  1.184736316453742  6.3307 x 10~% 5.3436 x 1078
0.9 1.096856471680698  1.096856438463759  3.3217 x 1078  3.0284 x 1078
1.0 1.000000000000000  1.000000025319537  2.5320 x 10~ 2.5320 x 1078

Example 3.2. Consider the following singular equation
(1= (r) = () +ulr), u(0)=—5, 0<r<l,
s—1

with true solution u(r) = ﬁ Using our method, taking r, = 3,
s = 1,2,...,N and gird points N = 51 and n = 9, the numerical
results are as given in Figure 1.
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FiGure 1. Comparisons of approximate solution with
the exact solution (left) and the absolute errors with the
relative errors of Example 3.2 (right).

4. CONCLUSIONS

Here, the reproducing kernel Hilbert space the scheme was imple-
mented for solving a singular Riccati differential equations. This con-
firms the validity of the present method, and it is efficient, accurate
and reliable for singular Riccati differential equations.
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ABSTRACT. Here, («, 8)-nonexpansive mappings in Banach spaces
are introduced, which are a generalization of a-nonexpansive map-
pings. Then the demi-closedness principle is presented for these
maps.

1. INTRODUCTION

In 1973, Hardy and Rogers [1] introduced the following concept of
generalized nonexpansive mappings. A self-map F' on a nonempty sub-
set E of a Banach space is called generalized nonexpansive if for all
vy e B, |Fr— Fy| <

arl|lz =yl +azllz — Fr||+ aslly — F(y)|| + asllz — F(y)|| +as|ly — F(2)],
where aq, - - - , a5 are nonnegative real numbers with a; +as + a3+ a4 +
as S 1.

By interchanging x and y, the above inequality is equivalent to the
condition ||F'x — Fy| <

alz =yl +b{llz = Fzll + ly = F)I} + c{llz = F)l + lly — F(2)Il}.

for all x,y € E, where a,b,c > 0 and a+2b+2c < 1, by putting a = ay,
b= (az+as3)/2 and ¢ = (ayg + a5)/2. Here, we study the following case

1991 Mathematics Subject Classification. Primary 47H09; Secondary 47H10.
Key words and phrases. Fixed point, Banach spaces, («, 5)-generalized nonex-
pansive mappings.
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in which ay = a3 =0, a5 =, as = f and a; = (1 — (a + $)). Thus
b=0,c=(a+p)/2and a= (1 - (a+p)).

Definition 1.1. A mapping 7" with domain D(7T") and range R(T) in
Banach space F, is said to be («, 5)-generalized nonexpansive mapping
if there exists 0 < a <1 and 0 < f < 1 with a4+ 8 < 1, such that

Tz = Ty|| < af| Tz =yl + BTy — || + (1 = (a + B)) Iz -yl
for all x,y € D(T).

In fact, a mapping T : E — E is nonexpansive if and only if it is
(0, 0)-generalized nonexpansive. Every («, a)-generalized nonexpansive
is a-nonexpansive which is introduced by Song et al. in 2018 [2]. The
followings are direct consequence of Theorems 3,4 and 6 in [3] and
Theorem 2 of [1].

Theorem 1.2. Let E be a compact Banach space and T be a continuous
(o, B)-generalized nonexpansive on E. If for any T-invariant closed
subset A of E with diam A > 0, there exist y,z € A such that

sup{|ly = T"(2)]| : n > 0} < diam A,

then for any x € E, {T"(x)} has a subsequence which converges to a
fized point of T.

The subset F is normal with respect to T, if for any nonempty closed
convex T-invariant subset A of E, either diam A = 0 or there exists z
in A such that

sup{|ly — z|| : y € A} < diamA.

Theorem 1.3. Let C be a weakly compact convex subset of a Banach
space E and T be a continuous («, 5)-generalized nonexpansive on C.
If C is normal with respect to T, then T has a fixed point.

Let C' be a bounded subset of Banach space F and y € C. We set
ry =sup{||lz —y|| : x € C}, and r = inf{r, : y € C}.
The point z is called the generalized center of C, if {z € C' : r, =1} =
{z}.
Theorem 1.4. Let C be a bounded convex subset of Banach space E.

Suppose that C' has a generalized centre xo. If T :C’_—> C is («, 5)-

generalized nonexpansive mapping such that C' C coC, then xqy is a
fixed point of T.

Theorem 1.5. Let C' be a closed convexr subset of a strictly convex

Banach space E and T be a («, 5)-generalized nonexpansive mapping

on C. Then
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(a) The fized point set Fix(T) = {x € C : T(z) = x} of T is
convez.

(b) If T is continuous, then F' is nonempty and compact.

(¢c) If T is continuous, then for any xq € C;t € (0,1), {T}*(x0)}
converges to a fized point of T, where Ty(z) = (1 — t)x +
tT(x) for every v € X.

2. MAIN RESULTS

Let C be a nonempty closed convex subset of a Hilbert space H with
the inner product (.,.) and the norm |.||. Then for each u € H, the
metric projection Po : H — C' is define by Po(u) = z, ||z — u|| =
inf,ec || — ul|. The following property for metric projection P is well
known:

z2=PFPo(u) < (u—=z,x—2)<0 Vo € C,

Lemma 2.1. Let C be a nonempty closed convex subset of a Hilbert

space H and T : C'— C' be an («, B)-generalized nonexpansive mapping
with Fix(T) # 0. Then Fix(T) is closed conver and

1Tz —pl| < [l —pl,
forallz € C and p € Fix(T).

Lemma 2.2. Let C' be a nonempty subset of Hilbert space H and
T:C — C be an (a, f)-generalized nonexpansive mapping. Then for
all z,y € C we have

a+p
[Tz — Tyl < Hx—yHﬂLmHTﬂ?—ﬂ?H- (1)

Theorem 2.3. (Demi-closedness principle) Let C' be a nonempty closed
convez subset of Hilbert space H and T : C — C be an («, 5)-generalized
nonezpansive mapping. If a sequence {x,} in C converges weakly to
x e C and

lim ||z, — Tx,| =0,
n—o0
then x € Fixz(T).

Theorem 2.4. Let C' be a bounded subset of Hilbert space H. If
T :C — C is («, 8)-generalized nonexpansive mapping and o < [3,
then T is asymptotically regular, that is, for any x € C,

lim || 7" (z) — T™(z)|| = 0.
n—oo
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ABSTRACT. In this paper, we consider the relationships between
generalized approximate convexity for set-valued map, and gener-
alized monotonicity for their subdifferentials. Also, some relations
between variational inequalities and quasi efficient solutions under
approximate convexity are given.

1. INTRODUCTION

In recent years, extending and characterizing generalized convex
scalar-valued functions to set-valued maps have been studied by many
authers. In 1997, Sach and Yen [7] gave some necessary and sufficient
conditions for a set-valued map F' to be K-convex in terms of contin-
gent derivative of the epigraphical multifunction for F' with respect to
the ordering cone K. Also, Yang [9] introduced Dini directional deriv-
ative for set-valued mappings and used it to obtain some properties of
K-convex set-valued maps. Luc et al. [5] introduced the concept of
approximate convex functions using the e-convex functions. The class
of approximate convex functions contain the class of convex functions,
strongly convex functions and weakly convex functions. The rest of
this section is devoted to recall some definitions and results which are
needed in the next section.

2020 Mathematics Subject Classification. 47TN10; 656K10; 41A65.
Key words and phrases. Approximate convexity, Approximate monotonicity,
Variational inequality.
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Let X and Y be two Banach spaces and X* be topological dual space
of X. The norm in X and X* will be denoted by || . ||. Also, suppose
that Bx is the closed unit ball of X, and K C Y is a closed convex
cone.

Definition 1.1. [I] Let F': X = Y be a set-valued mapping. Then,
epigraphical multifunction £z : X = Y is defined by

Er(z) ={yeYlye F(x)+ K}.

Definition 1.2. [1] Let X be a Banach space, €2 be a nonempty subset
of X, z € Qand € > 0. The set of e-normals to €2 at z is
S <z, u—x>
Ne(z;9) :={2" € X*| limsup SrLaTmr 2

wse Jlu—a ]

<e}.

If £ = 0, the above set is denoted by N (x; ) and called regular normal
cone to 2 at x. Let Z € €2, the basic normal cone to () at T is

N(z; Q) = limsup N.(z; Q).

r—Z,el0

Definition 1.3. [5] Let f: Q@ C X — R be a real-valued function. f
is said to be approximately convex at zy € €2, if for any o > 0, there
exists ¢ > 0 such that for any x1, 29 € B(x9,0) N Q and any ¢ € [0, 1],
one has

flter + (1 —t)ag) <tf(x) + (1 —1t)f(x2) +at(l—12t) || 1 — 22 || -
Definition 1.4. [1] A set-valued mapping F': Q@ C X =2 Y is said to
be

e Lipschitz around * € domF iff there are a neighborhood U of
Z and [ > 0 such that

F(x) C F(u)+!1| z —u]| By, Vx,u € Q C X.
e epi-Lipschitz around z € domF iff £ is Lipschitz around this

point.

The set-valued mapping F' is locally Lipschitz on X, if it is Lipschitz
around z, for every & € domF N X.
Let K be a closed, convex and pointed cone in Y and denote the positive
polar cone of K by

K" ={y " eY*|y*(k) >0, Vk € K}.

Given F': X = Y and y* € Y*. We associated to F' and y* a marginal
function fy« : X — RU{xo0},

fy(@) = inf{y" ()| y € F()},
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and the minimum set
My = {y € F(2)| f-(x) =y"(v)}
2. MAIN RESULTS

First, we present a generalization of approximate convexity for set-
valued maps.

Definition 2.1. Let Q C X beaconvexsetand FF: QC X =Y.

e [ is said to be approximately K-convex at xg € domF if for
every a € R there exists 6 > 0 (depending on x, and ¢) such
that for all 21,z € B(xg,d) and t € [0, 1], one has

tF(x)+(1—t)F(xe)+at(l—t) || o1 —a2 || e C F(try+ (1 —t)xe) + K,
for an e € intK with || e ||= 1.
e [ is said to be approximately weakly K-convex type I at zy €
domF if for every a € R there exist § > 0 for any z; € B(xy,d),
y* € KT NSy« and y; € My+(x;) (i = 1,2), one has
<&y — a1 > —a||w— 2 Sy (ye) =y (),

for some £ € OF (z1,11)(y").

e [ is said to be approximately K-convex type Il at zo € domF,
if for every v € R, there exist § > 0 such that for any x1, x5 €
B($075)7 y* € K+QSY* and Y1 € My* (I'1> andf € aF(xlayl)(y*)a
one has

<&wyg—x1 > —a|xe—x1 |[< Y (y2) — ¥ (1)

Definition 2.2. The set-valued mapping 0F; : X XY x Y* =% X* is
said to be approximately K-monotone at xy € domF if for any o € R,
there exist 6 > 0 such that for any x; € B(xg,0), y* € KT N Sy,
Vi € My (z;) and & € OF (z4,y;)(y*), (i = 1,2), one has

<& —-&,ro—11>> —a||za—2 || -
Now, we consider the following optimization problem:
min F'(z), subject to x € domF, (2.1)

where FF.: QC X 3Y.
The next two definitions are allocated solutions of Problem (2.1).

Definition 2.3. A point (Z,y) € grF is said to be a scalarized locally
quasi efficient solution (SLQE) of Problem (2.1) iff there exist & € R
and 0 > 0, such that for any y* € K*t\{0}, z € B(z,0) N2 and
y € F(x), one has

v @) <y +alr—z].
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Definition 2.4. A point (Z,y) € grF is said to be locally weak quasi
efficient solution (LWQE) of Problem (2.1) iff there exist « € R and
0 > 0, such that

(Flx)—9)N(—a||z—z | e—intK) =0, Vo € B(z,5) N
The next lemma gives a relation between (SLQE) and (LWQE).
Lemma 2.5. Every solution of (SLQE) is a (LWQE) of Problem (2.1).

Theorem 2.6. Suppose that X, Y are Asplund spaces and F': X =Y
is a locally epi-lipschitz map. If F is approrimately K-convexr at xg €
domkF, then F' is approximately weakly K -covex type I at this point.

Lemma 2.7. Let F' : Q) C X ==Y be locally lipschitz and approximately
weakly K-convex type I at xq. Then OF is approzimately K-monotone
at Tg.

Now, we consider the following variational inequality:
(MVIP): Minty variational inequality problem consists of finding a vec-
tor  such that there exists § > 0 such that for any = € B(z,d) N2
and y* € Kt N Sy~, there exist y € My (z) and § € 9F (z,y)(y*) such
that
<&x—x><0.

Theorem 2.8. Let F: Q2 C X =Y be approximately weakly K -convex
type 1. If T is a solution of (SLQE), then it is a solution of (MVIP).
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ABSTRACT. In this paper, we introduce the concept of triple Lie
hom-derivation on the triple Lie Banach algebras. We prove the
Hyers-Ulam stability of a special kind of triple Jensen s-functional
equation on these spaces and give some related results.

1. INTRODUCTION

A ternary Banach algebra A is a complex linear space, endowed with
a ternary product (ay, as,as) — [ay,as, as] from A% into A such that

[[a17a27a’3]7b17b2] == [ah [a270’37b1]7b2] == [a17a’27 [0’37b1762“

and satisfies

la, az, as]|| < [lar]l-laz|-las|l and [[[a,a, a]l| = [la]|* (see [<]).
Recall that, a Lie algebra is a Banach algebra endowed with the Lie
product [z,y] = (“”2;“) Similarly, a triple Lie Banach algebra is a

Banach algebra endowed with the product [[x, v, z} = M
Definition 1.1. [!] Let A be a triple Lie Banach algebra. A C-linear

mapping h : A — A is called triple Lie homomorphism if

h(([z,y], 2]) = [[n(x), h(y)], h(2)] YV z,y,2 € A.

2020 Mathematics Subject Classification. Primary 17A40; Secondary 39B52,
47BA47.
Key words and phrases. Triple Jensen s-functional equation, triple Lie hom-
derivation, fixed point approach.
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Definition 1.2. [!] Let A be a triple Lie Banach algebra. A C-linear
mapping D : A — A is called triple Lie derivation if

D([e.y.2]) = [[D(). . 2+l D)) 2]+l y), D)), Wy, = € A,

Definition 1.3. Let A be a triple Lie Banach algebras. Let h: A — A
be a triple Lie homomorphism. A mapping D : A — A is called a triple
Lie hom-derivation if d is a C-linear mapping and satisfies

D([z,y, z]) =[[D(z), h(y)], h(2)] + [[M(z), D(y)], h(z)]
+[[h(2),h(y)], D(2)] VY ux,y,2 € A

The stability problem of functional equations has been first raised
by Ulam [7]. In 1941, Hyers [3] gave a first affirmative answer to
the question of Ulam for Banach spaces. Th. Rassias [0] then gave
a positive answer for both additive mappings and linear mappings by
using 6(||z||P+||y||?) where p < 1. In 1994, Gavruta [2] generalized these
theorems for approximate additive mappings controlled by a function
o(x,y). In 2003, L. Cadariu and V. Radu [!] proved the Hyers—Ulam—
Rassias stability of the additive Cauchy equation by using the fixed
point method.

Theorem 1.4. [5] Let (A,d) be a complete generalized metric space
and let ' : A — A be a strictly contractive mapping with Lipschitz
constant 0 < L < 1. Then for each given element a € A, either

d(F'(a), F'""(a)) = o0

for all nonnegative integers i or there exists a positive integer iy such
that

1:d(F'(a), F""(a)) < oo, Vi > ig;

2 : the sequence {F*(a)} converges to a unique fived point b* of F in
the set B={be€ A|d(F"a,b) < oo};

3:d(b,b*) < 25d(b, F(b)) for allb € A.

Solution of the equation 2f(*¥) = f(z) + f(y) is called an Jensen
mapping. Consider the triple Jensen type s-functional equations:

() ey (152) - (52) (252

- f(%) - f($2) - f($3) = s(f(v1 + 2o+ 23) — f(21) — f(22) — f(23))
(1.1)

where s # 0, +1 is a complex number.
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In this paper, we solve the triple Jensen s-functional equation (1.1)
in triple Lie Banach algebras and we prove the Hyers-Ulam stability
of triple Lie hom-derivation in triple Lie Banach algebras.

2. MAIN RESULTS

Throughout the paper, let T} o be the set of all complex numbers

e where 0 < 4 < 2—” and ng is a fix positive integer number. Let A

be a triple Lie Banach algebra.
Lemma 2.1. A mapping f : A — A which satisfies in (1.1) is additive.

Throughout this section, assume that ¢,v : A> — [0, 00) are func-
tions satisfy conditions

T1 To T3 L T1 To T3 L
@(?7 ?a 3 ) < g(p(xlvx??x@ ¢(€7 ?a g) < §¢(Il,$g,$3)
(2.1)

for all z1, 29,23 € A and some 0 < L < 1.

Theorem 2.2. Let f: A— A be a function satisfies
)\(:El +l’2+$3) )\(IL‘l ) (1131 —|-ZE3)

o (Z2 ) 2 (5 ) -~ (5 )
Mzg + x3)

+2f (S ) = Af(@1) = A (@) = M(a) (22)

= (@1 + 22+ 25) = M (@) = M (w2) = Af () ) |
< (@1, 22, 73)

where X € Tl/n and ¢ : A — [0,00) fulfill (2.1). Then there exist a
unique additive mapping T : A — A such that

L
|f(x) =T(z)|| < m@(m,0,0)

In the next theorem, we prove the Hyer-Ulam stability of triple Lie
hom-derivation on triple Lie Banach algebras.

Theorem 2.3. Let f,h: A — A be functions satisfy in (2.2) and
[h([z1, 22, 25]) — [[A(21), h(22)], B(23)]|| < ¥ (21, 22, 73) (2.3)

[ f([z1, w2, 23]) — [[f (1), M(w2)], h(x3)] — [[P(21), f(22)], h(23)]
— [[M(z1), h(x2)], f(23)]I| < Y(21, 22, 23)

where A € T}, and @, ¢+ A> — [0,00) fulfill (2.1). Then there exists

a unique homomorphism H : A — A and a unique hom-derivation
221
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D : A — A such that

L L
h(x)—H < —-D < —
Iha)=H@)| < 5= prel@ 0.0, 1F)-D@)l < g
In Theorem 2.2 and Theorem 2.3, by taking and L = 2" and
(1, w2, 23) = V(1 02, 23) = O([|21||" + [Jz2]|” + [|23]")

where x,y,2z € X, r < 1 and # are nonnegative real numbers, we ob-
tain the Hyers-Ulam-Rassias stability of Jensen s-functional and the
Hyers-Ulam-Rassias stability of triple Lie hom-derivation on triple Ba-
nach algebras.

¢(x,0,0)

Corollary 2.4. Let r < 1 and 0 be two elements of RT. Suppose that
o(x1, 29, 23) = O(||x1||” + ||z2||” + ||z3||"). Assume f: A — A, satisfies
in (2.2). Then there exists a unique C-linear T : A — A such that

20
IF@) = T < 5
Corollary 2.5. Let r < 1 and 6 be two elements of Ry. Suppose
that (w1, ¥, w3) = (w1, 22, 3) = O(||lw1]|” + |22|" + [J25]"). Assume
fih A — A, are functions satisfying in (2.2), (2.3) and (2.4). Then
there exist a unique triple homomorphism H : A — A and a unique
triple Lie hom-derivation D : A — A such that

20 20
l2l, 1)~ D@ < 5

"

1h(z) = H(2)] <

[l]l"
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ABSTRACT. In this paper, we establish the matrix structure for
the following discrete fractional operator

(Viw)(k), (.V7iu)(k)
for k € [1,T]n, where 0 < o < 1 and (V¢ is the left nabla discrete
fractional difference and V7, is the right nabla discrete frac-
tional difference and V is the backward difference operator. An
example is included to illustrate the main results.

1. INTRODUCTION

This kind of problems play a fundamental role in different fields of
research, such as mechanical engineering, control systems, economics,
computer science, physics, artificial or biological neural networks, cy-
bernetics, ecology and many others[3, 1].
The aim of this paper is to establish the matrix structure for the fol-
lowing discrete fractional operator

(:VTau) (B),  (Viu) (k)

1991 Mathematics Subject Classification. Primary 26A33, 34B15; Secondary

39A10,46B85.
Key words and phrases. Discrete fractional calculus; Discrete nonlinear boundary

value problem.
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where 0 < a < 1 and (V§ is the nabla discrete fractional difference
and ,V%,, is the nabla discrete fractional difference and Vu(k) =
u(k) — u(k — 1) is the backward difference operator and 7' > 2 is fixed
positive integer and Ny ={1,2,3,---} and {N={.-- T -2, T —-1,T}
and [1, Ty, is the discrete set {1,2,--- , 7 — 1,7} = Ny [ rN.

Definition 1.1. [2] (i) Let m be a natural number, then the m rising
factorial of ¢ is written as ™ =[] (t + k), °= 1.
(ii) For any real number, the « rising function is increasing on Ny and

a r a
= % such that ¢ € R\{---,—2,—1,0},0% = 0.

Definition 1.2. let f be defined on N, (N, a < b, a € (0,1),
then the nabla discrete new left Caputo fractional difference and the
right Caputo fractional difference are, respectively, defined by

(EVaL ) (k) = rrim Soasa Vel (8)(k — ()™, k€N,

(S VRS) (k) = ity k(A () (s — p(k) ™, K €,N,
and in the left Riemann sense by

(BVEL ) () = meis Vi X5 () (k= p(5)) 7, k€N,
and the right Riemann one by

(B VES) (k) = ratag (=A%) Zoi £(s)(s = p(k)) ™%, k€N,
where p(k) = k — 1 be the backward jump operator.

We note that the nabla Riemann fractional differences and the nabla
Caputo fractional differences, for 0 < a < 1, coincide when f vanishes
at the end points that is f(a—1) = 0 = f(b+1) [I]. So, for convenience,
from now on we will use the symbol V? instead of fV® or ¢ V.

2. MAIN RESULTS

Now, define the finite T'—dimensional Hilbert space
W= {u:[0,T+1]n, = R:u(0) = w(T+1) = 0,u = (u(1),u(2),...,u(T))'},

which u! denotes the transpose of v and W is equipped with the usual
inner product and the norm (u,v) = S1_ u(k)v(k), [[ul| == (u,u) =
(Zgﬂ |U(k)|2> -So, we set < u = (,Viu,, Viu)+(r Vit Vi),
hence < u >= {Zle | (V) (k)2 + | (14 Vi) (k)|2} is an equiv-

alent norm in W . A direct computation shows that,

< u>=u'hAu, YueW. (2.1)
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Next, observe by Definition 1.2 that, for k € [1,T]y,

1 k

(1 VGu) (k) = Vkm > uls)(k = p(s)~°,
(Vi) () = (A gy S u(s)s = (k)™

1 F —

3(k) = (Vi2) (k) = 2(k)—=(k—1), @(k) = (~Agw) (k) = w(k)—w(k+1),

thus, one have

<u>» = Z | (. Vou) (k)|* + | (T+1Vg“) (k)[?

I
[M] =

| (Viz) (B)|* + | (=Aw2) (K)|*

i
I

I
[M] =

E(R)* + [w(k)[* = (1215 + ll@]]3, (2.2)

i
)

2= (2(1),2(2),....2(T))", w=(w(l),w?),..wT)
Z=(2(1),2(2),.. 2(T), @ = (@(1),@(2), ..., w(T))"
hence, z = Bu, Z = Dz and w = Bfu, w = D'w where t denotes the
transpose and

1 0 0O --- 0
(1-a) 1 0 - 0
po| te-ai-a) (1-a) Lo
(T—a—l)(T—.oa—Z)n-(l—oa) (T—oz—2)(T—.o¢—3)~~-(1—a) . _‘ L : . 1
L (T-1)! (T-2)! drxr
1 0 O 0 0]
-1 1 0 0 O
0 O

| dpr
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It is clear that BD = DB and B'D' = D'B let A = (DB)'DB, A=
DB(DB)'. Hence, for all u € W

u'Au = u'(DB)'DBu = 2'D'Dz = 717 = || 7|3, (2.3)

ufAu = u'DB(DB)tu = w'DD'w = @fw = ||o)?, (2.4)
Let A=A+ g, thus
ulAu = ul Au + uf Au = ||Z]3 + (|3,
therefore from (2.2) and (2.3) and (2.4), we have < u >= ulAu, Vu €
W. Let Apin and Apax denote respectively the minimum and the maxi-
mum eigenvalues of A, for any u € W, we have
Amin (U, u) < uAu < Amax (U, u), (2.5)

Then from (2.1) and (2.5), < u >— +o0 if and only if (u,u) — 4o00.
We note that, this matrix can be useful in solving problems of differ-
ential equations with fractional order in discrete case.

We now present an example to illustrate the result.

Example 2.1. Let, T =3 and a = 0.5. Then \pjy, =AM =1 < Ay =
5 < 18 = Aax Where

1 0 0 1 0 0 7T -6 2

B=105 1 0|{,D=|-1 1 0|,A=|-6 10 —6

g % 1 0o -1 1 2 -6 7
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DISCONTINUOUS INVERSE PROBLEMS FOR A
DIFFERENTIAL PENCIL WITH THE TURNING
POINT
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ABSTRACT. In this work, a differential pencil with the turning
point and jump condition on the half line is studied. We estab-
lish properties of the spectrum, give the formulation of the inverse
problem and prove the uniqueness theorem.

1. INTRODUCTION

Consider the boundary value problem B = B(q, qo, 1, Bo, a1, az)
for second order differential pencil

y'(@) + (P°r(@) +ip a1(2) + qo(x))y(z) =0, x>0, (1.1)
with the spectral boundary condition
Uly) =y'(0) + (Bip + Bo)y(0) = 0, (1.2)

and the discontinuous conditions

y(d+0,p) =y(d—0,p), y(d+0,p)=ary'(d—0,p)+ay(d— ((l, p)),

1.3
at © = d. Let r(z) = —1, z < a and r(z) = 1, # > a. The weight-
function r(z) changes the sign in an interior point x = a (0 < a < d),
which is called the turning point. The coefficients £y, £1(81 # +1),
a; > 0 and ay are complex numbers and p is a spectral parameter.

1991 Mathematics Subject Classification. Primary 34K29; Secondary 34B07.
Key words and phrases. Inverse problem, Pencil, Discontinuity, Turning point.
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The complex-valued functions go(z) and ¢;(x) satisfy (1 + a:)ql(b) (x) €
L(0,00) as 0 < ¢ <1 <1 and ¢ (z) is absolutely continuous.
Differential equations with a turning point and jump condition
arise in various branches of natural sciences like physics, geophysics,
etc. [3]. The inverse problem for differential pencils without turn-
ing point and discontinuities was studied in [I]. The presence of the
turning point and discontinuity produces essential modifications in the
problem. Some researchers have investigated the discontinuous inverse
problem for differential pencils with the turning point. In this work,
we study the inverse problem for the discontinuous differential pencil
with the turning point and spectral boundary condition.

2. PRELIMINARIES

~ Denote Il :== {p : Sp > 0}, Iy :== {p : Sp = 0} and II :=
II; \ {0}. There exists the Jost solution of Eq. (1.1) for sufficiently
large p € 11, with the following formula for m = 0, 1,

™ (x, p) = (ip)"explipr — Q(x))[1], = >d, (2.1)
where Q(z) = 1 [ qi(t)dt and [1] := 1+ O (p~") (see [1]).
Also uniformly for a < z < d and sufficiently large p € L, we have

™z, p) = "2 explipe — Q)]

+H(=1)" " exp(ip(2d — x) — (2Q(d) — Q(x)))[p-]), (2:2)
where [by] := by + O (p~!) in which by = =2,
For every fixed x, the functions ™ (z, p), m = 0,1, are holomorphic

and continuous for p € II, and p € IL,, respectively. Also these
functions are continuously differentiable for p € II.

Taking the Birkhoff FSS [4], we will have for sufficiently large p € 1,
e (z,p) = ¥

P (E+(p) explpla — @) = i(Q(x) — Q@)
HE(p)(—1)" exp(—plz — a) +i(Q(x) — Q(a)))), v € [0,a), (23

m

where
Ey(p) = (1 £14)exp(ipa — Q(a))[b4]
—(1F 1) exp(ip(2d — a) — (2Q(d) — Q(a)))[b-].
It follows from (2.1), (2.2) and (2.3) that for m = 0,1 and C' = const,
€ (z, p)| < Clp|™ exp(—[Splz), € [a,d) U (d, o),

™ (x, p)| < Clp|™ exp(—|Spla) exp(|Rpl(a —x)), = €[0,a] (24)
228
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Let us consider A(p) = €/(0, p)+(B1p+50)e(0, p) as the characteristic
function of B which is entire in p € II;. Therefore by using (2.3), we
can give for sufficiently large p € I,

Alp) = %(Nm(ﬁl — 1) exp(pa — iQ(a))

+N_(p)(B1 + 1) exp(—pa +iQ(a))), (2.5)
where
Ni(p) = (1 F i) exp(ipa — Q(a))[b]
—(1 £ @) exp(ip(2d — a) — (2Q(d) — Q(a)))[b-].

Let 0 > 0 be fixed. Put Gs := {p € IL;;| p—pn |[> 9, pn € A}, as
A={pellL, UR;A(p) = 0}. Taking (2.5) one gets

IA(p)| > Clp| exp(—Spa) exp(Rpa), p € Gs. (2.6)

By the Rouche’s theorem [2] and the known technique [5], one can
give that the roots of A(p) have the asymptotics

1
o=~ (nmi 4+ iQ(a) + k1 + K2) + O (n71)

for large enough n, wherein k; = %lngiﬂ and ko = %lnif—}
We put
e(z, p)
o(z,p) = : (2.7
P =K) )

The function ¢(z, p) is a solution of Eq. (1.1) that is called the Weyl
solution for BVP(B). Denote M (p) = ¢(0, p). We will call it the Weyl
function for BVP(B).

From (2.7) and properties of e(x, p) and A(p), we will have

M(p) = mm. (2.8)

Inverse Problem. Given the Weyl function M (p), find g1, qo, 81, Bo-

3. UNIQUENESS THEOREM

A boundary value problem B= B(q1, qo, 51, 50, ay, as) of the sim-
ilar form (1.1)-(1.3) with tilde, alongside B = B(q, qo, 01, Bo, a1, az),
is considered. We suppose that if « signifies an object relevant to B,
then a will signify the similar object relevant to B.

Theorem 3.1. Let M(p) = M(p) Then 81 = B1, Bo = o, q(zr) =
q1(z) and go(x) = qo(z) a.e. on x > 0.
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Proof. By the assumption of theorem and the Weyl function (2.8),

we infer that £, = 51.
Now we define the matrix P(z, p) = [Pjk(, p)]; ;_, 5, by the formula

B(z,p) o(x,p) o(x,p) o, p)
Fe [w,p) i p>] 2 S

where ¢(z, p) = p1(x, p) — (B1p + Po)w2(z, p) in which the entire func-
tions ¢;(z, p) are the discontinuous solutions of Eq (1.1) under the
jump condition (1.3) and the initial conditions gp (O p) = Oj(mt1), M =
0,1 (dj(m+1) is the Kronecker delta). From the assumption of the the-
orem, the functions Pj;(z, p) and Pjs(z, p) are entire in p. Also, from
(2.4), (2.6), (2.7) and similar inequalities for ¢(z, p), we have

|Pii(z,p)| <O, [Pua(z, p)] < Clp|™ (3.1)
Thus we will have for sufficiently large p,
Pr(a)@(a,p) = p(x.p).  Pul@)dlz.p) = d(a,p).  (32)

Taking the functions ¢(z, p) and ¢(z, p) in [0, al, one gets for suffi-
ciently large p and argp € (0, %) :

20— oxp(-i(Q(e) - QeI

Together with (3.2), this yeids that Q(x

) =
[0, a]. Similarly we can prove that Q(x) =
and Pii(z) = 1. So ¢i(z) = q1(2), () =
Bo = Bo. The proof is completed.

%

(2:0) _ exp(i(Q() = Ba)))1]
oz, p)

%

Q(QT) and Pi(z) = 1forx €
Q(JU) for z € [a,d) U (d, )
do(z) a.e. for x > 0, and
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ABSTRACT. In this paper, we present some extensions of Kan-
torovich inequality for two operators on a Hilbert space. More-
over, the multiple version and a related inequality for positive lin-
ear maps are obtained. Also, we introduce the concept of Specht’s
ratio and improve some inequalities related to Specht’s ratio.

1. INTRODUCTION

The Kantorovich inequality state that if A is a positive operator on a
Hilbert space H satisfying M I;; > A > mly for positive scalars M, m,
then for every unit vector x in ‘H

2
M+ m)” (1.1)

AMm
Also the Kantorovich type inequality for positive linear maps asserts
that if A is a positive operator on a Hilbert space H satisfying M I3 >
A > mly for positive scalars M, m with m < M, and ¢ is a normalized
positive linear map from B(H) to B(K), where H, K are Hilbert spaces,
then

(Az, x) (A 2, 2) <

B oy, (12)

1991 Mathematics Subject Classification. Primary 47A63; Secondary 46L05;
47A60.
Key words and phrases. Kantorovich inequality, positive operators, normalized
positive linear map, geometric mean of operators.
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Several mathematicians have explored Kantorovich inequality for ma-
trices and operators on a Hilbert space, see [1, 4, (]. This note intends
to present an extension of inequalities (1.1) and (1.2). At first, let us
recall some definitions and concepts from [5].
The aim of this paper is to describe some new inequalities for operators
in Hilbert space H. We improve and generalize these inequalities by
Specht’s ratio concept.
Firstly, we state the Specht’s ratio concept and some properties. The
Specht’s ratio [2] was defined by
[N
S(h)y=—,(h#1 h>0.) (1.3)
elog hn-1
The Specht’s ratio has some properties in the following:
(i) S(1)=1and S(h) = S(3) > 1, for h > 0.
(ii) S(h) is a monotone increasing function on (1, 00).
(iii) S(h) is a monotone decreasing function on (0, 1).
1]

0
Lemma 1.1. [3, Theorem 1] For a,b > 0 and v € [0,1],
(1—v)a+uvb>S((2))a' b,
where r = min{v, 1 — v} and S(.) is the Spech’s ratio.

)

Theorem 1.2. [3, Theorem 2] Let A and B be two positive operators
andm,m’', M, M’ be positive real numbers satisfying one of the following
conditions:

D) 0<mI<A<ml<MI<B<MI
(i) 0<m'I<B<ml<MI<A<MI,
with h = %, then we have
(1-v)A+vB S(h")At, B
At B
S(hY(1 —v)A™t +vB™!
(1-v)A ' +vB™L
where v € [0,1], r = min{v, 1 — v}, S(.) is the Spech’s ratio.

Remark 1.3. Note that if A = al, B = bl, v =

Theorem 1.2, then
S(VR)ab < =2

2. MAIN RESULTS

VvV IV IV IV

and r = in

1 1
27 2

Theorem 2.1. Let A and B be two positive operators on a Hilbert

space H, satisfying A < aly, B < bly, AB = BA and AB < I3 for

positive scalars a,b. If ¢ is a normalized positive linear map from B(H)
232
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to B(K), and m,m', M, M' are positive real numbers satisfying one of
the following conditions:

(1) 0 <m'I <bA<ml<MI<aB< MI.
(i) 0 <m'I <aB<ml <MI<bA<MI,

with h = %, then for every unit vector x in H

(ab+ 1)
and
(ab+1)°

Example 2.2. Let

A=(§ 4) (5 1)
= 2 and B=|{( 3 .
0 % 0 3

Therefore A < 21, B < 61, AB = BA and AB < I. In this case
the condition (ii) of theorem 2.1 satify. Then by equality 1.3, we have

S2(v/h) = 1/955967187. Moreover, for unit vector z = (?), we have
2

Il O©

(Az,z) = 327 4 2a3.
Then

3 =min{3, 3} < (Az,2) <max{3, 2} =2
Similarly, we can write
5 =min{3, 2} < (Bz,z) <max{3}, 3} = 3.
Hence (Az,z)(Bz,z) < 1. Also, 45;?:;%; = 1/8000472384. Then we

get
b+1)?
(Az,2)(Br.z) < 5100
Therfore, we find two matrices that satisfy in conditions of inequality
(2.2) in Theorem 2.1.

Theorem 2.3. Let A and B be two positive operators on ‘H satisfying
0 < A<aly, 0< B <bly ,AB = BA and AB < Iy for positive
scalars a,b. If ¢ is a normalized positive linear map from B(H) to
B(K), and m,m’, M, M" are positive real numbers satisfying one of the
following conditions:

() 0<mI<A<mI<MI<B<MI

(i) 0<mI<B<mlI<MI<A<MI,
with h = 2 then

< ab+1 )
¢ (A) e (B) < st
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Theorem 2.4. Let A and B be two positive operators on a Hilbert
space H, satisfying A < aly, B < bly, AB = BA and AB < Iy for
positive scalars a,b. If ¢ is a normalized multiplicative positive linear
map from B(H) to B(K), and m,m', M, M’ are positive real numbers
satisfying one of the following conditions:

() 0<mI<A<mI<MI<B<MI

(i) 0<mI<B<mlI<MI<AZMI,

with h = %, then

2 (ab + 1)2 2
(p(A%)z, z)(p(A)p(B)z,z) < m«o(mm : (2.3)
and

2
(A%z, 2)(ABx,z) < ab+ 1)

452(v/h)ab
Theorem 2.5. Let A and B be two positive operators on a
Hilbert space H, satisfying A < aly, B < bly, AB = BA and
AB < Iy for positive scalars a,b and A is invertible. If o 1is
a normalized positive linear map from B(H) to B(K), then for
every unit vector x in H

p(B) = p(A)! < (Vb= 7)*Ik.

Corollary 2.6. Let A and B be two positive operators on a
Hilbert space H, satisfying A < aly, B < bly, AB = BA and
AB < Iy for positive scalars a,b and A is invertible. Then for
every unit vector x in H

-1 N L 2
(Bx,z) — (Az, )" < (Vb \/a) .

(Az, z)*. (2.4)
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ABSTRACT. We present some inequalities related to the powers
of numerical radius inequalities of Hilbert space operators. Some
results that employ the Hermite-Hadamard inequality for vectors
in normed linear spaces are also obtained.

1. INTRODUCTION

Let B(H) denote the C*-algebra of all bounded linear operators on
a complex Hilbert space H with inner product (.,.). We recall some
definitions and concepts from [5]. The numerical radius satisfies

S1AI < w(4) < 4] (11)

The second inequality in (1.1) has been improved in [/, Theorem 1] as
follows:
1 1 gL
w(A) < lIJAL+ AT < S 1A+ [1A%]]=) (1.2)

1991 Mathematics Subject Classification. Primary 05C38, 15A15; Secondary
05A15, 15A18.

Key words and phrases. positive operators, normalized positive linear map, nu-
merical radius, Specht’s ratio.
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for every operator A € B(#H). The left hand of inequality (1.2) was
extended in [3, Theorem 1] as follows:

1
wr(A) < §H’A|2w + |A*|2r(1ﬂ/)

, r>1,0<v <1, (1.3)

which, this inequality will be improved in the end of this paper. Dragomir
in [1, Theorem 1], proved the following inequality by the product of two
operators:

V(B A) < %}||A|2T LB e (1.4)

By using of operator inequality, we improve the inequality (1.4). Recall
that the Specht’s ratio [2] was defined by

hhil
S(h) = 1 (h#1)
elog hn-1

for a positive real number h, and it has some properties as follows:

(i) S(1)=1and S(h) = S(3) > 1 for h > 0.
(ii) S(h) is a monotone increasing function on (1, 00).
(iii) S(h) is a monotone decreasing function on (0, 1).

Lemma 1.1. For a,b> 0 and v € [0, 1], it follows that
(1—v)a+wvb > S((2)")a'b", where r = min{v,1—v} and S(.) is the
Specht’s ratio.

Theorem 1.2. Let A and B be two positive operators and let m, m', M, M’
be positive real numbers satisfying the following conditions (i) or (ii):

() 0<mI<A<mI<MI<B<MI,
(i) 0O<mI<B<ml<MI<A<MI,

with h = % Then

(1—-v)A+vB > S(h")A4,B > A, B S(h"){(1—-v)At +vB 1}t

>
> {(1-v)A'+vB '},
where v € [0,1], r = min{v,1 — v}, and S(.) is the Specht’s ratio.

Remark 1.3. Note that if A = al, B = bl, v = %, and r =
Theorem 1.2, then

1 -
21n

S(Vh)Vab < £,
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2. MAIN RESULTS

Lemma 2.1. Let f be a twice differentiable on [a,b]. If f is convex
such that f* > X = m[ir}]] f(z) > 0. Then
z€|a,

f(a+b> < fla)+ f(b) 1)\(19— a)?. (2.1)

2 - 2 8
Theorem 2.2. Let A, B, X € B(H), let the continuous functions f and
g be non-negative functions on [0, 00) satisfying the relation f(t)g(t) =t
forallt € [0,00), and let k be a non-negative increasing convex function
on [0,00) and twice differentiable such that k" > X\ > 0, with k(0) = 0.
Also let the positive real numbers m,m’', M, M' and h = % satisfy one

of the following conditions:

(i) 0 <m < (B*f*(|X])Bz,z) <m < M < (A*¢*(|X*|) Az, z) <

M/
(i) (])\; m' < (A*f2(IX])Az, x) <m < M < (B*g*(|X*|) Bz, z) <
X)) < o [ UKD A IX D A) |- ik (o)
(2.2)
whenever
1 * 2 * * 2 2
£(x) = m)\«(z‘l (XA - B f(|X])B)x,z))",

Corollary 2.3. Let the assumptions of Theorem 2.2 hold. By taking
k(t) = t* on [0,00), thus the required X would be '2'. (i) If 0 < m'I <
BY|X|B <ml < MI < A*|X*|JA < M'I or 0 < m'I] < A*|X*|A <
ml < MI < B*|X|B < M'I, for positive real numbers m,m’, M, M’,
then

2/ p* 1
w (A*XB) < 25077)

(((A1X7|4 = B*|X|B)x,))",

1(A*|x714)” + (B*|X|B)*| -

inf !
lel=145(/h)
(ii) If X = I holds in conditions of (i), then
1 1
25(v/h) 4S(V/h)
which improves inequality (1.4) in especial conditions. (iii) If A= B =
I holds in conditions of (i), then
1

25(v/'h)

V(A B) < H|A\4+\B|4H—”infl (((A*A—B*B)x,1))’,

WH(X) < 1o+ 1 xP? (7] = X))

— inf L
lel=145(v/h)
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Theorem 2.4. Suppose that A, B,C, D in B(H) are operators that f
is a positve increasing operator convex function on R and also that f
is twice differentiable such that f* > X > 0, with f(0) = 0. Let the
positive real numbers m, m’', M, M' satisfy one of the following condi-
tions:

(i) 0 <m'I < A*|BI?PA<mI < MI < D|C*>?)D* < M'I

(ii) 0 < m/I < D|C*?D* <mI < MI < A*|B]*A < M'I,
with h = % Then for every x,y € H, it follows that

fFIKDCBAz, y)|) < [(f(A7| B A)z, z) + (f(D|C**D")y.y)

(2.3)

1
25(v/h)

1
— MA B Az, ) — (DIC*[* D7y, 9))°)],

Corollary 2.5. Suppose that T' in B(H) that f is a positve increasing
operator convex function on R and also that f is twice differentiable
such that f* > X\ > 0. Let the positive real numbers m,m', M, M’
satisfy one of the following conditions:

() 0<mI<|TP*<mI<MI<|T*¥ < MI

(i) 0 <m'I <|T** <mI < MI < |T]* < M,
with h = % Then for every x,y € H and o, 5 € [0,1] (witha+§ > 1),
it follows that

F([(iTaa,)|) < m (TP + (F(T°)y.0)
(2.4)

— (TP ) — (7)) ]
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COMMON BEST PROXIMITY POINTS THEOREM
FOR TWO F-CONTRACTIVE NON-SELF MAPPINGS

P. LO'LO’* AND E. MOVAHEDNIA

Department of Mathematics, Behbahan Khatam Alanbia University of Technology,
Behbahan, Iran
lolo@bkatu.ac.ir
movahednia@bkatu.ac.ir

ABSTRACT. In this paper, we first prove the existence and unique-
ness of a common best proximity point for a pair of non-self map-
pings satisfying in a F- contractive condition. Some interesting
consequences including fixed point results are presented.

1. INTRODUCTION

In a recent paper, Wardowski [1] presented a new contraction, which
called F-contraction and proved a fixed point results in complete met-
ric spaces. Then Omidvari et al.[2] proved existence of a unique best
proximity point for F-contractive non-self mappings. In this paper, we
extend their results by introduce a new version of Wardowski’s contrac-
tion for two mappings in a complete metric space and estabilish a new
common best proximity point theorem. By some fixed point results,
we support our main theorem and show some application of them .
Given two non-empty subsets A and B of a metric space (X,d), the
following notions and notations are used in the sequel .

d(A,B) =inf{d(a,b) :a € A,b € B}
Ap={a € A:d(a,b) = d(A, B)for some b € B}
By ={be B:d(a,b) = d(A, B)for some a € A}.

1991 Mathematics Subject Classification. Primary 47H10; Secondary 47HO09.
Key words and phrases. common best proximity point, F-contractive condition,

metric space.
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Definition 1.1. If Ay # & then the pair (A, B) is said to have P-
property if and only if for any a1, as € Ay and bs, by € By

d ai, b1 =d A, B
{ dEame; = dEA, B; = d(a1,a5) = d(by, b2)

2. MAIN RESULT

We begin our study with following definitions.

Definition 2.1. The mappings S: A — B and T : A — B are said to
have K-property if for all z,y,u,v € A, they satisfy the condition that

{ d(u,Sx) = d(A, B)
d(v,Ty) = d(A, B)

Definition 2.2. Let F': R, — R be a mapping satisfying:

= d(u,v) < d(z,y)

(Fy) F is strictly increasing, i.e

a< f= Fla) < F(B) Va,B € Ry,
(F») For each sequence {ay, }nen of positive numbers
lim a, =0 <= lim F(a,) = —o0,

n—oo n—o0

(F5) There exists k € (0, 1)such that lim " F(a) =0,
a— 0

then self mappings S, T : X — X are said to satisfy an F-contractive
condition if there exists C' > 0 such that

Ve#£yeX st d(Sz,Ty)>0 = C+F(d(Sz,Ty)) < F(d(z,y)).

Theorem 2.3. Let A and B be non-empty subsets of a complete metric
space (X, d). Moreover, assume that Ay is nonempty and closed. Let
also the non-self mappings S, T : A — B satisfy the following conditions

i) The pair (S,T) has the K-property,
ii) The pair (A, B) the P-property,
iii) S and T are continuous,
iv) T'(Ayp), S(Ao) C By,
v) S and T satisfy the F-contractive condition,
Then there exists a unique point a € A such that d(a,Sa) = d(a,Ta) =
d(A, B).
Proof. Fix ag in Ay, since S(Ag) C By, then there exists an element a,
in Ag such that d(ay, Sag) = d(A, B).
Similarly, since T'(Ag) € By, ay € Ag can be chosen such that d(as, T'a;) =
d(A, B). Continuing this process, we achieve a sequence {a,} € Ay

such that
d(a2n+17 SCLQn) = d(A, B) (2 1)
d(azny2, Tagny1) = d(A, B) ‘
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We wil prove that the sequence {a,} is convergent in Ay. (A, B) satis-
fies the P-property therefore from (2.1) we obtain

d(a2n+17 a2n+2) = d(sa2m Ta2n+1) (2.2)

If there exists m € N such that d(a,,, a,e1) = 0, since S, T have K-
property, it can be clearly shown {a,} — an in A and d(a,,, Sa,,) =
d(ap, Tay,) = d(A, B).

Then we suppose that d(a,,a,+1) > 0 for all n € N and by (2.2) we
have d(Sagy, Tag,+1) > 0 for alln € N .

S and T are the F-contraction and (2.2) holds, hence for any positive
integer n we have

C+ F(d(agny1, ams2)) = C + F(d(Sag, Tagnt1)) < F(d(azn, azni1)),
(2.3)
also similarly

C+F(d(agni2, azny3)) = C+F(d(Sazni2, Tasni1)) < F(d(agns1, Gony2)).
(2.4)
Therefor by 2.3 and 2.4 we have

F(d(ap,an+1)) < F(d(ap—1,a,)) —C (2.5)

< F(d(ap,a1)) — nC.

Put a,, =: d(an, ans1). By (2.5), we obtain lim F(a,) = —oo that

n—,oo
together with (F}) gives
lim o, =0 (2.6)
n—oo
Also From (F3) we have
Jk € (0,1) such that lim of F(ay,) =0 (2.7)

n—oo

On the Other hand, by (2.5) F(a,) — F(ag) < —nC. Therefor
afFlay,) — afFlag) < —nakfC < 0.
Letting n — oo in the above inequality and using (2.6) and (2.7) ,

we obtain lim no/,i = (. Hence there exists N; € N such that nafl <1
n—oo

for all n > N; . Therefor for any n > N; a, < -i-. This means that

nk
series > .« is convergent, then

Ve >0 dN >0 suchthat m>n> N, Zaige. (2.8)
By the triangular inequality and(2.8)
d(a’m7an) S Q-1+ Q2 + ... + S Z?in Q; S €.
Therefor {a,} is a cauchy seqvence in Ap.

Since{a,} C A and Ay is a closed subset of the complete metrice space
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(X,d), we can find a € Ay such that lim a, = a.

n—oo

Now, from d(ag41,Sasz,) = d(A, B) d(agni2, Tas,+1) = d(A, B),
taking n — oo and by continuity of S, T" and d, we have d(a, Sa) =
d(a,Ta) = d(A, B). So a is a common best proximity point of the map-
pings S and 7. The uniqueness of the best proximity point follows from
the condition that S and 7" are the F-contraction. That is, suppose x
is another common best proximity point of S and T such that z # a,
i.e, d(a,Sa) = d(a,Ta) = d(A, B) d(z,Sz) = d(z,Tx) = d(A, B).
Then by the P-property of (A, B), we have d(a,z) = d(Sa,Tz). Also
d(a,z) > 0= d(Sa,Tz) > 0. Therefore F(d(a,z)) = F(d(Sa,Tz)) <
F(d(a,x)) — C < F(d(a,x)) which is a contradiction. Hence the com-
mon best proximity point of S and 7' is unique.

If in the definition (2.2) S is equal to T', then T is called F-contraction.
The following result is a special case of Theorem (2.3) by setting S = 7.

Corollary 2.4. Let A and B be non-empty subsets of a complete metric
space (X, d) such that Ay is nonempty and closed. Let T : A — B be
a F-contraction non-self mapping such that T(Ag) C By. Assume that
the pair (A, B) has the P-property. Then there exists a unique a € Ay
such that d(a,Ta) = d(A, B).

The following result is a special case of Theorem (2.3) by setting
S=Tand A=B.

Corollary 2.5. Let A be non-empty closed subsets of a complete metric
space (X,d). Let T : A — A be a F-contractive self-mapp. Then T
has a unique fized point a € A.

The next result ia an immediate consequence of Theorem (2.3) by
taking S =T, A= B and F(«a) = Ina.

Corollary 2.6. (Banach Contraction Principle)Let A be non-empty
closed subsets of a complete metric space (X,d). Let T : A — A be a
contractive self-map. Then T has a unique fixed point a € A.
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ABSTRACT. In this paper, some refinements of Heron inequality
for positive numbers are proved and using these inequalities for
positive operator of these inequalities are obtained.

1. INTRODUCTION

Heron mean is defined by

b
Fy(a,b) = (1 — 1/)\/%+Va—2'— .

It is easy to see that F, (a,b) is an increasing function in v on [0, 1] and
Heinz mean is defined by
aublfu _‘_alfz/bu
2
H,(a,b) is a symmetric and convex function in v on [0, 1] hence

a+b a+b (1.1)
2 2
Let H be a Hilbert space and let Bj,(H) be the semi space of all
bounded linear self-adjoint operators on H. Further, let B(H) and
B(H)" , respectively, denote the set of all bounded linear operators on
a complex Hilbert space H and set of all positive operators in By (H).

Hu(a7 b) -

Vab < F,(a,b) < Vab < Hy(a,b) <

1991 Mathematics Subject Classification. Primary 15A42; Secondary 15A60,
47A30.
Key words and phrases. positive operators, Heron mean, Heinz mean.
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The set of all positive invertible operators is denoted by B(H)"*. For
more details about this property, the reader is referred to [2].
Zhao, Wu, Cao and Liao [3] gave an inequality for the Hienz and
Heron means as follows:
If A and B be two positive and invertible operators then
H,(A, B) < Fag)(A, B) (1.2)

for v € [0, 1], where a(v) =1 — 4(v — v?).
Refinements of Heron and Hienz means Kittaneh and manasrah [!]
gave a different type of improvement of Youngs matrix inequalities :

2 (AVB — AfB) < AV, — A, B < 25(AVB — A4B) (1.3)
for A,B e B(H),v € [0,1],r = min{r,1 — v}, and s = max{v,1 —v}.
Young and Ren [1] obtained

Theorem 1.1. Let A, B € B(H)™™" be positive invertible operators, I
be indentity operator, and v € [0,1], then we have

v(1 - V)(AVB — A$B) + A4B < F,(A, B) (1.4)
F,(A,B) < AVB — v(1 — v)(AVB — A4B) (1.5)

2. MAIN RESULTS

Theorem 2.1. For a,b>0 and v € [0,1), we have

F,(a,b) > 1y(1 — " Y (Wa—Vb)* + Vab (2.1)

and
2s a+b 2s

T Vab < H,(a,b) (2.2)

s A

where s = max{v,1 — v} and Vn € N.

Proof.
Fya,8) — (1 =" )(Va ~ Vb
- %(Va +vb + 2Vab — 2vvab)
_ %(;ja + b — 2vVab — va — Vb + 2V”\/%)
_ %(V”a + 1" — 20"V ab) + vab
:V"(a;—b — Vab) + Vab
Vab.

v
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then
F,(a,b) — %ya —v" Y (Va—Vb)? > afb
F,(a,b) — %V(l — " 1(2aVb — 2atb) > afb

Fufat) = L 00,0~ ah) > oz

replacing a by b and b by a, implies that

v(l -
2s

by the sum of the (2.3) and (2.4), we have

v(1—vnt)

2s

F,(a,b) > (bV,a — a1 _,b) + atdb

F,(a,b) > (aVb— H,(a,b)) + atb

hence
H0b) > 7 = s (Ra) - )
a+b 2s
2 vl -
a+b S
2 (1- v”—l)(

2s 2s
2 Y+ 27
1-— V”—l)(av )+ 1 —pn-1

(v(aVb) — vagb)

2aVb — 2afb)

=(1- atb,

where s = max{v,1 — v}.

Theorem 2.2. For a,b >0 and v € [0,1], we have
F,u(a,b) = F,(a,b) — v(1 —v"1)(aVb — afib)

Theorem 2.3. Let A,B € B(H)™ and v € [0,1). Then

FA B) > U _8”"_1) (AVB — H,(A, B)) + AtB
and
AVB - ﬁmm, B) - AiB) < H,(A, B)

for¥n € N. Where s = maz{v,1 — v}.

(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

It is know that v(1 — " 1)(AVB — AfB)is a positive real number,
this implies that the inequality (2.6) is a stronger than of the operator
Heinz inequality (1.1) and also know that 1 — "' > 1 — v hence

inequality (2.6) is a stronger than of the inequality (1.4).
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Theorem 2.4. Let A,B € B(H)™ and v € [0,1]. Then
F(A,B)=F,(A B) —v(l —v" 1) (AVB — AB)

for¥n € N.

Theorem 2.5. Let A,B € B(H)*" and v € [0,1). Then

25 2s
—— NAVB + (———
1—V"‘1) +(1—l/”_1

where s = max{v,1 — v} and Vn € N.

(1- JARB < H,(A, B)
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ABSTRACT. Let A and B be C*—algebras with ¢(B) # ). In this
paper, we investigate the Posner’s first and second theorems for
elements of Der(A sz B). We also characterize strong commuta-
tivity preserving elements of Der(A x§” B).

1. INTRODUCTION

Let A and B be Banach algebras and 6 € o(B), the spectrum of B.
Let us recall from [3] that the §—Lau product A and B is the direct
product A x B together with the component wise addition and the
multiplication

(a,0) ¢ (2,y) = (az + 0(y)a + 6(b)z, by).

Note that if we permit 8 = 0, the 6—Lau product A x4 B is the usual
direct product of Banach algebras. Hence we disregard the possibility
that 6 = 0.

The #—Lau products A xy B were first introduced by Lau [0], for
Banach algebras that are pre-duals of von Neumann algebras, and for
which the identity of the dual is a multiplicative linear functional. San-
jani Monfared [3] extended this product to arbitrary Banach algebras
A and B. In fact, he introduced a strongly splitting Banach algebra ex-
tension of B by A which present many properties that are not shared

2010 Mathematics Subject Classification. 47B47; 16W25, 46L05.
Key words and phrases. Derivations, centralizing mappings, dependent elements.
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by arbitrary strongly splitting extension. He also gave characteriza-
tions of bounded approximate identity, spectrum, topological center
and minimal idempotents of these products.
Let us recall that a Banach algebra A is called prime if aAb = (0)
implies that either a = 0 or b = 0.
Let T : A — A be a linear map. Then T is called centralizing if for
every a € A
[T'(a), d] € Z(A),
where for each a,x € A
la,z] = ax — za

and Z(A) denotes the center of A. Also, T' is called a derivation if for
every a,r € A

T(ax) =T(a)xr + aT'(z).

One can define the concept of derivation on rings similarly.

Derivations on rings studied by several authors [2, 3, 4, 5, 7]. For
example, Posner [7] showed that the product of two nonzero derivations
on prime rings with characteristic different from two is not a derivation.
He also proved that the zero map is the only centralizing derivation on
a noncommutative prime ring. These results are known as the Posner’s
first and second theorems, respectively. Starting from this work, a
number of authors studied the relationship between the structure of
a prime or semiprime ring R and the behavior of additive mappings
defined on R. For example, Bresar [2] proved that there is no nonzero
additive mapping in a prime ring R of characteristic different from 2
which is skew-commuting on R.

In this paper, let 6, ¢,y € o(B) and Der(A xg’” B) be the set of all
linear mappings d : A x B — A x B satisfying

d((a7 b) ‘0 (I7 y)) = d(av b) K7 (l’, y) + (CL, b) "y d(xvy)

for all a,z € A and b,y € B. We show that if Der(A x§” B) has a
nonzero element, then ¢ = . We also prove that if dy, dy and d,d, are
elements of Der(A x§7 B), then dydy = 0. Finally, we investigate the
concepts centralizing and strong commutativity preserving for elements
of Der(A x5 B).

2. MAIN RESULTS

Let A and B be C*—algebras. In the sequel, let A x4y B be a
C*—algebra with following involution

(a,b)" = (a*,b").
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Theorem 2.1. Let d € Der(A x§7 B) #0. Then ¢ = 7.
Now, we investigate analogues of Posner’s first and second theorems.

Theorem 2.2. Let di,dy € Der(A XZW B). If didy is an element of
Der(A x37 B), then dydy = 0.

Let m,m2 € o(B). A mapping T : A x B — A x B is called
(1, m2)— centralizing if for every a € A and b € B,

(T(,0), (@ D)}y 2= T(@,5) -, (0,5) = (a.b) -, T(a,b) € ZA) x Z(B).

Theorem 2.3. Let ny,7, € o(B) and d € Der(A x{7 B). If the
mapping (a,b) — [d(a,b), (a,b)]y, n s (M1, 1n2)—centralizing, then either
m=mne ord=0.

As a consequent of Theorem 2.3 we present the following result.

Corollary 2.4. Let ny,nm9 € o(B). Then the only (m,n2)-centralizing
element of Der(A x§7 B) is zero.

A mapping T : A x B — A x B is called (ny,n9)—skew commuting if
for every a € A and b € B

<d(a’ b)> (a’ b)>771,172 = d(CL, b) m (a7 b) + (&a b) n2 d(% b) =0.

Theorem 2.5. Let n1,1; € o(B) and d € Der(A x37 B). If d is a
(m1,m2)—skew commuting, then d = 0.

Definition 2.6. A linear mapping T : A — A is called strong commu-
tativity preserving if

[T'(a), T(z)] = |a, z]
for all a,z € A.

Derivation as well as strong commutativity preserving mappings have
been studied by several authors; see for example [I, 2]. In the next
result, we investigate this concept for elements of Der(A x5 B).

Theorem 2.7. Let n;,p; € o(B) for i = 1,2. If d is an element of
D@T(A Xg”y B) SCLt’LSfyZTLg [d(a7 b)? d(l’, y)]mm = [(CL, b)7 (.CC, y)]phpz fOT a’ll
a,v € A and b,y € B, then d =0 and p; = ps.

Proposition 2.8. Let n € o(B). If d is an element of Der(A x§7 B)
satisfying d((a,b) - (z,9)) — (a,b) -, (x,y) € Z(A) x Z(B), then d = 0.

We finish the paper with the following result.

Theorem 2.9. Let A X9 B be a C*—algebra. If 0 is x—isometry, then
B is a prime C*—algebra.
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ABSTRACT. In this paper, we prove the existence of solutions for
the infinite systems of fractional boundary value problem. We
also provide an illustrative example in verification of our existence

theorem.
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1. INTRODUCTION

The technique of measures of noncompactness is very important tool
for investigation of solvability of nonlinear integral-functional equa-
tions. In, (2018) Banas [2] formulate a criterion for relative compact-
ness in the space of functions regulated on a bounded and closed in-
terval [a,b], so-called regulated functions, and proved that the men-
tioned criterion is equivalent to a known criterion obtained earlier by
D. Frankova. In this paper, we shows the applicability of the mentioned
measures of noncompactness to the existence result for some nonlinear
infinite systems of fractional boundary value problem.

2. MAIN RESULTS

The symbol R, R, and N will denote the set of all real numbers,
set of all nonnegative real numbers, and the set of all positive integers,
respectively. Assume that [E be a Banach space with zero element 6. If
X is subset of E, then X and Conv X denote closure and convex closure
of X, respectively. Also, denote by B(x,r) the closed ball centered
at z and with radius r. Moreover, let 9 denote the family of all
nonempty and bounded subsets of E and Mg its subfamily consisting
of all relatively compact sets.

Definition 2.1. [I] A mapping px : Mg — [0,00), is said to be a
measures of noncompactness in the Banach space E if it satisfies the
following conditions:
1° The family ker == {X € Mg : u(X) = 0} is nonempty and
ker pp C Ng.
2° pu(X) <u(Y)for X CY.
3° u(ConvX) = pu(X).
4° p(AX + (1 =N)Y) < u(X) + (1 = N)u(Y) for A € [0, 1].
5° If (X;) is a sequence of closed sets from 9 such that X; 4 C
Xi(i=1,2,...) and if lim w1(X;) = 0, then the intersection set

Xy 1= ﬂ X, is nonempty.
i=1

In the sequel we will use measures of noncompactness having some
additional properties. Namely, a measure p is said to be sublinear if it
satisfies the following two conditions:

6° w(AX) = p|A|(X) for A € R.

7 u(X +Y) < pu(X) + u(Y),
A sublinear measure of noncompactness p satisfying the condition

(weak maximum property)
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8° (X U{y}) =p(X),yck
and such that ker u = Mg is said to be regular.

Now, we recall some facts concerning regulated functions.

Definition 2.2. [2] A function z : [a,b] — R is said to be a regulated
function if for every ¢ € [a,b) the right-sided limit z(t*) := lir?r x(s)
S—

exists and for every t € (a,b] the left-sided limit z(t7) := lir?_ x(s)
exists. LH

Denote by R(J,R*) the space consisting of all regulated functions
defined on the interval J = [a,b] with values in R*. Now, for z =
(z') € R(J,R>®) we put m(x) = z'. This space equipped with the
family of seminorms
|lz||n := sup{|mi(z)(t)| : t € J,i < n} becomes a Fréchet space. We
are going to present the construction of the regular measures of non-
compactness in the space R(J,R*>). Assume that X € Mpjr~). For
reXande>0andletp': J— (0,00) (i =1,2,...) is a sequence of
functions. Put
wH(X) = sup{p"(T)w™* (m(X))}, & (X) = sup{p"(T)w™ (mi(X))},
and Xge (X (t)) = sup{p*(T) Ar(m;(X)(¢))}, for i =1,2,....
Finally, let us define the quantity

p(X) = max {@ (X), & (X) | +sup Xee (X(1). (21)
rzeX teJ

We can formulate our first results.

Theorem 2.3. [3] The mapping p : Mprey — Ry given by (2.1),
defines a reqular measures of noncompactness on R(J,R*>).

Next, we present an existence result for the infinite systems of bound-
ary value problem of Caputo fractional differential equations of arbi-
trary order ¢ with finite many multistrip Riemann-Liouville type inte-
gral boundary conditions:

¢Dix;(t) = fi(t,z'(t),2%(t),...), ¢ € (n—1,n], n>2te[0,T],
2i(0) = 0,25(0) = 0, 2{""2(0) = 0, =:(T) = D e [IPwi(ne) — 1% wi(C)),

(2.2)
where D1 is Caputo fractional derivative of order g and f*: J xR>® —
R (i = 1,2,...) is given continuous function and I is the Riemann-
Liouville fractional integral of order 8; > 0, ¢ =1,2,...m, 0 < (; <
m<G<nn<...<G,<n,<Tand v € R are suitable chosen
constants. we will write fi(¢,z(t)) instead of f'(t,m(z)(t), m2(z)(t)...)
fori=1,2,....
We assume that the following conditions are satisfied.
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(A1) The functions f*: J X R*® — R (i € N) are increasing for every
t € J =[0,7] and equiregulated on J for bounded variables
x = (2') d.e. for every R’ > 0 family of
{F(, m(x) (), m(x)(t)...) : x € Bre (6, R) = (Br(#, R?)) and R =
min{ R, R?,...}} is equiregulated on J also, f* satisfies assump-
tions (i), (ii) of the Theorem ?7.

(As) There exists the constant k;; > 0 such that

|1 (@) (), ma(2)(t) - ) = f1(E mi(y) (1), m2(y) (X))

[e.9]

< Z kijlmi(@)(t) — m;(y) ()],

foreveryt € Jandi=1,2,....
(A3) Define the functions ¢* : J x R*® — R (i € N) such that ¢* are
increasing and satisfies the following conditions:

(@) 1fi(t, m(@)(0), ma(@)(1) . )] < |, ma@) (), mal) (7). .)
—[(s,m(x)(s), ma(x)(s) .. )]+ [g'(E, mi () (), me(2)(2) .. )],
for every t,s,7 € Jsuchthat r #sandi=1,2....

(b) There exist continuous functions a’,b* : J — R, such that

' (t, () (0 malie) (1)) < (a'() D Ry (0)] + 6(0)) (17 = s,

for every t,s,7 € Jsuchthat r #sandi=1,2.... A
(A4) There exists a constant [ € [0,1) and increasing functions m’ :

J —+ [1,00), such that A Y%, k™0 < 1, where 2{% +

Ta+n—1 Tn—1 m g+ﬂ§_<‘g+ﬁ§ o .

|)\\F(q+1) + ‘)\| Z§:1V§W} — A > 0, fOl" 1 = 1,2,...

and t € J.

Theorem 2.4. [3] Suppose that the assumptions (A;) — (A4) are sat-
isfied. Then the nonlinear infinite System of Caputo fractional differ-
ential equation (2.2) has at least one solution in the space R(J,R>).
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MULTIPLICITY RESULTS FOR FRACTIONAL
p(z,)-KIRCHHOFF-TYPE PROBLEM

MARYAM MIRZAPOUR
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m.mirzapour@cfu.ac.ir

ABSTRACT. This paper is concerned with the existence of infin-
itely many weak solutions for a fractional p(z,-)-Kirchhoff-type
problem. By means of the Fountain Theorem, we establish condi-
tions ensuring the multiplicity of solutions for the problem.

1. INTRODUCTION

A very interesting area of nonlinear analysis lies in the study of ellip-
tic equations involving fractional operators. This category of operators
come up in a quite natural way in many different applications such
as phase transition phenomena, continuum mechanics, population dy-
namics, minimal surface and game theory. For the basic properties of
fractional Sobolev spaces, we refer the reader to [3].

In this paper we are interested in the following fractional equation

M (0w (W) L2 (w) = f(z,u) in Q,
{u(gf);o)( ) L5 (w) = f(,u) "o (1.1)
where o)
[ ) e
Up(fcay)(u) _/Q p(x,y) K( 7y)d dy? (1'2)

1991 Mathematics Subject Classification. Primary 46E35; Secondary 35A15,
35D30.
Key words and phrases. Fractional p(z, -)-Laplacian, Cerami condition, Fountain
Theorem.
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where 0 € RY is an open bounded set with Lipschitz boundary 052,
Q = R\ (CQ x CQ) with CQ =RM\Q, p: @ — (1,+00) is bounded
continuous function, N > 3, M : Rt — R™ is a continuous function,
f QxR — Ris a Carathéodory function and L’I}(m") is the integro-
differential operator that generalized (—A,,.))*, defined as follows

L5 () = poo. / [u(z) — u(y) PO (u(z) — uly)) K (2, y) dy

RN

e—0

~ lim / () — uy) PED 2 () — uy)) K (. ) dy,
RN\ Be(z)

for all x € RY, where p.v. is a commonly used abbreviation in the
principal value sense. The energy functional associated with it is given
by the functional

—~

Ticlw) = M (0 () — / Fla,1) de, (1.3)

where oy, (u) is defined in (1.2), M(t) = [T M(7)dr and F(x,t) =
f(f f(z,s)ds. Now, we can state our main result.

Theorem 1.1. Let Q be a Lipschitz bounded domain in RY and s €
(0,1), letp : Q — (1,+00) be a continuous function satisfying (2.1) and
(2.2) with sp™ < N. Assume that the Kirchhoff function M : R™ — R*
is a continuous function and f : Q2 xR — R is a Carathéodory function
satisfying

(Ho) there exists mg > 0 such that M(t) > mg for allt > 0;

(Hy) there ezists pu € (0,1) such that M(t) > (1 — ) M(t)t for all

t >0
(Hz) M is differentiable and decreasing function on RT.
(fo) there exist ¢y > 0 and 1 < q(z) < pi(z) = 22 with p(z) =

N—sp(e)
p(x, ) such that | f(x,t) < e (14[t|®)=1) for all (z,t) € AxR;
(f1) limyp—ioo u if = +o00, uniformly for a.e. x € ;

o £
(f2) there exists Cy > 0 such that G(z,t) < G(x,t")+C, for each z €
Q,0<t<t ort' <t <0 where G(z,t) =tf(x,t)— %F(x,t)
and p* is defined in (2.1) ;

(f3) lim;_,o % =0, uniformly for a.e. x € ;

(fs) f(z,—t) = —f(x,t) forallz € Q and t € R;

If ¢ > p™, then problem (1.1) has a sequence of weak solutions {tuy}

such that Jp(Fug) — +00 as k — +o0.
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2. VARIATIONAL FRAMEWORK AND PROOF OF MAIN RESULT
Let Q be a Lipschitz open bounded set in RY. We assume that

l<p = min _p(@,y) <plr,y) <p"= max _p(z,y) < +oo(2.1)
(Qj y)GQX (CE,y)GQXQ

and
p is symmetric, that is p(x,y) = p(y, z) for all (z,y) € Q x Q.
(2.2)

We set p(x) = p(x,z), for any € Q. Define the fractional Sobolev
space with variable exponent via the Gagliardo approach as follows

X = {u : RN — R is measurable, such that ulqg € LP®(Q) with

(2 (y)|P=v)
/ )\pxy K(z,y)dxdy < +oo, for some )\>0}.

Moreover, X is endowed with the norm [lu||x := [Jul| ;5 () + [U] K p(a.y)
where

ju(a) — u(y) o)
(U] K p(a,y) = Inf )\>0/ /\pxy) K(x,y)dxdygl},

then we have (X, || - ||x) is a separable reflexive Banach space, see
[1]. We shall work in the closed linear subspace Xy = {u € X; u(z) =
0 a.e. in RN\Q} For any u € X,, we define the functional p%yp(,7,)(u) =

Jolu(@) — u(y)P"¥ K (x,y) dx dy, then the norm associated with the
conver modular pK,p(-,-) is given by ||ullx, = [Ulkp@y = inf{/\ >
0; pr( (%) < 1} We know (X, || - ||x,) is a separable, reflexive and

uniformly Banach space, see [1].

Definition 2.1. We say that u € X is a weak solution of problem if

M (a0 | Io(a) = w9 (a) = ) (p(2) = ) K (. ) oy

- [ e de =0

for all ¢ € Xy. By the assumptions on M, f, we have Jx € C*(Xy).

Definition 2.2 (See [2]). Let Xj be a Banach space and Jx € C'(Xy, R).
given ¢ € R, we say that Jx satisfies the Cerami condition (we denote
condition (C,)), if

(7) any bounded sequence {u,} C X, such that Jx(u,) — ¢ and

Jj(un,) — 0 has a convergent subsequence;
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(1) there exist constants §, R, > 0 such that
||~71,<(U)||X5‘ ullx, > p forall ue jgl([c—é, c+90])) with |ul|x, > R.

If Jx € C'(X,,R) satisfies condition (C.) for any ¢ € R, we say that
Jk satisfies condition (C').

Proposition 2.3. Under assumptions (Hp)-(Hz2) and (fo)-(f2), Jx
satisfies the Cerami condition.

Remark 2.4. Since X is a reflexive and separable Banach space, then
X; is too. Then, there exist (see [0]) {e;}jen C Xo and {€}}jen C X
such that Xo = span {e; :j=1,2,..}, X§ = span {e] :j=1,2,..},
1 if i=j,

0 if i,

where (-, ) denote the duality product between X and X;. We define
Xy = span {e;},Yy = @5:1 Xj and Z, = @72, X;.

Proposition 2.5 (Fountain Theorem, see [1]). Let (Xo,| - ||lx,) be a
real reflerive Banach space, Jx € C'(Xo,R) is an even functional
satisfying the Cerami condition. Moreover, for each k =1,2,---, there
exist pp > ri > 0 such that

(A1) ap == infruez,, jul=ry Jx(u) = +00 as k — +o0,

(A2) b = maxyueyy, |jull=pr} J& (1) <0,
then the functional Jx has a sequence of critical values which tends to
+00.

and (e;, e}) =

The functional Jj satisfies the Cerami condition by Proposition 2.3
and using (fy), we get Jx(—u) = Jk(u) for any u € X,. As for the
geometric features of Jk, conditions (A;) and (Ag) can be proved.
Hence, the proof of Theorem 1.1 is complete.
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ABSTRACT. In this paper we deal with the existence of weak so-
lution for a variable s(-)-order with p(-)-fractional problem

(~A)Du(@) = A@)[u]?® 2 in Q,
u(z) =0 in RN\Q,

By using the Mountain Pass Theorem, we establish conditions en-
suring the existence result.

1. INTRODUCTION

Recently, a great attention has been focused on the study of the frac-
tional and nonlocal operators of elliptic type, see for example [1, 3, &]

Indeed, the change in temperature can be better describe by us-
ing variable order derivatives of nonlocal integro-differential operators.
From this, a great attention has been devoted to the study of fractional
variable order spaces. We refer the reader to [5], [0] and [7]. In this
paper we are interested in the following fractional equation

(~A)Du(e) = A(@)[ul"® 20 in Q,
u(z) in RV\Q,

=0
where @ C RV, N > 2 is a_bounded smooth domain with N >
s(z,y) p(x,y) for any (x,y) € Q x Q where s(-) € C(R?*",(0,1)) and

(1.1)

1991 Mathematics Subject Classification. Primary 46E35; Secondary 35R11,
47G20.
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p(-) € C(R*N (1, 00)).Here, the main operator (—A);E:)) is the fractional
variable s(-)-order p(-)-Laplacian given by

s(
p(

(=4)

SR Ju(z) — u(y) [P (u(z) — u(y)) N
)'Ux(llf) = p.v. /IRLN |x — y|N+s($,y)p($,y) dy, reR ’

along any u € C5°(RY), where p.v. denotes the Cauchy principle value.
From now, we set some notations as follows. We denote

s = min s(z,y), st = max s(z,y), p = min p(x,

(2,y) ERN (=:9) (w,y)ERN (@9), P (x,y)ERsz( v)
= max p(ey), S(@)=s(na), Ba)=plz) for zeq
(z,y)ER2N

and the fractional critical exponent
Np _
%7 x € S
— s(z)p(x)
Now, we assume that s(-) : R2Y — (0,1) and p(-) : R* — (1, 00) are
continuous functions fulfilling
(H1) 0<s <st<l<p <pt

*

pi(2) = &

(H2) s(-) and p(-) are symmetric, that is s(x,y) = s(y, z) and p(x, y)
p(y, x) for any (z,y) € R*Y.
Let us assume that function A\(x) satisfies the following conditions:
(A1) A(x) € L(9),
(A2) there exists an zy € 2 and two positive constants r and R

with 0 < r < R such that Bgr(zg) C Q and A(z) = 0 for
x € Bgr(zo)\B(xo) while A(z) > 0 for x € Q\Bg(zo) \ B, ().
Furthermore the function ¢(z) fulfilling:
(Q1) g€ C,(Q) and 1 < ¢(x) < p(x) for any x € Q,
(Q2) either maxg 5 q(z) <p~ <p* < mingz54(@),
Or MaXg g0y 4(2) <P~ < pt < ming-q().

Our main result concerning problem (1.1) is given by the following
theorem.

Theorem 1.1. Let Q be a bounded smooth domain of RY, with N >
s(z,y)p(x,y) for any (z,y) € Q x Q. Assume that (H1) — (H2),
(A1) — (A2) and (Q1) — (Q2) hold. Then there exists a positive
constant \* > 0 such that problem (1.1) has a positive non-trivial weak

solution, provided that ||\||pe() < A*.
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2. VARIATIONAL FRAMEWORK

In this section, we give some definitions and results of variable order
fractional Sobolev spaces with variable exponent. We first define the
new space

X = {u : RN — R is measurable, such that ulqg € LP®(Q) with

pacy
/ |U p(z,y) | K(may)diﬁdy<—|—oo, for some y>0},
v X

where Q = R?M\ (CQ x CN) with CQ := RM\Q. We endow X with
the norm ||u||x = [Ju||p.) + [u]x, where

u(y) Py
[u] x = inf y>0// upwpc— |N+Sxy)p(xy)da:dy<1}.

Now, let Xy = {u € X; u(z) =0 a.e. in RN \ Q}, with the norm

u(y)"
HUHXO lnf V > 0 // szy ‘x _y’NJrS(ZE y)p(:vy d:de

)y <1}
R2N yp$y|x_ ’N+S$y)p(:)§y Y= )

where the equality is a consequence of the fact that v = 0 a.e. in RV,
Then (Xo, || - ||x,) is a separable reflexive Banach space, see [1].

Definition 2.1. Let J € C*(X,,R) and ¢ € R. The functional J
satisfies the (PS). condition, if any sequence (u,) C X, such that
J(u,) = c and J'(u,) — 0 as n — +o0 in X, where X is the dual
space of Xy, has a convergent subsequence in Xj.

Next, we state the Sobolev-type embedding theorem for Xj.

Theorem 2.2. [, Lemma 3.4] Let 2 be a smooth bounded domain
in RN, N > 2 and s() and p(-) satisfy (H1) — (H2) such that N >
s(z,y)p(x,y) for all (z,y) € O x Q and q(z) € C(Q) such that q(x) <
pi(x) for any x € Q. Then there exists a constant C = C(N, s,p, q, )
such that for every u € X

[ullgey < Cllullx,-

Moreover, this embedding is compact.
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3. PROOF OF THE MAIN RESULT

Clearly, the weak solutions of (1.1) are exactly the critical points of
the Euler-Lagrange functional J : Xg — R, defined by

L Ju(@) — uy)Pev / A)
T / /RzN e e A e

In what follows, in order to study the existence of solution for problem
(1.1), we prove that the functional J possesses the Mountain Pass
geometry [2].

Lemma 3.1. Assume that (H1)—(H2), (A1)—(A2) and (Q1)—(Q2)
hold. Then there exists X* > 0 such that provided ||\ gy < X*, there
exist p; > 0 and 07 > 0 such taht J(u) > & > 0 for any u € Xy with
lullxo = p1-

Lemma 3.2. Assume that (H1)—(H2), (A1)—(A2) and (Q1)—(Q2)
hold. Then there ezists ¥ € Xg, 1 # 0 such that limy_, o J(t¢) —

—0OQ.

Lemma 3.3. Assume that (H1)—(H2), (A1)—(A2) and (Q1)—(Q2)
hold. Then J satisfies the (PS). condition in X, for any ¢ € R.
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ABSTRACT. In this paper we present the refinement of Jensen’s
inequality and then we state Jensen-Mercer inequality. In contin-
uation, we give refinement of Jensen-Mercer inequality.

1. INTRODUCTION

Throughout this paper, suppose that I and J are intervals in R,
(0,1) C J and functions h and f are real non-negative functions defined
on J and I, respectively.

In [1], Varosanec defined the h -convex function as follows:

Let h : J € R — R be a non-negative function, h # 0. We say
that f : I — R is a h-convex function, or that f belongs to the class
SX(h,I), if f is non-negative and for all z,y € I, t € (0,1) we have

flte + (1 =t)y) < h(t)f(x) +h(1 =) f(y) . (1.1)

If inequality (1.1) is reversed, then f is said to be h-concave, that is
feSV(hI).

If h(t) = ¢, then all non-negative convex functions belong to SX (h, I)
and all non-negative concave functions belong to SV (h, I).

A function h : J — R is said to be a super-additive function if

h(x +y) > h(z) +h(y), (1.2)

1991 Mathematics Subject Classification. 26D15.
Key words and phrases. Jensen’s inequality, Jensen-Mercer inequality, refinement
of Jensen inequality.
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for all z,y € J. If inequality (1.2) is reversed, then h is said to be a
sub-additive function. If the equality holds in (1.2), then h is said to
be a additive function.

Function h is called a super-multiplicative function if

h(zy) > h(z)h(y), (1.3)

for all z,y € J [1]. If inequality (1.3) is reversed, then h is called a sub-
multiplicative function. If the equality holds in (1.3), then A is called
a multiplicative function.

Example 1.1. [1] Consider the function h : [0, +00) — R by h(z) =
(c+ x)P~1. If ¢ = 0, then the function h is multiplicative. If ¢ > 1,
then for p € (0,1) the function A is super-multiplicative and for p > 1
the function h is sub-multiplicative.

2. JENSEN’S AND JENSEN-MERCER TYPE INEQUALITY

In [1], Mercer proved that

f <x1+xn Zt :cj) < flxy) + f(zn) Zt flz;). (2.1)

7=1

where x;’s also satisfy in the condition 0 <z <2y <--- <z, t; >0
with 2?21 t; =1 and f is a convex function on an interval containing
the Zj.

In this section, we present the Jensen-Mercer inequality for h-convex
functions and then we give a refinement of Jensen-Mercer inequality for
convex functions and a refinement of Jensen’s inequality for h-convex
functions.

Theorem 2.1. [, Theorem 19] Let ty,--- ,t, be positive real numbers
(n > 2). If h is a non-negative super-multiplicative function, f is a
h-convex function on I and xq,--- ,x, € I, then

/ (%Zm) < Zh () rtea). (22)

where T,, = Y ;.

=1
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Theorem 2.2. Let f be a h-convex function on an interval containing

the x; (j=1,---,n) such that 0 < z1 < --- <z, then
f (961 +x, — thxj) (Zh )+ h(1 =\ )]) (f(21) + f(zn))
j=1
- Zh<tj)f(x])
j=1
where for every j = 1,--- n, there exists \; € [0, 1] such that z; =

)\jxl —|— (1 — )\J)l’n

Corollary 2.3. With the assumptions of previous theorem, if h is a

super-additive function such that for every probability vector (t1,- - | t,),
>y h(t;) <1, then

f <$1+$n—ztﬁj) < h(1)(f(x1) + flan)) Zh

j=1

Moreover, if h is multiplicative, then

f<$1+xn th]><f($1 + flx,) — Z

7j=1

Let r = (r1, -+ ,mm) and t = (t1,--- ,t,) be two probability tuples
fe.r, t; >0(1<i<m, 1<j<n), > 7" r=1and Z;L:ltj =1.
By a (discrete) weight function (with respect to r and ¢), we mean
a mapping w : {(i,j) : 1 <i<m, 1 <j<n} — [0,00), such
that 3" w(i,j)ri = 1(j = 1,--+,n), and 337 w(i,j)t; = 1 (i =
1,--,m).

In [3] Rooin proved that if C' is a convex subset of a real linear space,

1, ,x, € Cand ¢ : C' — R is a convex mapping, then
(Zt xj> < Zmo <Z w(i, 7)t; xj> < thgo ;)
7j=1

The following example shows that above inequalities can be strict [2,
Example 4.1].

Example 2.4. If v = (u, -+ ,uy) and v = (vy,---,v,) with
lull = (37, u2)? < 1and o] = (27, v2)"? < 1 belong to r*

j=1"J
and t, respectively, where L denotes the usual orthogonality, then
the function w with w(i,j) =1+wv; (1<i<m, 1<j<n)isa

weight function. For instant, set t = (t1,t2) = (2, 2), r = (r1,72,73) =
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(3,55,3), v =(3,—3)andu = (3,3, —3). Also, assume that ¢ : R = R

is the convex function gp(t) = t2. Hence

<Zt:c]> <Zn (Z w(i, j)t; :cj> <it]¢ (2).

7j=1

Theorem 2.5 (Refinement of Jensen-Mercer inequality). Assume that
O0<x <9 <--- <2, and t; > 0 with Z?thj =1 and f is a convex
function on an interval containing the x;. Then

f(m+xn—zjww>S}:nf(i:ﬂﬁﬁ%@rﬂ%—$ﬂ>
< Z T (Z w(i, j)tjf(xr + 2o — 37n))

j=1
(2.3)
f($1 +fxn thmj

where v = (11, -+ ,rm) and t = (t1,--- ,t,) are two probability tuples
and w(i, j) is a weight function.

Theorem 2.6 (Refinement of Jensen’s inequality for h-convex func-
tion). Assume that h : J — R is multiplicative function such that
h(t) <t and f is a h-convex function on an interval containing the
z; (j=1,---,n). Then

f (Z tjxj> < th)f (Z (1,7)t; $j> < Zh flz;), (2.4)

where t = (t1,--- ,t,) and r = (r1, -+ , 1) are two probability tuples
and w(i, j) is weight function (with respect to r and t).
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ABSTRACT. In this talk, we introduce the concept of o-two pa-
rameter groups of bounded linear operators as a generalization
of (0-) one parameter groups and analyze their basic properties.
We also, describe a two parameter o-C*-dynamics as a uniformly
continuous o-two parameter group of *-linear automorphisms on
a (C*-algebra and associate with each so-called o-C*-dynamics a
pair of o-derivation, named as its generator. Finally, as an appli-
cation, we characterize each two parameter o-C*-dynamics on the
concrete C*-algebra A := B(H), where H is a Hilbert space.

1. INTRODUCTION

Let A be a Banach space and o be a bijective bounded linear operator
on A. A one parameter family {«; };cg of bounded linear operators on .A
is called a o-one parameter group if g = o and ooy s = oy (t, s € R).
The o-one parameter group {a;}ier is called uniformly continuous if
P_I% ||z — || = 0. The generator ¢ of the o-one parameter group { o }ier

as a mapping 6 : D(6) € A — A such that d(a) = lim (a) — ofa)

t—0 t

where D(6) = {a € A such that lim M@xists}. If {o}ier is

t—0

1991 Mathematics Subject Classification. Primary: 47D03, Secondary: 46L55,
46L57.
Key words and phrases. o-C*-Dynamics; (inner) o-derivation; o-inner auto-
morphism; operator algebra.
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a o-one parameter group with the generator §, then one can easily see
that
(i) ooy = ayo and o'y = ayo™! for each t € R.
(i) o(d(a)) = d(o(a)) and o7 (d(a)) = § (07 (a)) for each a €
D(9).

The reader is referred to [1] for more details.

By a o-two parameter group of bounded linear operators on A, we
mean a mapping o : R x R — B(A) which fulfills agy = o and
OQgtg 14y = Qg0 p, for each s, ¢, ¢, € R. As in o-one parameter
case, the o-two parameter group {as;}sser is called uniformly contin-

uwous if lim || asr— o [|=0.
(s,t)—(0,0)

To any o-two parameter group {as:}ser on A, we associate two
o-one parameter groups {us}ser and {v;}ier defined by u, := a0 and
UV 1= Qg g One can see that the o-two parameter group {a&t}S’teR is
uniformly continuous if and only if so are {us}ser and {v;}ier. The
generators of {us}ser and {v;}er are denoted by 6; and d,, respec-
tively. We denote the pair (d1,d2) as the generator of {as;}sier. In
the case that o := I4, then the concept of uniformly continuous o-
two parameter group is nothing more than a uniformly continuous two
parameter group in the usual sense. The concept of two parameter
semigroups and their relative concept was appeared in the frameworks
of Janfada and Niknam in 2004. We refer the reader to [2] for more
details. The o-two parameter group property of {as;}ser implies that
UsVp = Qg 000t = OQst = Qp4s,t4+0 — Qo tUs0 = VtUs.

On the other hand, it is known from [2] that if {us}ser and {v; }1er are
two uniformly continuous o-one parameter groups on A with the gener-
ators d; and dq, respectively, then the two parameter family {as:}s er
defined by o, := usv; forms a o-two parameter group if and only if
0109 = 0207.

One parameter groups of bounded linear operators are of highly
considerable magnitude because of their applications in the theory
of dynamical systems. The classical C*-dynamical systems are ex-
pressed by means of uniformly continuous one parameter groups of
x-automorphisms on C*-algebras. On the other hand, the generator
d of a C*-dynamics is a *-derivation. Recently, various generalized
notions of derivations have been investigated in the context of Banach
algebras. For instance, let A be a x-Banach algebra, and ¢ be a *-linear
operator. A x—linear map 0 from a x-subalgebra D(§) of A into A is
called a o-derivation if §(ab) = §(a)o(b) + o(a)d(b) for all a,b € D(9).
For instance, let o be a linear x-endomorphism and i be an arbitrary
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self-adjoint element of A. Then the mapping 6 : A — A defined by
d =ilh,o(a)] is a o-derivation which is called inner (see [3, 5]).

2. TWO PARAMETER o-C*-DYNAMICS OF OPERATOR ALGEBRAS

Throughout this section, let A be a C*-algebra and o is a *-linear
automorphism on A.

Definition 2.1. A two parameter o-C*-dynamics is a uniformly con-
tinuous o-two parameter group {a;+}sser of *-linear automorphisms

on the C*-algebra A.

To each two parameter o-C*-dynamics {5, }ster, On can associate
C*-dynamics {¢ss}sier on A defined by ¢,.(a) := as; (07 (a)). In
this case, the pair (dy, ds) defined by d;(c(a)) = 0,(a), a € D(6;) is its
generator, 7 = 1,2. On the other hand, the following lemma provides
a method to construct a two parameter o-C*-dynamics from a two
parameter C*-dynamics.

Lemma 2.2. Leto : A — A be a *-linear automorphism and {ps+}ster
be a two parameter C*-dynamics on A such that ¢s,.0 = ops,. Then,
{@s.t}ster induces the two parameter o-C*-dynamics {ast}ster on A
defined by asi(a) = st (o(a)).

Example 2.3. Let B be a C*-algebra and take A := B x B. Suppose
that {¢s+}ster is @ two parameter C*-dynamics on B and consider the
associated two parameter C*-dynamics {¢s; @ @5 }ster on A. Define
o:A— Abyo(a,b) := (b,a). Then, o is a *-linear automorphism on .A
and the two parameter family {as;}s1er defined by o := (¢s D pst)0
forms a two parameter o-C*-dynamics on 4 with the same continuity

of {5t © st} ster-

Theorem 2.4. Let {a1}ster be a two parameter o-C*-dynamics on
A with the generator (61,92). Then, §; is a o-derivation, for j =1,2.

Definition 2.5. A o-inner automorphism implemented by a unitary
element u of A is a *-linear automorphism « : A — A such that
aa) = uo(a)u* for every a € A.

In the rest of the paper, we investigate this construction for a two
parameter o-C*-dynamics on the concrete C*-algebra A := B(H).

Theorem 2.6. Let {Us;}sier be a uniformly continuous two param-
eter group of unitary operators on B(H), and {asi}sier be the two
parameter o-C*-dynamics implemented by the unitary operators group
{Ust}ster of o-inner automorphisms with the generator (81,62). Then,
d; is an inner o-derivation (j =1,2).
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It is now a pleasant surprise that each two parameter o-C*-dynamics
on B(H) is of this form, i.e., it is implemented by a unitary operators
two parameter group on H. To achieve this nontrivial result, first note
that each bounded derivation on B(H ) is inner see [, Lemma 1.3.16.2]).
So, we can characterize uniformly continuous two parameter inner *-
automorphisms groups on the C*-algebra B(H) as follows.

Theorem 2.7. Let {@s:}sier be a two parameter group on B(H).
Then, the following properties are equivalent.
(1) {@s.t}ster is a uniformly continuous two parameter x-automorphisms
group on B(H).
(ii) There are self-adjoint operators A, B in B(H) satisfying such
that st,t(T) — eit(A+B)T67it(A+B)‘

Applying the previous theorem, one can obtain the following main
result.

Theorem 2.8. Let {a;+}ster be a o-two parameter group on B(H).
Then, the following properties are equivalent.
(i) {ast}ster is a two parameter o-C*-dynamics on B(H).
(ii) There is a uniformly continuous two parameter group {Us +} s ter
of unitary operators on B(H) such that o (T) = U, 0(T)U,.
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ABSTRACT. Let A be a C*-algebra acting on a Hilbert space H
which includes K(H), o be a *-linear automorphism on A and
{at}ter be a 0-C*-dynamics on A with the generator 6. In this
paper, we demonstrate some conditions under which {a;}ier can
be implemented by a Cy-groups of unitaries on H.

1. INTRODUCTION

Let A be a Banach space and ¢ be a bijective bounded linear operator
on A. A one parameter family {«; }icr of bounded linear operators on A
is called a o-one parameter group if g = o and ooy s = ayas (K, s € R).
The o-one parameter group {a;}ier is called strongly continuous if
P_E% at(a) = o(a) for all @ € A. The generator § of the o-one parame-

ter group {a;}er as a mapping § : D(J) € A — A such that d(a) =

lim M where D(0) = {a € A such that %iHOI Mexists}.
—>

t—0
If {at}ier is a o-one parameter group with the generator §, then one

can easily see that
(i) ooy = w0 and o7ty = ayo™! for each t € R.

1991 Mathematics Subject Classification. Primary: 47D03, Secondary: 46L55,
46L57.
Key words and phrases. o-C*-Dynamics; (inner) o-derivation; o-inner auto-
morphism; unitary operator.
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(ii) o (6(a)) = 0 (c(a)) and o1 (6(a)) = § (67 (a)) for each a €

As an example of g-one parameter group, let Let B be a Banach
space and take A := B x B. Suppose that {¢; }icr is a one parameter
group on B and consider the associated one parameter group {¢; &
Gther on A. Define 0 : A — A by o(a,b) := (b,a). Then, o is a
bijective bounded linear operator on A and the one parameter family
{a}ier defined by oy := (¢ @ ¢4)o is a o-one parameter group on A
with the same continuity of {¢; @ ¢;}icr. The reader is referred to [3]
for more details.

One parameter groups of bounded linear operators are of highly
considerable magnitude because of their applications in the theory
of dynamical systems. The classical C*-dynamical systems are ex-
pressed by means of strongly continuous one parameter groups of *-
automorphisms on C*-algebras. On the other hand, the infinitesimal
generator d of a C*-dynamical system is a x-derivation.

Recently, various generalized notions of derivations have been in-
vestigated in the context of Banach algebras. For instance, it can be
pointed to “o-derivations” as follows.

Let A be a x-Banach algebra, and ¢ be a *-linear operator. A
x—linear map § from a x-subalgebra D(J) of A into A is called a
o-derivation if §(ab) = d(a)o(b) + o(a)d(b) for all a,b € D(§). For
instance, let ¢ be a linear x-endomorphism and h be an arbitrary
self-adjoint element of A. Then the mapping § : A — A defined by
0 = i[h,o(a)] is a o-derivation which is called inner (see [1, 6] for more
information on o-derivations).

In each case of generalization of derivation, a noted point which
draws the attention of analysts is trying to represent a suitable dy-
namical system whose infinitesimal generator is exactly the desired
extended derivation as well as being an extension of a C*-dynamical
system. Such dynamical system is usually provided by adjoining a suit-
able property to (an extension of) a one parameter group of bounded
linear operators. Some approaches to preparing new dynamical systems
and their applications have been explained in [2, 4, 5].

Let o be a *-linear automorphism on a C*-algebra A. By a o-
C*-dynamics, we mean a strongly continuous o-one parameter group
{a; }ier of x-linear automorphisms on A. It has been proved in [2] that,
the generator 0 of the o-C*-dynamics {oy }er is a *-o-derivation.

Let o be a x-linear automorphism on the C*-algebra A. A o-inner
automorphism implemented by a unitary element u of A is a x-linear

automorphism « : A — A such that a(a) = uo(a)u* for every a € A.
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Suppose that h is a self-adjoint element in A, 0 : A — A is a x-linear
automorphism such that o(h) = h. Inspiring the method as stated in
([2], Theorem 3.7) one can prove that, the inner o-derivation é(a) =
i[h,o(a)] induces the o-C*-dynamical system a;(a) = e"o(a)e™ " of
o-inner automorphisms.

Let H be a Hilbert space and B(H) be the set of all bounded linear
operators on H. Due to the Gelgand-Naimark-Segal representation,
each non-commutative C*-algebra can be regarded as a C*-subalgebra
of B(H), for some Hilbert space H. It is one of the key ideas of quantum
mechanics to use Cy-one parameter groups of unitary operators on a
Hilbert space H to implement new dynamical systems on the operator
algebra B(H) and its C*-subalgebras.

We recall that IC(H), the set of all compact operators on H, is a
C*-subalgebra of B(H) which contains F(H), the set of all finite rank
operators on H. Especially, K(H) = F(H) (see [7, Theorem 2.4.5]).

Let A be a C*-algebra acting on a Hilbert space H which includes
K(H), o be a x-linear automorphism on A and {a;},cr be a o-C*-
dynamics on A with the generator J. In this talk, we are going to
characterize {ay }er With respect to a Cop-group of unitaries on H.

2. 0-C*-DYNAMICS OF OPERATOR ALGEBRAS

Theorem 2.1. Let {u;}er be a Cy-group of unitary operators on a
Hilbert space H and o : B(H) — B(H) be a *-linear automorphism
satisfying o(u;) = uy. Then, ay(a) = wo(a)u; is a o-C*-dynamics on
K(H).

The following theorem manifests some conditions under which a o-

C*-dynamics on A can be implemented by a Cy-groups of unitaries on
H.

Theorem 2.2. Let A be a C*-algebra acting on a Hilbert space H
which includes KK(H), o be a *-linear automorphism on A and {a;}ier
be a o-C*-dynamics on A with the generator 6. If there exists a rank
one projection p € A such that oy (p) = o(p) for each t € R, then there
is a Cy-group {us }rer of unitaries in B(H) such that ax(a) = wo(a)u;.

The following result gives us a version of perturbation theorem in
the setting of o-C*-dynamical systems.

Theorem 2.3. Let 0, be the generator of a o-C*-dynamics {ay her on
A and 6y be a bounded x-o-derivation on A such that 630 = 0d9. Then,
01 + 0o generates a o-C*-dynamical system on A.
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Theorem 2.4. Let A be a C*-algebra acting on a Hilbert space H
which includes K(H), o be a *-linear automorphism on A and {a}er
be a o-C*-dynamics on A with the generator ¢ satisfying o6 = 0. If
there is a rank-one projection p € D(J), then there exists a bounded
x-a-derivation 0P on A such that (§ + 0P)(p) = 0 and 6 + 67 generates
a o-C*-dynamical system on A.

Theorem 2.5. Let A be a C*-algebra acting on a Hilbert space H
which includes K(H), o be a *-linear automorphism on A and {a;}ier
be a o-C*-dynamics on A with the generator § satisfying o6 = 9. Then,
for a rank-one projection p € D(9), there exist a a o-C*-dynamical
system {ouptier and a self-adjoint operator h* on H and such that
arp(a) = ™ a(a)e ™" on A. Furthermore, if o(h?) = hP, then there
is a self-adjoint operator h on H such that for each a € D(§) N K(H),
§(a) = ilh,o(a)] and as(a) = o (a)e™™" on K(H).
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ABSTRACT. In this paper, we study on the possible behavior of
the norm of the Matrix exponential that plays an important role
in linear control systems and ordinary differential equations. For
this Purpose, we consider the relation between the concepts of the
weighted logarithmic norm, the Lyapunov equation and the norm
of the matrix exponential.

1. INTRODUCTION

The logarithmic norm of a matrix A is defined by

. [T+ AA -1
Al=1
Al et A
for matrix norm ||| induced by a vector norm in R™ [2]. The formula
pol[A] = )\max(A+2AT) is well-known [5] where Apax(F) stands for the

maximal eigenvalue of a symmetric matrix F.

Lemma 1.1. [2, 3]. For any inner product on R™, and the correspond-
ing inner product norm ||.|, we have

(Az, z)
Al = max ——=

1991 Mathematics Subject Classification. Primary 65F35; Secondary 15A60.
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matrix, Matrix exponential .
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and
| exp(At)| < exp(u[A]?) (1.1)

Lemma 1.2. [1]. A real matriz A is stable if and only if, for any
given real symmetric positive definite matriz W, there is a symmetric
positive definite matriz H which is the unique solution of the following
Lyapunov equation:

ATH+ HA = —2W

Definition 1.3. Assume that a symmetric matrix H is positive defi-
nite. For any vector x and any matrix A, the vector norm with weight
H, the matrix norm with weight H, and the logarithmic norm with
weight H defined, respectively, by

\/ Az Ar,x
||JI||H = J]TH[L', ||A||H — max m7 ,uH[A] — #
220 |z|m A0 ||z
2. MAIN RESULTS

Throughout this section, we assume that the symmetric positive def-
inite matrix H satisfies the Lyapunov equation

ATH + HA = -21 (2.1)
Theorem 2.1. [!] If a real matriz A is stable, then there is a weight
H logarithmic norm of A such that
1
Al = ———— 2.2
fir [A] {7 (2.2)
Theorem 2.2. [5] For any real matriz A,

A+ AT —
27625 [A] — Amax ( 9 > s ||A||(H) = Amax(ATA) (23)

where Hy = vH and A = HOAHO_I.

Theorem 2.3. If a real matriz A is stable, we have

| exp(AD)]l2 = B exp (—ﬁ) (2.4)
where,
_ /\maX(H)
p = oo () (2.5)
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Proof. Here, with a different approach from [5] , the proof of the the-
orem is stated. Let Hy = v H and A = I—IOAI—IO’1 , we have
exp(At) = Hy ' exp(At)H,.
and
lexp(At)|ls = || Hy " exp(At)Hollz = || Hy |l Hollz || exp(At)]l2  (2.6)
According to Lemma 1.1, Theorem 2.2 and Theorem 2.2, we have

lexp(At)[|> = exp(pz[AJt)

A+ AT
= exp (t)\max (—z >)

= exp (um[Alt)
t
= —_ 2.
o (~5mm) =0
On the other hand, since Hy is a symmetric positive definite matrix,
_ )\max(H)
Hy Yol Holl2 = | 555 = 2.8
[ Hy (|21 Holl o (1) B (2.8)
From (2.6)—(2.8), the inequality (2.4) holds. O

Corollary 2.4. Consider a stable linear time-invariant system of the
form

y(t) = Ay(t). (2.9)
system (2.9) is asymptotically stable if and only if the weight H loga-
rithmic norm of matriz A is negative.
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ABSTRACT. In this paper we consider a delayed Hopfield neural
networks model with three neurons. This system will analyze by
proving the local asymptotic stability, bifurcation and existence of
a Hopf bifurcating periodic solution. This purpose is achieved by
analyzing the associated characteristic transcendental equation.

1. INTRODUCTION

Analysis of neural networks from the viewpoint of non-linear dy-
namics is helpful in solving problems of theoretical and practical im-
portance. The vast applications of Hopfield neural networks such as
classification, associative memory, pattern recognition and optimiza-
tion [1, 3], have draw the attentions of researchers. Marcus and West-
ervelt [2] first found out that the delay can destabilize the network as a
whole and create oscillatory behavior. We consider here a bidirectional
three-neuron network with discrete delaya described by the following
system of delay differential equations:

ui(t):—ui(t)—l—Zaijf(uj(t— ), i=1,2,3i#j (1.1

1991 Mathematics Subject Classification. Primary 92B20; Secondary 30HO05,
46A18.
Key words and phrases. Hopfield neural networks, Local asymptotic stability
criterion, Hopf bifurcations.
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where wu; (t) represents the activation state of i-th neuron ¢ = 1,2,3
at time ¢ , a;; is the weight of synaptic connections from i-th neuron
to j-th neuron and 7; > 0 is the time delay. In (1.1), each neuron
not only is connected to itselfe but also it is connected to the other
neuron too via a non linear sigmoidal function f, which is a typical
transmitting function, among neurons. The initial value is assumed to
be u; (0) = ¢; (8), 0 € [—k,0] where ¢; (6) € C ([~k, 0|,R),i=1,2,3
and k = mazi<;<37;. The natural phase space for (1.1) is the space
C= C([—k,0],R?) of continuous functions defined on [—Fk, 0] equipped
with the supremum norm ||¢|| = sup_<.<( [[¢(s)]| . Suppose f :R — R
is continuous. Then the solutions of equation (1.1) define the continu-
ous semiflow
O :RtxCr+—C
(t, ) — xf

A function E € C' is an equilibrium point (or stationary point) of ® if

E(s) = (€1,62,&) for all =k < s < 0, satisfying 327 ai;f (&) = —&,
i = 1,2,3. Suppose that f € C*(R) , f(0) = 0 and uf (u) > 0 for
u # 0 . Therefore (0,0,0) is a stationary point of system (1.1).

2. MAIN RESULTS

For stability analysis, the system (1.1) has been linearized about
(0,0,0) and the following system of linearized equations obtained:

3
i (1) = —u; (8) + Y aijuy (E—15), i=1,2,3, i £ (2.1)
j=1

Where «;; = aijf/ (0),i,7 =1,2,3,i # j. Let a1 + ass + azz3 = 0 and
71 = T = 13 = 7. The associated characteristic equation of system (2.1)
is as follow

—A—1+ape ™ —Qp0e M apze M
(1/2167)\7 “A—1+ (12267)\7- Oé2367)‘7 =0
04316_>\T 0432€_>\T —A—1+ a33€_>\T

(2.2)
The zero solution of system (1.1) is stable if and only if all roots
A of characteristic equation (2.2) have negative real parts. If A =
(ij)nxn, B = € Lxn, A = X+ 1, Then the characteristic equation
(2.2) can be written as the following equation

P (A7) =det (Al — AB) =0 (2.3)
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Formula (2.3) can be rewritten as follows
3
PAT) =[P (\7)=0 (2.4)
k=1

where Py (\,7) =A+1—p;e " and py, po and g are the eigenvalues of
the matrix A, i.e. the roots of polynomial

F(p)=p’ —pu—q=0 (2.5)
where p = aipa91 + aozaze + i3z — Ay — (10 — apagy and
q = det(A). To solve F' () = 0, the following two cases are considered.

Case 1: If p < 3(¢*/4)3, solutions of F (i) = 0 are given by

2= 25,6+ i€

where § = 232 | ¢ = —\/3(3_7),

a is the real value of [(q + /q* — (4p3/27))/2]

7 is the real value of [(¢ — v/¢® — (4p3/27))/2]°.

Case 2: If p > 3(q2/4)%, solutions of F'(z) = 0 are given by z =
(2y/pcos(2mm+0)/3)/V/3 (m = 0,1,2) where tand = \/—(q*> — 4p3/27) /q.

Theorem 2.1. If
(a) p< 3(q2/4)%, max[|26], 0] + |¢]] <1 and 7 >0 or
(b) p> (¢%/4)3, 2l\/pl/V3 <1 and T > 0.
then all the roots of characteristic equation (2.4) have negative real part

and hence the trivial steady state (0,0,0)of (1.1) is locally asymptoti-
cally stable.

W=

and

ol

Theorem 2.2. If p < 3(q2/4)%, 0 # 3, 120] <1, [0+ &% > 1 then
there exist some 7" > 0 such that the trivial steady state (0,0,0)of
(1.1) is locally asymptotically stable when T7< 7*. Moreover, a Hopf
bifurcation occurs at the trivial steady state (0,0,0)of (1.1) when 7= 7*.

Proof. Clearly A = 0 is not a solution of characteristic equation (2.4).
A = iw is a root of (2.4) if and only if P (iw,7) = 0.

Now P, (iw, ) = iw+1—(20)e=® )™ £ 0, since |20] < 1. If Py(iw, T) =
iw+ 1 — (§+i€) e ™7™ =0 then

-0 —&w —& + dw
52+§2 62+£2
and we have w? = 6% + & — 1. By 6% + £ > 1, We denote the

positive root by w* = /02 + &2 — 1. Therefore, for the imaginary
280
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root A= iw of Py(iw,7) = 0, we have two sequences {r17}° , {727}
(j=0,1,2,3, ...), (m=1,2) as follow

| -0 — Ew*

T = E {2[%]% — arccos <T§;}

We assume that 7% = min j_g12. {77,727} and A (7) = pu(7)+w (1)

is a solution of Po(A,7) =0 ie. p(7*) = 0,w (7%) = w*. Thus we have

) —|—2j7r}, -+ 0w <0

AN MG +ig)e ™
dr 1+ 7(=8+if)e >
From Ps(iw, 7) = 0, we have e " = 7151’\245
Thus, (%)71 = —W — 1 . Evaluating (%)71 at T=171" (e,

A =iw* ) and taking the real part, we have

da\ ! 1 1
E | T=T%

T+ @) e
is positive at 7 = 7*. Thus, the solution curve of the charac-
teristic Eq. Pa(iw,7) = 0 crosses the imaginary axis. This shows that
a Hopf bifurcation occurs at 7 = 7*>0. When 7 < 7%, he origin of state
space of system (1) is locally asymptotically stable by continuity. By
the same argument for Ps(iw,7) = iw + 1 — (=8 — &) e~ ()7 = 0, the
proof of the theorem is completes. O

Re 0

g e
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ABSTRACT. In this paper, we introduce a new comprehensive sub-
class of meromorphic bi-univalent functions. We also find the up-
per bounds for the initial Taylor-Maclaurin coefficients |by| and|b; |
for functions in this comprehensive subclass. The results presented
in this paper would generalize and improve several recent works on
the subject.

1. INTRODUCTION

Let X denote the family of meromorphic univalent functions f of the
form

f(z)—z+b0+2§—z, (1.1)

which defined on the domain A = {z € C:1 < |z| < co0}. Since f € &
is univalent, it has an inverse f~!, that satisfy

F7Hf(2) =2 (z€4)
and
f(f ' (w) =w (M < |w| < oo, M >0).

1991 Mathematics Subject Classification. Primary 30C45; Secondary 30C80.
Key words and phrases. Meromorphic univalent functions, Meromorphic bi-
univalent functions, Coefficient estimates, Faber polynomial.
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Furthermore, the coefficients of g, the inverse map of f, are given by
the Faber polynomial ([0]):

o

o) = ) =w+ 3 = by - Z Kl (12)

n=0
where M < |w| < oo,
1
Ky =nby by 4+ n(n — )by by + 2n(n —1)(n — 2)b3 3 (bs + b3)

n(n —1)(n —2)(n —3)
" 3]

bp (b + 3biba) + > b5V,

j>5

and V; with 5 < 7 < n is a homogeneous polynomial of degree j in the
variables by, by, ..., b,. (See [1, 2] or [12]).

A function f € ¥ is said to be meromorphic bi-univalent if f~! € X.
The family of all meromorphic bi-univalent functions is denoted by >g.

Estimates on the coefficient of meromorphic univalent functions were
widely studied in the literature; for instance, the estimate |by| < 2/3
for meromorphic univalent functions f € > with by = 0 was obtained
by Schiffer [10] and the inequality |b,| < 2/(n + 1) for f € ¥ with
b =0, 1 <k <n/2 was proven by Duren [5].

For the coefficients of the inverse of meromorphic univalent functions,
Springer [11] proved that

1 1
|Bs| <1 and |Bs + EBﬂ < 5
and conjectured that
(2n — 2)!
Bop 1| < - (n=1,2,3,..).
1B 1|_n!(n—1)! (n )

In 1977, Kubota [7] has proved that the Springer’s conjecture is cor-
rect for n = 3,4,5 and afterwards sharp bounds for the coefficients
By, 1, 1 <n <7 were obtained by Schober [3].

Recently, Bulut [3] introduced the following subclass of meromorphic
bi-univalent function and obtained non sharp estimates on the initial
coefficients |by| and |b| for functions in this subclass. In this paper, we
use the Faber polynomial expansion [(] to obtain not only improvement
of estimates of coefficients |by| and |b;| which obtained by Bulut [3], but
also we find estimates of coefficients |b,| where n > 1.

Definition 1.1 ([3]). A function f(z) € Xy given by (1.1) is said to

be in the class My(a,A) (0 < a < 1, 0 < A < 1), if the following
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conditions are satisfied:

1)
fez%}“{u—Mﬂw+ww%@}>“

and

fie { (1- A)glgi;(i)kwg’(w) } o

where z,w € A and the function g is the inverse of f given by (1.2).

Theorem 1.2. [3]] Let the function f(z) given by (1.1) be in the class
be in the class My(a, N). Then

2(1 —« 11—«

In the present paper by using the Faber polynomial expansions we
obtain estimates of coefficients |b,|, of functions in the subclasses Nx, (), 5, a).
The Faber polynomials introduced by Faber [0] play an important role
in various areas of mathematical sciences, especially in geometric func-
tion theory. Several authors worked on using Faber polynomial expan-
sions to find coefficient estimates for classes meromorphic bi-univalent
functions, see for example [3, 4, 9, 13].

|bo| <

2. MAIN RESULTS

In this section, we introduce and investigate the subclass Ny (A, 5, @)
of meromorphic bi-univalent functions defined on A.

Definition 2.1. A function f(z) € Xy given by (1.1) is said to be in
the class Ny, (A, 8,a) (0 <A <1, 0< <1, 0<a<l),if the
following conditions are satisfied:

Zf,(Z) + 52,2]0//(2)
<1—Mﬂa+xu%w}>a

fGEsB, Re{

and

wy'(w) + Buy(w)
}%{@—AM@0+MWW@}>Q7

where z,w € A and the function g is the inverse of f given by (1.2).
In the following theorem we find the upper bounds for the initial

Taylor-Maclaurin coefficients |by|, |b1| and |be| for functions in subclass

Ney(N\,B,0) (0<A<1,0<8<1],0<a<]).
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Theorem 2.2. Let f(z) € o given by (1.1) be in the class Ny (A, 5, @) (0 <
A<1,0<8<1,0<a<]). Then

\/2(1—a). 1
| < x5 0sSasg d || < 1—a
an —
e 201-0). 1 ] S Cp
i 2 >0<

By putting 8 = 0 in Theorem 2.2, we conclude the following corol-
lary.

Corollary 2.3. Let f(z) € X given by (1.1) be in the class M, (a, X) (0 <
A<1l, 0<a<1l). Then

\/2(1—04)‘ 1
s U=asy 11—«
|bo| < and |by| < .
2(1—a), 1 < 1 1 A
-y 2 >Sa<
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ABSTRACT. Let p(z) be a polynomial of degree n. In this paper we
prove results concerning maximum modulus of the polar derivative
of p(z) with restricted zeros. Our results refine and generalize
certain well-known polynomial inequalities.

1. INTRODUCTION

Let p be a polynomial of degree at most n, according to Bernstein
theorem, we have

max P'(2)] < nmax Ip(2)]. (1.1)
z|=1 z|=1

For the class of polynomials which does not vanish in |z| < 1, Erdos
conjectured and Lax [3] proved that
max [p(2)] < 2 max |p(2)]. (1.2)
|z|=1 2 |z|=1
This result was improved by Aziz and Dawood [2] who, under the same
hypothesis, proved that
n .
max [p'(2)] < 7 {max |p(z)| —min [p(2)]}. (1.3)

|z|=1 |z|=1 |z]=1

1991 Mathematics Subject Classification. Primary 30A06; Secondary 30A64.
Key words and phrases. Polar derivative, Inequalities, Maximum modulus,

Polynomials.
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Bernstein [1] proved the following result from which inequality (1.1)
can be obtained for Q(z) = 2"

Theorem A. Let p(z) and Q(z) be two polynomials with degree of p(2)
not exceeding that of Q(z). If Q(z) has all its zeros in |z| < 1 and

p(2)] < [Q(2)],  for 2] =1
then

() <[Q(2)l,  for [z =1 (1.4)
More generally, it was proved by Malik and Vong [10] that for any /8
with |3| < 1, inequality (1.4) can be replaced by

)+ Do) < Q)+ QR for =1 (1)

Concerning maximum of polynomial p(z) Dewan and Hans [6] proved
the following theorem.

Theorem B. If p(z) is a polynomial of degree n which does not vanish
in |z| <1, then for B with |B] <1

" <L+ 51+ 15D max o)l — 11+ 51— 15D min ()1}

/
|2p'(2) + 5

Let D,p(z) be an operator which carries p(z) to the polynomial
Du.p(z) = np(2) + (e — 2)p/(z), a € C, which is a polynomial of degree
at most (n—1). D,p(z) generalizes the ordinary derivative p/(z) in the

sense that
D,
lim p(z) _ P (2).
a—r00 (8%

Here we construct a sequence of polar derivatives
Da,p(2) = np(2) + (a1 — 2)p'(2)
Dy Do, ,...Da,p(z) =(n —k+1)Dy,_,...Da,p(2)+
(ax — 2)(Day_,--Dayp(2)) for k=2,3,...,n.

The k' polar derivative Dy, Do, _,..-Da,p(2) of p(z) is a polynomial of
degree at most n — k. For p;(2) = Do, D .D,,p(z), we have

pj(’z) = (n _.7 + 1)])]71(2) + (Oé] - Z)p;71<2), j = 1727 ot
(1.6)
po(2) = p(2)
As an extension of (1.1) for the polar derivative Aziz and Shah [3]
proved
|Dop(2)] < nlaz™" |n1ax Ip(2)], for |z| > 1. (1.7)

|2l=1
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Aziz [1] extended the inequality (1.7) to the j** polar derivative and
proved the following theorem.

Theorem C. Ifp(z) is a polynomial of degree n such that oy, a, ..., oy,
(t <n—1), are complex numbers with |a;| > 1 for all i = 1,2,...,t,
then for |z| > 1

pe(2)| <n(n—1)(n—2)...(n —t+ 1)|arag...oq|| 2] r|n‘ax Ip(2)| (1.8)
For the class of polynomials having no zeros in |z| < 1, Dewan, Singh
and Mir ([7],Theorem 1 for y = k = 1) proved
Theorem D. If p(z) is a polynomial of degree n which does not vanish
in |z| < 1, then for every a € C with |a| > 1 and |z| =1

Dap(e)] < 5 { ol + Dmaxlp(a)] - (la] - Dmin o)l . (19
Recently Liman et al [J] obtained the following generalization of in-
equality (1.9).

Theorem E. If p(z) is a polynomial of degree n which does not vanish
in |z| <1, then for all o, 5 € C with |a] > 1, |B] <1 and |z| =1

2Dup(z) + nB% ()] <

[{Ia+ﬁ—|+|Z+6—|}maX|p( )= (1.10)

|2|=1

in |p(2)]],

{|a+6%| -

|2[=1

2. MAIN RESULTS

In this paper we generalize the inequality (1.10) to the class of poly-
nomials of degree n which not vanishing in |z| < k where k£ < 1. For
this reason, we shall extend inequality (1.5) to the polar derivative of
a polynomial. For proof of the main result, the following lemma is
needed. This lemma is due to Zireh [12, 13].

Lemma 2.1. If p(z) is a polynomial of degree n having all zeros in
|z2| <k, k <1, then for all ay,--- o € C with |ay| > k, |ag| >
o) >k, (1 <t<n), and |z| =1 we have
ny

|pt<z)| (1—|—k}) X Aat|p( )| (21)

where ng = n(n — 1)(n — 2)...(n —t + 1) and A,, = (|oa] — k)(|as| —

B)- - (lau| — k).
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Theorem 2.2. Let Q(z) be a polynomial of degree n having all its zeros
in |z| <k, (k <1) and p(z) be a polynomial of degree at most n. If
1p() < Q)| for |2| = k, then for all B, o with || < 1, |ay] > k for
i=1,2,...,t (t<n),

ntAOét

t niAa, t
12"pe(2) +3mp(2)! < [2°Qu(2) +ﬁmQ(2)\ for !Z|(2 1)-
2.2

where ng = n(n — 1)(n — 2)...(n —t + 1) and A,, = (|oa] — k)(|ao| —
k)...(lag| — k).
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ABSTRACT. We review variable exponent Hardy spaces in the unit
disk. In particular, we study the behavior of integral means of
analytic functions on small disks {z € C: |z| < r < 1}.

1. INTRODUCTION

Variable Lebesgue spaces are generalizations of classical Lebesgue
spaces LP where we allow the exponent p to be a measurable function.
Let D denote the unit disk in the complex plane. For a function f
analytic in the unit disk D and 0 < p < oo, the classical integral means
of f are defined by

1 27
M,(f,r) = %/0 |f(rela)|pd9, 0<r<l.

For fixed f and p, it is well-known that M,(f,r) is a nondecreasing
function of r. For a given 0 < p < oo, the Hardy space H?(ID) is defined
as the space of all analytic functions on D for which lim,_,,- M,(f,r)
is finite. For details on the theory of Hardy spaces, one refer to [1].

The well-known Hardy convexity theorem assert that M,(f,r), as a
function of r on [0, 1), is nondecreasing and logarithmically convex.

1991 Mathematics Subject Classification. Primary 47B35; Secondary 30HO05,
46E20.
Key words and phrases. Variable exponent Hardy spaces, integral means, loga-
rithmic convexity.
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Recall that the logarithmic convexity of a given function M means
that the function r — log M(r) is a convex function of logr; which
means that if

logr = Alogry + (1 = A)logry, 0<r<ry<1,0<A<1,

then

log M (r) < Aog M(ry) + (1 — X\) log M (r3).
Recently, Kehe Zhu and his colleagues proved that a similar result is
true for the mean area of functions in the weighted Bergman spaces
(see [1] and [8]). Suppose that 0 < p < 00, =1 < a <0, and f is a
function in the weighted Bergman space AP (D) consisting of analytic
functions in the unit disk for which the integral

[1r@pra - =praac)
is finite (here dA denotes the area measure on D). Then the function
S PO = [22)7dA(2)
Jiojer (1 = [217)*dA(2)

is logarithmically convex. In particular, if & = 0, then

WWMMz%AJWWW)

r—= M,o(f,r) =

r

is logarithmically convex.

2. VARIABLE EXPONENT SPACES OF ANALYTIC FUNCTIONS

Let 2 = [0, 27] and put
pt =pd = esssupp(f), and p~ = p, = ess inf p(f)
00 eQ

where p : 2 — [1,00) is a measurable function. The measurable func-
tion p is called a variable exponent. We denote by P(£2) the set of all
variable exponents p for which p* < co.

For a complex-valued function f : 0D — C we define

Py (f) = /O ' | ()P Ddp.

Let p € P(2). The variable exponent Lebesgue spaces LP()(OD) is
the set of all complex-valued measurable functions f : 0D — C for
which p,)(f) < oo. Equipped with the norm

||f||LP(-)(8]D)) = inf {)\ > 0: pp()<_) < ]_} .
291
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LP)(OD) is a Banach space.

Definition 2.1. A function p : [0,27] — [1,00) is said to be locally
long-Holder continuous on [0, 27) if there exists a positive constant C

such that o
_ < -
Ip(z) — p(y)| < Tog(—)

lz—yl

for all =,y € [0, 2.

Definition 2.2. ([2]) Let p : [0, 27] — [1, 00) be a measurable function
such that p(0) = p(27). The variable exponent Hardy space HP()(D)
is defined as the space of analytic functions f : D — C such that

sup || f+[| e amy < 00,
0<r<1

where f, : 9D — C is defined by f.(e?) := f(re®).

Each H?Y)(D) is a linear space in which the norm of f € H?)(D) is
defined by
||f||HP(->(]D)) = sup ||f7”||LP(-)(8]D))'
0<r<1
Also it is shown that H?")(D) can be identified with the subspace of

functions in LP()(OD) whose negative Fourier coefficients are zero, and
thus H?()(DD) is a Banach space.

3. VARIABLE EXPONENT VERSION OF THE INTEGRAL MEANS

First we define a variable exponent version of the integral means for
analytic functions in the unit disk D.

Definition 3.1. For a function f analytic in the unit disk D and for a
measurable function p : [0, 27] — [1,00), the variable exponent version
of the integral means are defined by

1
My (f,7) = 5 —poy (fr), 0 <7 <1
where f, : 9D — C is defined by f.(e?) := f(re®).

It is now tempting to ask the following question.

Question 3.2. Let p : [0,27] — [1,00) be a log-Holder continuous
function such that p(0) = p(2r), and let f € HPO(D) and 0 < r < 1.
Is the function r — M, y(f,r) a convex function of logr?

We now shift from functions in the variable exponent Hardy spaces

to functions in variable exponent Bergman spaces. From now on we
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assume that Q@ = D. Let p : D — [1,00) be a log-Holder continuous
function on the unit disk with p* < oo. For an analytic function
f D — C we define the modular py.) by

ooy () = / £ dA(2),

where dA(z) is the Lebesgue area measure on the unit disk. The norm
induced by this modular is given by

| f|lgec) := inf {)\ >0 ppy <§> < 1} )

The variable exponent Bergman space AP()(ID) consists of all analytic
functions in the unit disk for which

/ |£(2)]P®) dA(2) < .

D

Question 3.3. Is there any « for which the function

S FEPE A = [22)2dA(2)

= Mya(f,r) = Je (L= [21?)2dA(2)

is a convex function of log r?
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ABSTRACT. The aim of this manuscript is to introduce and analyze a nonstandard finite
difference (NSFD) scheme for Ité stochastic partial differential equations (SPDEs). We
also discuss on consistency, stability and convergence the NSFD scheme. The numerical
simulations obtained from the NSFD scheme show the efficiency of the proposed NSFD
scheme.

1. INTRODUCTION

Over the past few decades, stochastic partial differential equations have been consid-
ered for the modelling of realistic phenomena due to their possession real behavior. The
footsteps of SPDEs are found in various branches of sciences, technologies and medi-
cal problems including cardiovascular disease such as myocardial infraction, myocardial
ischemia, hypertension, heart failure, etc., and many scientists have devoted growing at-
tention to the analysis SPDEs. Hence, it is noteworthy to study the problem of modelling
related to that phenomenon. Finding the exact solutions of SPDEs in many cases is dif-
ficult. So, it is necessary to obtain their numerical solutions by using some numerical
methods. In this manuscript, a new NSFD scheme constructed for solving SPDE in the
following form:

(@, t) + ayug, (z,t) + bu(z, t) + cu(x, t)W(t) =0, x € [0,1], t € [0,1], (1.1)
with the initial and boundary conditions u(z,0) = ug(x), u(0,?) = f(¢) and u(1,t) = g(?),
where the parameters b and ¢ are positive constants. Here W (t) is called white noise in
which W (¢) is a Gaussian distribution with zero mean [1].

2. A NSFD SCHEME FOR PARABOLIC SPDESs

In this part, we construct a NSFD scheme for SPDEs (1.1). In order to the concept of
NSFD scheme, consider an ordinary differential equation (ODE) in the form
dx
i
2010 Mathematics Subject Classification. 65M1, 60M15.

Key words and phrases. Nonstandard finite difference scheme, cardiovascular disease, consistency,
stability, convergence, stochastic. 294
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Let x,, be the approximation of x(¢,), then the discrete approximation % li=t, = I”g(l}:)g”", is

used for the differentiation in (2.1), where ¢(h) = h+O(h?) [3]. Moreover, we will require
linear and nonlinear terms must be modeled by the nonlocal discrete representation. For
example, linear and nonlinear terms in the SPDE can be considered as uf ~ 3 (u},, + uj)
and (u})? &~ ujuj,,, where the value of the numerical solution SPDE at the nodal point
(g, tn) = (kEAz,nAt) will be denoted by uj. Now we extend the above mentioned
approach for the SPDE (1.1). For this purpose, the time and space derivatives in the
SPDE and also the function u(z, t) in deterministic part can be approximated in the form

un+17un, uP  —2uP+u? u?, L 4ul
u(kAz, nAt) ~ b uy, & A and wf &= 45—~ Therefore, the NSFD

scheme of SPDE (1.1) is given by

up = —rup_q + (1= 2r — s)up — (r+ s)upq + cup AW, (2.2)

where r = 288 s = 22t and AW, = W((n+1)At)—W (nAt) ~ N(0,At). In the reminder

of this manuscript we assume that the increments of Wiener process are independent of
the state uj.

3. CONSISTENCY AND STABILITY ANALYSIS

Consider a SPDE of the form Lv = G where L denotes the differential operator and G
is source term. Let Liuy = G} denote the NSFD scheme. In order to analysis consistency
and stability the NSFD scheme (2.2), it is very important to consider a norm. Hence,
"=

for a sequence {uf }o<g<nr, we define ||u sup |u}]?. In order to get consistency,
0<k<M

stability and convergence results, we give the following definitions [2].

Definition 3.1. A NSFD scheme Lju} = G} is consistent with the SPDE Lv = G
at point (z,t), if for any continuously differentiable function ®(xz,t) in the sense of
mean square we have E[u"™! — "™l — 0, for t = (n + 1)At and At,Az — 0,

where the vectors u"™' and v"*!' are defined by u"*! = (uft uf™, ... uj") and
n+1 __ n+1  n+1l n+1
ot = (of ot o).

Theorem 3.2. The NSFD scheme (2.2) is consistent in the sense of mean square.
Proof. Let ®(x,t) be a smooth function, thus
L(®)|; = ®(kAz, (n+ 1)At) — ®(kAz, nAt)

(n+1)At (n+1)At
+ a/ O, (kAz,s)ds + b/ O(kAx,s)ds
n nAt

At
(n+1)At
+ c/ O(kAx,s)dW (s),
nAt

and

Li® = ®(kAz, (n + 1)At) — ®(kAz, nAt)
A
+ Z—i (@((k + 1) Az, nA) = 20 (KA, nAL) + &((k — 1) Az, nAt) )
i
+ b%t (@((’f +1)Az, nAt) + S (kiyg, nAt)) + e O(kAz, nAHAW,.
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Now by using the square property of It6 integral, one can obtain the following inequality

2

E|L(@)]; - Li®

(n+1)At 1
~ E|a /n (ke 5) — 5o (((h+ DAz, nAY

At
— 20(kAz,nAt) + O((k — 1)Ax, nAt))} ds
(n+1)At 1
+ b/ [‘I)(kAm, s) — 3 (@((/{ + 1)Az, nAt) + &(kAxz, nAt))} ds
nAt

be / T B(kAL ) — (kA nA) dW(s)(2

At

< 4a’E

(n+1)At 1
/n [@xz(k:Ax, s) — N (CID((/{: + 1)Ax,nAt)

At

—20(kAz,nAt) + O((k — 1)Ax, nAt))} ds‘2
+ 4(91@’ / e [@(mx, 5) — %((D((k +1)Az, nAt) + d(kAx, nAt))} ds‘2

At

(n+1)At
+ 402/ E‘@(k;Ax, s) — ®(kAx,nAt)| ds.

’2
At
Since ®(x,t) is a deterministic function, hence E|L(®)|} — Li®|* — 0, as n, k — co. [

Definition 3.3. A stochastic NSFD scheme is said to be stable in the sense of mean
square, if there exist some positive constants Az, and At, and nonnegative constants K
and 3 such that E|u"™|> < KeE|[u®|?, for all t = (n + 1)At, 0 < Az < Az, and
0 < At < Aty

Theorem 3.4. The NSFD scheme (2.2) with t = (n + 1)At and 5+ <r < —s is stable
with respect to sup—norm.

Proof. By applying E| - |2 in (2.2) and using the independence of the Wiener process
increments, we get

Elupt|* =B = rup_y + (1+2r = s)u — (r + s)up, | + CAE[ug |
< (Ir] + 11 +2r — 8| + |7+ 52 + AL sup E|uf |
k

This implies that
sup Elu 2 < (1 + A supE|up)® < ... < (14 A sup E|uj|?
k k k

< At t) sup Elu)|* = et sup E|uf |°.
k k

So, the NSFD scheme (2.2) is stable, with K =1 and 8 = % O

Definition 3.5. A stochastic difference scheme Ljuj = G} approximating the SPDE
Lv = G is convergent in the sense of mean square at time ¢, if E||u"™ — 0" "!||2 — 0, for
t=(n+1)At, Az — 0 and At — 0. 296
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Theorem 3.6. The NSFD scheme (2.2) for SPDE (1.1) is convergent in the sense of
mean square with respect to sup—norm.

Proof. From the stochastic Lax-Richtmyer Theorem, one can conclude that the NSFD
scheme (2.2) is convergent. O

4. NUMERICAL SIMULATION

In this section, we apply the proposed NSFD scheme in Section 2 to illustrate the
results of the previous section.

Example 4.1. Consider the SPDE as follows
(2, 1) — Uge (2, 1) + u(z, t) + c ulz, )W (t) =0, z€l0,1], te]lo,1],

subject to the following initial condition u(z,0) = sin 7z for « € [0, 1], with the boundary
conditions «(0,t) = 0 and u(1,¢) = 0 for t € [0,1]. It is easy to check that in the absence
of the stochastic term, the exact solution is u(x,t) = sin 7wz e~ (7D,

Suppose M and N are the total number for the space and time discretizations, respec-
tively. The NSFD scheme is conditionally stable for % < r < —s. In Figure 1 we have
presented the result of NSED scheme and the exact solution for ¢ = 1, Az = 0.04 and
N = 4500. The numerical results NSFD scheme and the exact solution by taking ¢ = 0.5,
Az = 0.04 and N = 2500 have displayed in Figure 2. In Figure 3 the numerical solutions

of NSFD scheme compared with the exact solution with ¢ = 2, Az = 0.04 and N = 5000.

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
x x

FIGURE 1. The
curve of the so-
lutions for ¢ =
1, Az = 0.04
and N = 4500.

FIGURE 2. The
curve of the so-
lutions for ¢ =
0.5, Az = 0.04
and N = 2500.

FIGURE 3. The
curve of the so-
lutions for ¢ =
2, Az = 0.04
and N = 5000.

5. CONCLUSIONS

In this paper to solve stochastic parabolic partial differential equation, we propose a
NSFD scheme. Consistency, stability and convergence of the proposed NSFD scheme is
established. The study shows that the NSFD scheme is effective to solve SPDEs.
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ABSTRACT. In this paper we present a fixed point theorem for
Kannan type mapping in a Banach group.

1. INTRODUCTION

The fixed point theory is one of the most useful and essential tools
of nonlinear analysis. The first important result in the theory of fixed
point about contractive mapping is Banach theorem [1]. In 1968 Kan-
nan [5] introduced a new type of contraction. Subrahmanyam [0]
showed that a metric spaces is complete if and only if, every Kannan
mapping has a fixed point. In 2018 Karapinar, by using the interpo-
lation notion, introduced a new Kannan type contraction to maximize
the rate of convergence [1].

On the other hand, group-norms have also played a role in the the-
ory of topological groups [2, 3]. Some results on the existence and
uniqueness of fixed points for Kannan mappings on normed groups
and Banach group are proved in this paper.

We begin with some basic notions which will be needed in this paper.

2010 Mathematics Subject Classification. 47TH10; 22A10, 46J10.
Key words and phrases. Banach group, Fixed point, Normed group, Kannan
mapping.
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Definition 1.1. [2] Let £ be a group. A norm on a group L is a
function ||.|| : £ — R with the following properties:

(1) |lw| >0, for all w e L;

(2) [[w] = [[w™Y|, for all w € L;

(3) llwkl| < [lwll + K], for all w,k € L;

(4) |Jw|| = 0 implies that w = e.
A normed group (£, ||.||) is a group £ equipped with a norm ||.||. By
setting d(w, k) := ||w™k||, it is easy to see that norms are in bijection
with left-invariant metrics on L.

Definition 1.2. A Banach group is a normed group (L, ||.||), which is
complete with respect to the metric
dw, k) = |wk™|, (w,k€L).

Definition 1.3. Let (£, ||.||) be a normed group and 9 : £L — L be a
mapping. Then ¥ is called Kannan contraction if there exists n € [0, %)
such that

[0(w)d (k) < n [lwd(w) |+ kOR) ], (w,k € £).
2. MAIN RESULTS

In this section we extend the kannan’s theorem and we continue
by a generalization of the definition of Kannan type contraction via
interpolation notion.

Lemma 2.1. Let (L, ||.||) be a Banach group and A be a nonempty
closed subset of L and let v : A — A be a mapping such that satisfying

[ (w)ep(k)~H| < n [[lwdp(w) ™ + kb (k)]
forallw, k€ A and 0 <n < 1. If for arbitrary point a € A there exists
b € A such that ||byy(b)7 ] < ri|la(a)”| and ||ba™t|| < rollar(a)t],
when there exist constants r,r9 € R such that 0 <r; <1 and ry > 0,
Then v has at least one fixed point.

Proof. For an arbitrary element ay € A define a sequence (a,)32, C A
such that

[ (@ns)an | < rllv(an)a, |,

and

lansra, || < rall(an)a, |,
for n = 1,2,.... It is easy to see that (a,)>2, is a Cauchy sequence.
Because A is complete, there exists ¢ € A such that lim a,, = ¢. Then

n—oo

[ (e)e™ | < llb(e)volan) Il + Il (an)ay || + llanc™ |

<0 [lev ()7 + llantp(an) ] + ¥(an)az | + llanc™ ||,
299
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and
1
e < 3 () | + = llave ™|
+1 _ 1 B
<y Ie)e |+ = llane™ | =0,
as n — 00. S0, ¥(c) = c. O

Theorem 2.2. Let (L,].||) be a Banach group and ¥ be a Kannan
contraction. Then ¥ has a unique fixed point in L.

Proof. Let w € L be an arbitrary element. Consider k = J(w). Then
10 (k)| = [[9(w)d (k) ~H| < [wid(w) | + [k9(k) 7]
which implies
_ n _
10 (k)| < ﬂllwﬁ(w) -

For arbitrary wy € £ define a sequence (w,4+1 = J(w,))52,. By the
Lemma (2.1), this sequence is converges to z and ¥(z) = z. If w be an

another fixed point of 9, we have
0 < [lzw™ || = [|0(2)0(w) | < 7 [[[20(2) ]| + [wd(w) 7] = 0.

Therefore, 1 has a unique fixed point.
O

Theorem 2.3. Let (L,].||) be a compact normed group and let 9 :
L — L be a continuous Kannan nonexpansive mapping. Then ¥ has a
unique fized point.

Proof. The function a : £ — [0,00) defined by a(w) = [Jwd(w)™?t|| is
continuous. Since L is compact, there exists an element z € L such
that ¥(z) = inf{d(w) : w e L}. If 9(z) # z, then

19(2)0(0(2) 7| < % [1=0(2) M+ 119(2)0 (0 (=) 7]
and
a(9(2)) = [[9(2)9(9(2)) | < [l29(2) 1| = a(2).
This is a contradiction and hence, ¥(z) = 2. It is obvious that z is a

unique fixed point. O

Definition 2.4. Let (£, ||.||) be a normed group. We say that the self-
mapping v : L — L is an interpolative Kannan type contraction, if
there exist a constant € [0,1) and p € (0,1) such that

19 (w)d (k)| < mlllwd (w) = I [[1 0 () =T, (2.1)

for all w, k € £ with w # J(w).
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Theorem 2.5. Let (L, ||.||) be a Banach group and 9 be an interpolative
Kannan type contraction. Then ¥ has a unique fixed point in L.

Proof. For arbitrary element wy € L a sequence (w,)3, C L be de-
fined by w,41 = 9" (wp). Without loss of generality, we assume that
w, # wpy1 for each non-negative integer n. Then ||w,d(w,) | =
|wpw, 1] > 0. By taking w = w,, and k = w,_; in (2.1) we get

w1z = (19 (wn) 9 (wn1) 7| < nlllwnd (w,) =[]

[llwn—19(wp—1) I = nlllwa-swy I [lwnwnall)*,
SO
lwnw iy M < lllwn-ywy ]
So, the sequence ||w,_jw, || is non-increasing and non-negative. As a
result, there is a non-negative constant z such that nhﬁn;lo |lwn_1w; | = 2.

Then

lwnwg ol < mllwn—yw, || < 0™ lwowy .
By letting n — oo in the inequality above, we observe that z = 0.
By using a standard arguments based on the triangle inequality, we
conclude that the sequence (w,)22 is a Cauchy sequence.Since L is a
complete group, there exists v € £ such that nh_)nolo |w,v™Y| = 0. By

substituting w = w, and k = v in (2.1), we have
19 (wn )9 () 7M1 < lllwnd (wn) = 1[0 (0) HIT

Taking n — oo in the inequality above, we thus get ||[vd(v)~!|] = 0 and

hence v = ¥(v). It is obvious that v is a unique fixed point.
U
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ABSTRACT. In this note, concerning continuous conjugate linear
maps from unital C*-algebras into their dual spaces, we show that
it can be reached from ternary derivability at zero to derivability
and ternary derivability at every point of the space.

1. INTRODUCTION

A linear map D from a Banach algebra A into a Banach A-bimodule
X is said to be derivable at a point z € A if the identity

D(z) = D(a)b+ aD(b)

holds for every a,b € A with ab = z. It is obvious that D is a derivation
if and only if it is derivable at every point z € A.

In what follows we illustrate the interest of the mathematical com-
munity in these kind of problems by surveying some of the achievements
in this line. In 2002, W. Jing, S.J. Lu and P.T. Li [3] proved that if D is
a continuous linear map on a von Neumann algebra and also derivable
at zero, then D is a generalised derivation. Moreover, if D(1) = 0, then
D is a derivation. A.B.A. Essaleh and A.M. Peralta in [I, Corollary
2.16] proved the same result without assuming the continuity of D.

Linear maps which are generalised derivable at an element can be
defined in a similar way. W. Jing proved in [2, Theorems 2.2 and

2020 Mathematics Subject Classification. Primary 46L57; Secondary 17C65.
Key words and phrases. derivation, ternary derivation, ternary derivability at a
point, C*-algebra.
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2.6] that for each infinite dimensional Hilbert space H, a linear map
0 : B(H) — B(H) which is generalised Jordan derivable at zero, or at
1, is a generalised derivation. Another related results appear in [1], [7]
and [7].

Every C*-algebra A can be regarded as an element in the bigger
class of JB*-triples when equipped with the triple product {a,b,c} =
s(ab*c+cb*a), (a,b,c € A). A ternary derivation on a C*-algebra A is
a linear map T : A — A satisfying the generalised Leibnitz’s rule:

T{a,b,c} ={T(a),b,c} +{a,T(b),c} +{a,b,T(c)},

for every a,b,c € A. Further, a linear map T : A — A is ternary
derivable at a point z € A if the identity

T(z) ={T(a),b,c} +{a,T(b),c} +{a,b,T(c)}
holds for every a,b,c € A with {a,b,c} = z.

Linear maps on C*-algebras which are ternary derivable at zero are
studied in [1]. It is shown that if a continuous linear map on a C*-
algebra is derivable or ternary derivable at zero, then it is a generalised
derivation. Furthermore, if a continuous linear map 7" on a C*-algebra
is ternary derivable at zero with 7'(1) = 0, then 7" is a ternary deriva-
tion, and if the hypothesis T'(1) = 0 is replaced with T'(1)* = —T'(1) the
same conclusion remains true. Thus being ternary derivable at zero im-
plies that the mapping is ternary derivable on the whole domain. If the
domain C*-algebra is replaced with a von Neumann algebra W, then
every linear map 7' : W — W which is derivable or ternary derivable
at zero is continuous.

The main result of our paper proves that every continuous conjugate
linear map 7' : A — A*, where A is a unital C*-algebra, is a ternary
derivation whenever T is a ternary derivable at the zero element of A
and T'(1) = 0 (see Theorem 3.5).

2. PRELIMINARY DEFINITIONS

In this section, we recall some definitions and basic facts in triple
structures.

Definition 2.1. A triple product on a complex vector space F is a
mapping

{,,}EXEXE—E,
which is bilinear and symmetric in the outer variables and conjugate
linear in the middle one and satisfying the so-called “Jordan Identity”:

{a,b,{c,d,e}} = {{a,b,c},d, e} — {c,{b,a,d}, e} + {c,d,{a,b,e}},
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for all a,b,c,d,e in E. A complex vector space F is called a Jordan
triple when it is endowed a non-trivial triple product. A Jordan triple
E is called a Jordan Banach triple when it is a Banach space and the
triple product of F is continuous.

Ternary modules over Jordan triples are defined in [0, Subsection
2.2]. We need this structure in the following definition.

Definition 2.2. Let T be a conjugate linear mapping from a Jordan
triple F into a ternary F-module X. T is called a ternary derivable at
z € FE whenever it satisfies the identity

T(z) ={T(a),b,c}1 + {a, T(b),c}s + {a,b,T(c)}s

for any a,b,c € E with {a,b,c} = z. T is called a ternary derivation
whenever it is ternary derivable at every point of E.

Let A be a C*-algebra. According to [, Sec. 5] the following identity
1
{a,b,c} = E(ab*c + cb*a), (a,b,c € A)

defines a triple product on A which makes it a JB*-triple. Let A*
denotes the dual Banach space of A. The mappings:

{,;h: A" xAx A= A", (¢,{x,a,b}1) = ({a,b,c},z),

{5, Ja i AxXx A" X A= A" (¢,{a,x,b}s) = {a,c b}, z),
{3 AxAx A = A" (¢, {a,b,x}3) = ({c,a,b},z),
where a,b,c € A and x € A*, define a Banach ternary A-module struc-

ture on A*.

We also consider A* as an (associative) Banach A-bimodule with
actions:

(b,ax) = (ba,z), (b,xa) = (ab,x), (v € A% a,be A), (2.1)
and define an involution * on A* by the following identity:
(a,2*) = (a*,x), (v € A" acA).

Thanks to these structures we can consider associative and Jordan
derivations from A into A*.

3. MAIN RESULT

In what follows we extensively apply weak® continuity and weak*

convergence, so the following theorem would has a pivotal role.
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Theorem 3.1. Let A be a C*-algebra, and let D : A — A* be a
continuous linear mapping. Then D** : A* — A** the bitranspose of
D, is A*-valued.

Given a C*-algebra A, A** is regarded as the dual space of A™*, and
enjoys the A**-bimodule structure, by actions (2.1).

Proposition 3.2. Let A be a C*-algebra. Then A* is a A**-submodule
of A***,

The following two results prepare necessary background to reach the
main result.

Proposition 3.3. Let T be a continuous conjugate linear mapping
from a unital C*-algebra A into A* with T'(1) = 0. The linear mapping
T o x is a derivation whenever T is ternary derivable at zero.

Proposition 3.4. Let T be a continuous conjugate linear mapping from
a unital C*-algebra A into A* with T(1) = 0. If T is ternary derivable
at zero, then T'(a*) = T(a)*, for every a in A.

We can now obtain the main result of the paper.

Theorem 3.5. Let T be a continuous conjugate linear mapping from
a unital C*-algebra A into A* with T(1) = 0. Then T is a ternary
derivation whenever it is ternary derivable at zero.

The restricting condition of the preceding result which emphasised
that T" ought to vanish at the unit element, can not be removed. For
example if we take A to be a commutative unital C*-algebra and 7" be
defined by T'(z) = x*by, where by € A* with bj # —by, we see that T is
not a ternary derivation, however, it is a ternary derivable at zero.

REFERENCES

1. A.B.A. Essaleh and A.M. Peralta, Linear maps on C*-algebras which are deriva-
tions or triple derivations at a point, Linear Algebra Appl. 538 (2018), 1-21.

2. W. Jing, On Jordan all-derivable points of B(H), Linear Algebra Appl. 430
(2009), no. 4, 941-946.

3. W. Jing, S.J. Lu, and P.T. Li, Characterisations of derivations on some operator
algebras, Bull. Austral. Math. Soc. 66 (2002), no. 2, 227-232.

4. W. Kaup, A Riemann mapping theorem for bounded symmetric domains in
complex Banach spaces, Math. Z. 183 (1983), no. 4, 503-529.

5. F. Lu, Characterizations of derivations and Jordan derivations on Banach alge-
bras, Linear Algebra Appl. 430 (2009), no. 8-9, 2233-2239.

6. A.M. Peralta and B. Russo, Automatic continuity of derivations on C*-algebras
and JB*-triples, J. Algebra 399 (2014), 960-977.

7. J. Zhu, C. Xiong, and P. Li, Characterizations of all-derivable points in B(H),
Linear Multilinear Algebra 64 (2016), no. 8, 1461-1473.

305



oﬁé‘:ﬁ_ﬁf.ﬁ
The Extended Abstracts of . v"a‘
- ?
&

@il The 24™ Seminar on Mathematical Analysis and its Applications
26-27 May, 2021, Imam Khomeini International University, Qazvin, Iran N

O e
WTERKATIONAL UNVERSITY

Poster Presentation

ITERATED DUAL VALUED TERNARY DERIVABLE MAPS
AT UNIT

MOHSEN NIAZI

Department of Mathematics, University of Birjand, Birjand, Iran
niazi@birjand.ac.ir

ABSTRACT. In this note we prove that a continuous (conjugate) linear
map from a unital C*-algebra A into its iterated dual space, A", which
is ternary derivable at the unit element of A, is a ternary derivation. This
result is a ternary module valued variant of a similar result on unital
C*-algebras.

1. INTRODUCTION

One of the interesting problems in derivation theory is to find optimal
conditions on a map which guaranty its derivability. In this paper we pur-
sue this problem in the context of ternary derivations. In [I] it has been
shown that a continuous linear mapping 7" on a unital C*-algebra A which
is ternary derivable at the unit element of A, is a ternary derivation. Try-
ing to replace the codomain of T' by a ternary module in the sense of M.R.
Miri, H.R. Ebrahimi Vishki and the author of this note in [2], we prove
that the codomain of the mapping 7" in [, Corollary 2.5] could be replaced
by the iterated dual spaces, A which we regard them as Banach ternary
A-modules.

We begin by reviewing some basic facts in the category of Jordan triples.
By a triple product on a complex vector space E/, we mean a mapping

{,, .} EXEXE—E,
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which is bilinear and symmetric in the outer variables and conjugate linear
in the middle one and satisfying the so-called “Jordan Identity”:

{a,b,{c,d,e}} = {{a,b,c},d,e} — {c,{b,a,d}, e} +{c,d,{a,b,e}},

for all a,b,¢,d,e in E. A complex vector space F is called a Jordan triple
when it is endowed with a non-trivial triple product. A Jordan triple F
is called a Jordan Banach triple when it is a Banach space and the triple
product of E is continuous.

Definition 1.1. Let E be a Jordan triple and X be a complex vector space.
Consider the following mappings and axioms:

{ W, h: XXEXE—X, {2 EXXXE—X,
{3 EXExX— X,

(1) {-,-,-}1 is linear in the first and second variables and conjugate linear in
the third one. {-,-,-}2 is conjugate linear in each variable.

(1)’ Each of the mappings {-,-,-}1,{-,-,}2 and {-,-,-}3 is linear in the first
and third variables and conjugate linear in the second variable.

(2) {z,b,a}1 = {a,b,x}3, and {a,x,b}s = {b,x,a}s for every a,b € E and
r e X.

(3) Let {'7 K } denote any of the mappings {'a K '}17 {'a K '}27 {'a K '}3 or the
triple product of E. Then the identity

{a,b,{c,d,e}} = {{a,b,c},d,e} — {c,{b,a,d}, e} +{c,d,{a,b,e}},

holds for every a, b, ¢, d, e where one of them is in X and the other ones
are in F.
When the mappings {-,-,-}1,{-, -, }2 and {-, -, -}3 satisfy the axioms (1), (2)
and (3), X is called a ternary E-module of type (I) and when they satisfy
the axioms (1)’, (2) and (3), X is called a ternary E-module of type (II).

We usually write the expression “ternary FE-module”, without declaring
the type, whenever a statement is true for both types or the type is clear from
the context. The following theorem connect the two types of the ternary
modules.

Theorem 1.2. Let E be a Jordan triple. If X is a ternary E-module of
type (I) (resp. (II)) then its dual space, X*, with the following actions
{ v h: X*"xAx A= X" (p,{0,a,b}1) = {{a,b,p}s,0),
[t AX X7 % A X7, (g, {a,0,b}2) = (a9, 012, 0,
{,,}s : AXAXx X" = X" (p,{a,b,0}3) = {p,a,b}1,0),
where a,b € E, ¢ € X and 0 € X*, is a ternary E-module of type (II) (resp.

(1))-
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It is easy to see that every Jordan Banach triple E is a Banach ternary
E-module of type (II) under its own ternary product as module actions.
Now, Theorem 1.2 confirms that E* is a Banach ternary E-module of type
(I), E** is a Banach ternary E-module of type (II), ... This means that
the nth iterated dual space, E(™ | is a Banach ternary E-module of type (I)
whenever the integer n is odd and is a Banach ternary FE-module of type
(IT) whenever n is even.

Definition 1.3. Let E be a Jordan triple, and let X be a ternary F-module
of type (I) (resp. type (II)). A conjugate linear mapping (resp. linear
mapping) T : E — X is called ternary derivable at z € E whenever it
satisfies the identity

T(z) ={T(a),b,c}1 + {a, T(b),c}a + {a,b,T(c)}s

for any a,b,c € E with {a,b,c} = 2. T is called a ternary derivation
whenever it is ternary derivable at every point of E.

Let A be a Banach *-algebra. It is easy to see that
1
{a,b,c} = i(ab*c +cb*a), (a,b,ce A)

defines a triple product on A which makes it a Jordan Banach triple. The
iterated dual spaces of A, as the arguments before Definition 1.3 shows,
are supplied with ternary A-module structures. We also consider A(™) as
an (associative) Banach A-bimodule with the following recursively defined
actions:

<ba QDQ> = <b90> 9>7 <b7 0¢> = <80ba 9>7 (1'1)

where a € A,p € A®1 and § € A™ | and define an involution * on A,
recursively, by the following identity:

(0,0°) = (¢*,0), (BeA™ e A=Y, (1.2)
2. MAIN RESULTS

To prove the main result of this paper we need the following two propo-
sitions.

Proposition 2.1. Let T be a continuous (conjugate) linear mapping from
a unital C*-algebra A into its dual space, A . If T is ternary derivable at
the unit element of A, then T o x is a derivation whenever n is odd and T
is a derivation whenever n is even.

Proposition 2.2. Let T be a continuous (conjugate) linear mapping from
a unital C*-algebra A into its dual space, A™ . If T is ternary derivable at
the unit element of A, then T(a*) = T(a)* for every a € A.

Theorem 2.3. Let T be a continuous (conjugate) linear mapping from a
unital C*-algebra A into its dual space, A™. T is a ternary derivation

whenever it is ternary derivable at the unit element of A.
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Proof. Let n be an odd integer. Since, by Proposition 2.1, T'ox is a derivation
when n is odd, for any a, b, c € A, we have

T(ab*c) = (T o x)((ab*c)*) = (T o x)(c*ba™)
= (T o*)(c*)ba”™ + c* (T o *)(b)a* + ¢*b(T o *)(a*)
=T(c)ba™ + T (b*)a™ 4+ c*bvT(a).
Also, by Proposition 2.2, we have T'(b*) = T'(b)*. Therefore
T(ab*c) = T(c)ba™ + ¢*T'(b)"a™ + c*bT'(a).
Now, by definitions (1.1) and (1.2), for any ¢ € A1 we have
(g, T(ab"c)) = (¢, T(c)ba®) + (i, c"T(b)*a") + (¢, ¢"bT(a))
= (b, T(e)) + {a"pc", T()") + (p'b, T(@)  (2.1)
= (ba*p, T(c)) + (cp*a, T(b)) + (pc*b, T(a)).
Interchanging the role of a and ¢ in the above identity, we obtain
(p, T(cb*a)) = (bc*p,T(a)) + (ap*c, T(b)) + (pa*b,T(c)). (2.2)
Applying the identities (2.1) and (2.2), we conclude that

(o T{abch) = 5[l T(ab"e) + (¢, T(b"a))]

= (ba"p, T(c)) + (cp*a, T(b)) + (c™b, T(a))
+ (bc*p, T(a)) + (ap*c, T(b)) + (pa’b, T(c))
= ({b, ¢, ¢33, T(a))+{a, ¢, c}a, T(b))+{{p; a,b}1,T(c))
= (¢, {T(a), b, c}1)+(p,{a, T(b), c}2)+({p,{a, b, T(c)}3).
This shows that T{a,b,c} = {T(a),b,c}1 + {a,T(b),c}2 + {a,b,T(c)}s.

A similar arguments, except for the position of the involution *, can be
applied to prove the above identity in the case of even integers. ]
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ABSTRACT. In this note by assuming a mapping d on a von Neu-
mann algebra M, which satisfies the generalised Leibnitz’s rule,
we prove that d is real linear and therefore is a real-homogeneous
ternary derivation.

1. INTRODUCTION

Derivations are of the most well-behaved mappings in analysis in the
sense that all their characters could be extracted from optimised sets
of conditions. There are a large number of results in the field which
explore these set of optimised conditions that guaranty the derivability.
Among all these efforts are local derivability, derivability at one point
and automatic continuity results. Maybe it could be said that the
work of R.V. Kadison [3] in 1990 is of the most earliest results in this
way by introducing the notion of local derivations and proving that
local derivations are derivations. P. Semrl [8] introduced the notion
of 2-local derivations and without assuming the linearity in priori, he
deduced the linearity and the derivability. This way continued by the
author of this note and A.M. Peralta in [6] and [7] by introducing the
notion of weak-2-local derivations. In a different direction the notion
of derivability at one point of the space was introduced. To the best of
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our knowledge the work of W. Jing, S.J. Lu, and P.T. Li [2] is of the
most earliest results in this line.

A same direction was followed up in the context of triple structures.
M. Mackey [5] introduced the notion of local ternary derivations on
Jordan triples. Weak-local ternary derivations are also studied in [1].

A triple derivation on a Jordan triple E is a linear map T on F
satisfying the generalised Leibnitz’s rule:

T{a,b,c} ={T(a),b,c} +{a,T(b),c} +{a,b,T(c)} (1.1)
for all a,b,c € E.

In this paper we obtain linearity of a mapping which satisfies the
identity (1.1). Precisely speaking, we prove the following theorem:

Theorem 1.1. Let d be a mapping (no linearity is assumed in priori)
on a von Neumann algebra M which satisfies the identity (1.1), and
continuous at the origin with d(1) = 0. Then d is a real-homogeneous
ternary derivation.

2. PRELIMINARY DEFINITIONS

In this section, we recall some definitions in the context of triple
structures.

Definition 2.1. A triple product on a complex vector space F is a
mapping

{,,}EXEXE—=E,
which is bilinear and symmetric in the outer variables and conjugate
linear in the middle one and satisfying the so-called “Jordan Identity”:

{a,b,{c,d,e}} = {{a,b,c},d, e} — {c,{b,a,d}, e} + {c,d,{a,b,e}},

for all a,b,c,d,e in E. A complex vector space F is called a Jordan
triple when it is endowed a non-trivial triple product. A Jordan triple
E is called a Jordan Banach triple when it is a Banach space and the
triple product of F is continuous.

A JB*-triple is a Jordan Banach triple F which satisfies the following
two axioms:
(1) For any a in E the mapping = — {a,a,z} is a hermitian oper-
ator on ' with non-negative spectrum;

(2) |{a,a,a}| = ||a]|® for all a in A.

A JB*-triple which has a predual as a Banach space is called a JBW™*-

triple.
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Let A be a C*-algebra. According to [, Sec. 5] the following identity
1
{a,b,c} = §(ab*c +cb*a), (a,b,ce A) (2.1)

defines a triple product on A which makes it a JB*-triple. Also, a
von Neumann algebra with triple product (2.1) is a JBW*-triple.

3. MAIN RESULT

Proof of the main result of this paper, i.e. Theorem 1.1, will be done
through presenting a series of lemmata. Throughout this section M
and d will denote the same objects as in the statement of Theorem 1.1.

Lemma 3.1. Let p be a projection in M. Then d(1 — p) = —d(p).

Lemma 3.2. Let p be a projection in M. Then, there exists an anti-
symmetric element p, € M, depending on p, such that
d(p) = ppp — ppp and d(1 —p) = p(1 —p) = (1 = p)pp-

In what follows, concerning any projection p € M, we consider the
auxiliary mapping ¢, on M, defined by ¢,(a) = d(a)—p,a+ay,, where
a € M. Note that, by definition, ¢,(p) = 0. In the other hand, by
Lemma 3.1, we have

Pp(1 —p) =d(1 = p) — pp(1 = p) + (1 = p)pp
= —d(p) + ppp — Pty = —p(p),
hence ¢,(1 —p) = 0.
Also, the element p;_,, as Lemma 3.2 suggests, could be taken equal

to p,. We do so, and by this choice, we have ¢;_, = ¢,.

Lemma 3.3. Let p be a projection in M. Then, for any a € M, we
have

dp(a) = ¢p(pap) + dp(pa(l —p)) + ¢,((1 = p)ap) + é,((1 — p)a(l —p)).

Lemma 3.4. Let p be a projection in M. Then, for any a,b € M, we
have ¢p(p(a +b)(1 = p)) = ¢p(pa(l —p)) + ¢p(pb(1 —p)).

Lemma 3.5. Let p be a projection in M. Then, for any a,b € M, we
have ¢y(p(a + b)p) = dp(pap) + ¢p(pbp).
We can now prove the main result of the paper.

Proof of Theorem 1.1. Let a,b € M, and p be a projections in M. By
Lemma 3.3, we have

Pp(a) = dp(pap) + ép(pa(l — p)) +3ib2p((1 —p)ap) + ¢((1 —pa(l —p)).



M. NIAZI

The same identity is true when a is replaced by b or a + b. Now,
applying Lemmata 3.4 and 3.5, and considering the argument before
Lemma 3.3, we obtain

dpla+b) = ¢p(pla+b)p) + ¢p(pla+b)(1 —p)) + ¢p((1 —p)(a + b)p)
+ ¢p((1 = p)(a+b)(1 —p))

= [¢p(pap) + &p(pbp)] + [¢p(pa(l — p)) + ¢,(pb(1 — p))]
+ [0p((1 — p)ap) + ¢p((1 — p)bp)]
+ [¢p((1 = pa(l — p)) + ¢((1 — p)b(1 — p))]
= [¢p(pap) + ¢p(pa(l — p)) + ¢,((1 — p)ap)
+ ¢p((1 = pla(l = p))]
+ [0p(pbp) + ¢p(Pb(1 — p)) + p((1 — p)bp)
+ ¢p((1 = p)b(1 = p))]
= ¢p(a) + ¢p(b).

From this identity we conclude that
d(a+b) = 6y(a+b) — py(a+b) + (a+ b,
= dp(a) + dp(b) — ppa — ppb + apy, + by
= [¢p(a) — pa + aﬂp] + [¢(b) — ppb + b:up] = d(a) + d(b)'
This proves that d is additive. Obviously, rational homogeneity of d
is deduced from its additivity. In the other hand, since the topology
of M is translation invariant and d is additive, continuity of d at the

origin implies its continuity at every point. Now, real homogeneity of
d is deduced from its rational homogeneity. 0J
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ABSTRACT. In this talk,relation between kernel and Range of gen-
eralized Jordan *-derivation is investigated.

1. INTRODUCTION AND PRELIMINARIES

Let A be a x-algebra. A Jordan %-derivation on 2 is a linear mapping
E : A — 2 which satisfies

E(a®) = aE(a) + E(a)a*

for all a € 2. Note that for a fixed a € 2 the mapping A,(z) = ar—z*a
is a Jordan x-derivation; such Jordan x-derivation are said to be inner.
In [1] and [6] we can see the following results

(1) Every Jordan x-derivation on complex x-algebra with identity
Is inner.

(2) Every Jordan #-drivation on algebra of all bounded linear op-
erators on a real Hilbert space H(dimH > 1), is inner.

(3) Every Jordan s-drivation on the quaternion algebra is inner.

Let H be a complex infinite dimentional Hilbert space and let B(H)
be the Banach algebra of all bounded linear operators on H. For op-
erators A, B € B(H) we define generalized Jordan -derivation Axp
by

App(X)=AX - X"B

1991 Mathematics Subject Classification. Primary 47A20;Secondary 47B47.
Key words and phrases. Banach algebra, Jordan%-derivation, Numerical range,
Maximal numerical range.
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for X € B(H). Note that if A = B then Ay a = Ay is a Joradan

*-derivation.

2. MAIN RESULTS

A 0

Theorem 2.1. Let A)B € B(H). Set T = { 0 B

} on HBH. Then
we have the following results:

(1) If R(Az) Nker(d7-) = {0} then R(Aag) Nker(Aa-g-) = {0},
where R(A7) denotes closure of R(0r) respect to the norme

topoplogy or the weak operator topology.
(2) If R(Ar)Nker(Arp-) = {0} then R(Axp) Nker(Aa«p+) = {0}.

Proof. Let C € R(Axp) N ker(Aa«p+). Then there exists a sequence
{X,} C B(H) such that lim, Ayp(X,) = C. Therefore we have
lim, AX, — X!B = C. Also ker(Aa«p~)(C) = 0 implies that A*C =

C*B*.
Now set S = {8 (5] and Y,, = {8 )(()”] on H® H. So

i =[5 8][5 % ][5 2[4 2]
[0

= lim

: {—X;;A 0

o [0 AX,—XiB T [Ty Th
Now suppose that lim,, 0 0 - [ Ty Too

Then for each z,y € H we have

(|7 T[] 6=

Therefore lim |<T12 - (AX,, — X;B)x,y>| = 0 for all z,y € H, which
implies that

} on HOH.

Using same argument we prove that

Tll = T21 = T22 = 0.
315
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So this implies that

m(TY, —Y'T) = lim { 0 AXy—X.B }

w | 0 0
[0 limy,(AX, — X'B)
~ o 0

[0 o]

In the following, we show the above results for the norm topology.
Let
. 0 AX, —X'B Ty Tio
1 n =
ﬁl { 0 0 } { Tor To

on H & H, then lim, Ty The - (AXy - X;B) —0.
Ty Ty

Hence hIIln HT12 — (AXn — XZB)H =0 and TH = T21 = T22 =0.

Now we can conclude

{0 AXn—X;B}

lim

0 limy (AX, — X:B)
0 0 0 0

5]

Hence,Szlg S}ER(AT) Since
- 0 C* A 0| [0 CB*
so= [0S [0 e ][0 ]
and

va | AT0 0 C| |0 AC
rs = |4 5[0 o]=0 ]
using equality A*C' = C*B* we can conclude that S*T* = T*S. On the
other hand S € R(A7) N ker(Az+) = {0}, hence C = 0.
This complete the proof of (1). The proof (2) follows immediately
from replacing R(A7) with R(Ar). O

Theorem 2.2. Let Ay, Ay € B(H). Suppose that R(Aa, a;)Nker(Aa, ;) =

{0} for 1,57 = 1,2. Then R(Ar) N ker(Ar) = {0} in which T =

A 0
AleaA2:[ 01 AQ]'

316



ABOLFAZL NIAZI MOTLAGH

Theorem 2.3. Let Ay and Ay denote unitary equivalent bounded oper-
ators on Hilbert space H, so that Ay = UAU* hold for some unitary op-

erator U. If R(Ax,)NKer(Aa,) = {0} then R(Apx,)NKer(Ay,) = {0}

Before stating the next corollary, we need the following theorem of
Putnam[5].

Theorem 2.4. Let A,B € B(H) be normal operators and B similar to
A, so0 that B = C7YAC hold for some bounded invertable operator C. If
C = PU is the polar factorization of C, where P is positive definite and
U s unitary then B = U*AU. Thus similarity equivalence of normal
operators implies their unitary equivalence.

Corollary 2.5. Let A,B € B(H) be normal operators and B similar

to A. If R(Ax) N Ker(Ax) = {0} then R(Ag) N Ker(Ag) = {0}.
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ABSTRACT. In this paper, the generalized Hyers-Ulam stability of
the functional inequality
a+b+cd )

(@) + F8) + ef (@) + F (@] < [[kf (=

in non-Archimedean Banach algebras is established.

| k<2,

sectionIntroduction

Let K be a field. A non-archimedean absolute value on K is a function
|.| : K — [0, 00) such that for any a,b € K we have

(i) |a| > 0 and equality holds if and only if a = 0,

(ii) |abl = |a|b],

(iii) |a + b| < maxz{|al, |b|}.

Condition (iii) is called the strict triangle inequality. By (ii), we have
|1| = |—1] = 1. Thus, by induction, is concluded from (iii) that |n| < 1
for each integer n. In all, we always assume that |.| is non-trivial, i.e.,
that there is an ag € K such that |ao| ¢ {0, 1}.

Throughout this paper, we assume that that the base field is a non-
Archimedean valution field.

1991 Mathematics Subject Classification. Primary: 39B52; Secondary 39B82,
13N15, 46S10.
Key words and phrases. Banach algebra, Derivation, Generalized Hyers-Ulam
stability, Non-Archimedean Banach algebra.
318



ABOLFAZL NIAZI MOTLAGH

Definition 0.1. Let X be a linear space over a scalar field K with
a non-archimedean non-trivial valuation |.|. A function |.|| : X —
R is a non-archimedean norm (valuation) if it satisfies the following
conditions:

()||z]] = 0 if and only if = 0;

(IT) ||rz|| = |r|||z|| for all r € K and = € X;

(II) the strong triangle inequality (ultrametric); namely,

[z +yll < mazflz, [yl (z,y € X).

Then (X, ||.]|) is called a non-archimedean normed space.

Stanislaw M. Ulam introduced a number of important unsolved prob-
lems during his talk at the university of Wisconsin in 1940 [11, 12].One
of his open problems was the first stability problems:

Let G; be a group and let (G, d) be a metric group. Given & > 0 does
there exists a 6 > 0 such that if a function f : G; — G, satisfies the
inequality d(f(zy), f(z)f(y)) < 0 for all z,y € Gy, then there exists a
homomorphism T : G; — Gy such that d(f(x),T(z)) < e for all z € G;?

Hyers [3] gave a first affirmative partial answer to the quastion of
ulam for Banach spaces. Hyers’ theorem was generalized by Aoki [1] for
additive mappings and by Rassias [9] for linear mappings by considering
an unbounded Cauchy difference. The paper of Rassias [9] has had a lot
of influence in the development of what we call generalized Hyers-Ulam
stability or Hyers-Ulam-Rassias stability of functional equations[2, 10].

Beginning around the year 1980, the topic of approximate homo-
morphisms and derivations and their stability theory in the field of
functional equation and inequalities was taken up by several mathe-
maticians. Also, the stability problems in non-Archimedean Banach
spaces(algebras) are studied by Moslehian and Rssias [1], Moslehian
and Sadeghi[5, 6], Mirmostafaee[7] and Najati and Moradloul[3].

In this paper, we prove that if f satisfies the functional inequality

I7(a) + £0) + ef(@) + f(opd] < kr (ST |k < 2,

(0.1)

then f is a derivation, and prove the generalized Hyers-ulam stability
of functional inequlity (0.1) in non-Archimedean Babanach algebras.

1. THE GENERALIZED HYERS—ULAM STABILITY IN
NON-ARCHIMEDEAN BANACH ALGEBRAS

Throughout this section, A is a non-archimedean Banach algebra on
non-archimedean filed K that the characteristic of K is not 2 and X is

a non-Archimedean Banach A-bimodule.
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Proposition 1.1. Suppose that k is a fixed integer greater than 2 and
|k| < |2|. Let A be an unital non-archimedean Banach algebra,X is a
non-Archimedean Banach A-bimodule and f : A — X be a mapping
such that

(a) + () + cf(d) + ()| < ||k
forall a,b,c,d, € A. Then f is a derivation.

<a+b+cd)H (1.1)

Theorem 1.2. Suppose that k is a fixed integer greater than 2 and
|k| < |2|. Letr < 1,0 be nonnegative real numbers and f: A — X be
an odd mapping such that f(1) =0 and

(@) + £0) + ef (@) + f(e)d]| < [k
+0(all” + 61 + fled])  (1.2)

foralla,b,c,d € A. Then there exists a unique derivation D : A — X
such that

<a+b+cd>H

1£(a) — D(a)|| < ||"en I (acA). (1.3)

Theorem 1.3. Suppose that k is a fixed integer greater than 2 and
|k| < |2|. Letr > 1,0 be nonnegative real numbers and f: A — X be
an odd mapping such that f(1) =0 and

(@) + £(6) + ef (@) + fle)d]| < [k
+0(0lall + b+ lledl)  (14)

foralla,b,c,d € A. Then there exists a unique derivation D : A — X
such that

(a+b+cd>

1£(a) — D(@)|| < 2+|’|2' Olal (acA). (1.5)

Theorem 1.4. Suppose that k is a fixed integer greater than 2 and
k| < |2|. Letr < 3,0 be nonnegative real numbers and f : A — X be
an odd mapping such that f(1) =0 and

a+b+cd > H

(@) + F(0) +cf(d) + F(o)dl| < ||kf (F—
+ Ollall” ol fledll”  (16)

foralla,b,c,d € A. Then there exists a unique derivation D : A — X
such that

@) = D@ £ Grclal (@A) (17)
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Theorem 1.5. Suppose that k is a fized integer greater than 2 and
k| < |2|. Letr > %,0 be nonnegative real numbers and f : A — X be
an odd mapping such that f(1) =0 and

(@) + £(8) + ef (@) + f(e)d] < |kf (
+Ollall ™ol led])  (18)

foralla,b,c,d € A. Then there ezists a unique derivation D : A — A
such that

=

012"
2]

If(a) = D(a)| < o =llall”  (a € A). (1.9)
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ABSTRACT. In this paper inspiring the concept of p-Bessel se-
quences, p-controlled Bessel sequences are presented and showed
that in the case that 1 < p < 2 these two concept could replace
instead of each other.

1. INTRODUCTION

Controlled frames for spherical wavelets were first introduced in [2]
and the relation between controlled frames and standard frames were
developed in [1, 4, 5].

In this paper, motivated the concept of p-frames, we introduce p-
controlled frames on Banach spaces. In Section 2, we show that under
some strong condition the concept of p-Bessel sequences and controlled
p-Bessel sequences are equivalent. In other words, the equivalency of
these two concepts presented when 1 < p < 2, however the general case
1 < p < o0 is more desirable that we did not reach.

Throughout this paper GL(X) is denoted as the set of all bounded and
invertible operators on the space X.

A sequence {f;}2, C H is a frame for H if there exist 0 < A < B < o0
such that

AlFIP < DI P < BIFIP, f € H, (1.1)

1991 Mathematics Subject Classification. Primary 42C15; Secondary 42C40,
41A58.
Key words and phrases. p-frames; controlled p-frames; frame mappings.
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The constants A and B are called lower and upper frame bounds, re-
spectively. The sequence {f;}°; C H is a Bessel sequence for H, if
only the right hand inequality in (1.1) holds for all f € H.

Definition 1.1. Let {f;}3°, be a sequence of vectors in a Hilbert space
H and C, D € GL(H). Then {f;}3°, is called a frame controlled by C'
and D or (C, D)-controlled frame if there exist two constants 0 < A <
B < oo, such that

AllfIIP < Z<f, CHNDfi, f) < B||fI?, feH. (1.2)

If only the right inequality in (1.2) holds, then { f;}3°, is called a (C, D)-
controlled Bessel sequence. If A = B then {f;}°, is called a (C, D)-
controlled tight frame.

Definition 1.2. A sequence {g¢;};°, C X* is a p-frame for X (1 <p <
00) if there exist constants, 0 < A < B < oo such that

A||f||<Z|gz )I7) < BI|f]I- (1.3)

The sequence {g;}°, is called a p-Bessel sequence if only the right
inequality in (1.3) holds.

If {g:}2, € X* is a p-frame for X. Then two operators
U:X_>€p7 Uf {gl( )z 1

and
T:Eq—>X*, T{d}l 1—Zdigi7

is defined. The operator U is called the analysis operator and T' is
called the synthesis operator of {g;}52;. If {g;}2, is a p-frame (or just
a p-Bessel sequence) then U is a bounded operator and also 7.

2. MAIN RESULTS

In this section first the concept of (C, D)-controlled p-Bessel sequence
is introduced and then it is proved that under some suprising condition
1 < p <2 and sgn({f,Cg:;))sgn({f, Dg;)) > 0 for each f € X and
i € N, the concept of (C, D)-controlled p-Bessel sequence and p-Bessel
sequence is equivalent.

Definition 2.1. Let {g;}32, be a family of vectors in X*. Suppose that

C,D € GL(X™). The sequence {g;}°, is called a p-frame controlled
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by C' and D or (C, D)-controlled p-frame if there exist constants 0 <
A < B < oo such that for each f € X,

AP < IR Candyzally™® D1, Dgdl(Cai, )P~ sgnlf, Cgi)sgn(f, Dg)

i=1

< BfII” (2.1)

If only the right inequality in (2.1) satisfied, then {g;}32, is called a
(C, D)-controlled p-Bessel sequence.

Proposition 2.2. Let1 < p < 2. Suppose that sgn((f, Cg;))sgn((f, Dg:)) >
0 for each f € X and i € N. Then the sequence {g;}5°, C X* is a

(C, D)-controlled p-Bessel sequence if and only if it is a p-Bessel se-
quence.

Proof. Suppose that {g;}:2, is a (C, D)-controlled p-Bessel sequence.
Then by (2.1)

Q- HCai F)P)roo, feX.

Suppose that there exists 0 # fy € X such that for each M > 0
- 1
O KCai, fo)lP)r > M. (2:2)
i=1

Consider Y 2 [{fo, Dgi|)|{Cgi, fo) [P~ sgn{fo, Cgi)sgn(fo, Dg;) = K. Then
three cases may happen:

(i) K = oo.
(i) 0 < K < o0.
(iii) K = 0.

Since 1 < p < 2, the cases (i) and (ii) is a contradiction with (2.1) and
(2.2).

(iii) If K =0, then sgn(f,Cg;)sgn(f, Dg;) = 0, which is a contradic-
tion.

Therefore (3 .2, [(Cygs, f)IF)» < oo, f € X. So similar to the proof of
Lemma 3.1.1 in [3], there exists B’ > 0 such that (>".°, |(gz~,f)|p)% <
B'|lfll, f € X. Now suppose that {g;}32, is a p-Bessel sequence with
bound B for X. Since 1 < p < 2, we have

{(f, Ca}yill;™ < BEPICTfI*P, f € X. (2.3)
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Also since %—i—% = Ll and sgn({f, Cg;))sgn({f, Dg;)) > 0 for each f € X
and i € N, we have

Z [(f, Dg)l{Cgi, /P sgn(f, Cgiysgn(f, Dg)

=1

[(f, Dgi){f,Cgi)||{Cgs, f)IP~>

S !<f, Dgi)l[{Cg, f)IP

Z!ngz\p%ZIng, P)a

< BpHD fllic=rle, feX.
Therefore by (2.3) and above equations for each f € X we have

||M8 ||Mg

(/. Cyg:) ?&Hfﬁ”Zl(f, Dgi)l[{Cgi, [)P~ sgn((f, Cgi)sgn({f, Dg:))

< BIDIIICIf1I*.
0

3. FURTHER REMARKS

The equivalency of p-Bessel sequences with (C, D)-controlled p-Bessel
sequences is our aim in this paper that we just obtain it in the case of
1 < p < 2, however the general case 1 < p < oo is more desirable that
we did not reach and it remains as an open question.
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ABSTRACT. In this paper we establish some new best proxim-
ity theorems in partially ordered non-Archimedean fuzzy metric
spaces. Moreover, we deduce some new fixed point results.

1. INTRODUCTION

Ran and Reurings [I] initiated the study of the existence of fixed
points in partially ordered sets with applications to matrix equations.
Recently many researchers presented some new results for nonlinear
contractions in partially ordered metric spaces (see for instance [2] and
the references therein). Paknazar in [3], introduced some new classes
of proximal contraction mappings and established best proximity point
theorems for such kinds of mappings in a non-Archimedean fuzzy met-
ric space. In this paper, as an application of that results we present

some best proximity and fixed point results in such spaces.

Here we recall some basic consepts used in the following.
If (X, <) is a partially ordered set and 7" : X — X is such that, for all
x,y € X with x <y implies Tx < Ty, then the mapping 7T is said to
be non-decreasing.

1991 Mathematics Subject Classification. Primary 47H10; Secondary 54H25.
Key words and phrases. fuzzy metric space, best proximity point, Partially
ordered.
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Definition 1.1. (Schweizer and Sklar [1]) A binary operation * :
[0,1] x [0,1] — [0,1] is called a continuous t-norm if it satisfies the
following assertions:

(T1)  is commutative and associative;

(T2) * is continuous;

(T3) a*x1=aforall ael0,1];

(T4) axb < c*dwhen a <cand b <dwith a,b,c,d € [0,1].

Definition 1.2. (George and Veeramani [5]) A fuzzy metric space is an
ordered triple (X, M, x) such that X is a nonempty set, x is a continuous
t-norm and M is a fuzzy set on X x X x (0, +00) satisfying the following
conditions: for all x y, z€ X and t,s >0,

(F1) M(z,y,t) >
(F2) M(z,y )—11fandonly1fa:—y,
(F3) M(z,y,t) = M(y,z,1);
(F4) M(z,y,t)x M(y,z,s) < M(z,z,t+ s);

(F5) M(x,y,-): (0,400) — (0,1] is left continuous.
If we replace (F4) by M (x,y,t)* M(y, z,s) < M(x, z, max{t, s}), then
the triple (X, M,x) is called a non-Archimedean fuzzy metric space.
Note that, each non-Archimedean fuzzy metric space is a fuzzy metric
space.

2. MAIN RESULTS

In this section we are going to present some best proximity and fixed
point results in partially ordered non-Archimedean fuzzy metric spaces.

Definition 2.1. Let A and B be nonempty subsets of a partially or-
dered fuzzy metric space (X, M, x, <). A mapping T : A — B is said to
be proximally ordered-preserving if, for all xq, x9, uy,us € A and t > 0,

15 j T2,
M (uy, Txy,t) = M(A, B,t), = u; = us.
M(U27 TZL‘Q, t) = M(A, B, t)
Clearly, letting A = B, then, if T : A — A is proximally order-
preserving, then 7' is a non-decreasing mapping.

Definition 2.2. Let A and B be nonempty subsets of a partially or-
dered fuzzy metric space (X, M,x,<). Let T : A — B be a non-self
mapping. We say that T is an ordered @-w-proximal contractive map-
ping if, for all z,y,u,v € A and t > 0,

), = e(M(u,0,1)) < w(t)p(M(z,y,t)),
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where ¢ € ® and w : (0, +00) — (0, 1) is a function.

Definition 2.3. Let A and B be nonempty subsets of a partially or-
dered fuzzy metric space (X, M,x,=). Let T : A — B be a non-self
mapping. We say that T is an ordered ¢-proximal contractive mapping
if, for all z,y,u,v € Aand t > 0,

T2y,
M(u, Tz, t) = M(A, B,t), = M(u,v,t) > M(z,y,t) + ¢(M(x,y,t)),
M(UaTyvt) = M(Aant)

where ¢ : [0,1] — [0, 1] is continuous and ¢(s) > 0 for all s € (0,1).

Theorem 2.4. Let A and B be nonempty closed subsets of a complete
partially ordered non-Archimedean fuzzy metric space (X, M, *, <) such
that Ao(t) is nonempty for allt > 0. Let T : A — B be a non-self
mapping satisfying the following assertions:
(i) T is proximally order-preserving and T'(Ao(t)) C Bo(t), Vt > 0;
(ii) T is an ordered p-w-prozimal contractive mapping;
(iii) of {yn} is a sequence in By(t) and x € A, such that M (z,yn,t) —
M (A, B,t) as n — 400, then x € Ay(t), Vt > 0;
(iv) there exist xg,xy € Ao(t) such that ¥Vt > 0 when xy = x,
M(.xl, Tﬁ[‘o, t) = M(A, B, t),
(v) if {z,} is an increasing sequence in X such that x, — x as
n — +oo, then x, = x for alln > 1.

Then there exists x* € A such that M (z*, Tx*,t) = M (A, B,t), Vt > 0.

Proof. All of the conditions of Theorem 2.6 in [3] hold. So T" has a best
proximity point and this completes the proof. O]

Corollary 2.5. Let A and B be nonempty closed subsets of a complete
partially ordered non-Archimedean fuzzy metric space (X, M, x, <) such
that Ao(t) is nonempty for allt > 0. Let T : A — B be a non-self
mapping satisfying the following assertions:
(i) T is prozimally order-preserving and T'(Aq(t)) C Bo(t), ¥t > 0;
(ii) T is an ordered p-w-proximal contractive mapping;
(iil) if {yn} is a sequence in By(t) and x € A, such that M (z,yn,t) —
M (A, B,t) as n — 400, then x € Ay(t), Vt > 0;
(iv) there exist xg,x1 € Ag(t) such that such that ¥t > 0 when
xg X w1, M(x1,Txo,t) = M(A, B, t);
(v) if {xn} is an increasing sequence in X such that x, — z as
n — +oo, then there is a subsequence {xy,} with xy, = x for
alln > 1.

Then there exists x* € A such that M (z*, Tx*,t) = M(A, B,t), ¥t > 0.
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Here we deduce the following fixed point results from the above best
proximity results.

Theorem 2.6. Let (X, M,*, =) be a complete partially ordered non-
Archimedean fuzzy metric space and T : X — X be a self-mapping
satisfying the following assertions:
(i) T is a non-decreasing mapping;
(ii) T is an ordered p-w-contractive mapping;
(iii) there exists xog € X such that xo =< Txo;
(iv) if {x,} is an increasing sequence in X such that x, — x as
n — +oo, then x, < x for alln > 1.

Then T has a fized point in X.

Theorem 2.7. Let (X, M, *,=X) be a complete partially ordered non-
Archimedean fuzzy metric space and T : X — X be a self-mapping
satisfying the following assertions:
(i) T is a non-decreasing mapping;
(ii) T is an ordered ¢-contractive mapping;
(iii) there exists xog € X such that xo < Tzo;
(iv) if {z,} is an increasing sequence in X such that x, — x as
n — +oo, then x, < x for alln > 1.

Then T has a fixed point in X.
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ABSTRACT. A class of explicit Runge-Kutta methods for numer-
ical solution of SDEs is described. These schemes are derivative-
free. The order conditions that this class of stochastic Runge-Kutta
methods must satisfy to have weak order two is obtained. Exam-
ples of the second-order explicit Runge-Kutta methods of this class
are shown. Numerical examples are presented to support the the-
oretical results.

1. INTRODUCTION

Stochastic Differential Equations can describe realer models because
of inserting the noise term in Ordinary Differential Equations. Since
many of physical systems have no analytic solution, numerical schemes
must be developed to obtain exact and efficient solutions.

A scalar Ito SDE is of the form

dXt = Cl(t, $t)dt + b(t, Xt)th, Xto = Xy (11)

where a,b : [to,T] x R — R are the drift and diffusion coefficients,
{Wi}to<t<T represents a one-dimensional standard Wiener process and
the initial value zy € R is nonrandom. Suppose that SDE (1.1) satisfies
conditions that is required for existence and uniqueness of solution [2].

1991 Mathematics Subject Classification. Primary65U05; Secondary 60H10.
Key words and phrases. stochastic differential equations, Runge-Kutta methods,
weak method, explicit method.
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2. RUNGE-KUTTA METHODS FOR SDES

In this section we generalize the methods that are given in [1] and we
propose the following form to obtain stochastic Runge-Kutta methods.

Xn+1 = Xn + (OélKo + a2K1 + OégKQ)A + S()F + SlA + SQQ, (21)

with

Ky = a(tnaXn)a

S[) - b(tn,Xn>,

K1 = CL(tn + M()A, Xn +_)\0K0A + S(]L), (2 2)

S1 = b(tn + l, X, + M KoA + SoM), '

Ky = a(tn + poA, Xn + QO()K()A + S()N),

So = b(t, + pol, Xy, + GoKoA + SoQ),
where I', A, Q, L, M, N and @ are random variables of mean-square
order % We seek values for the constants and conditions on these
random variables in order to the scheme has order two in the weak
sense. For this task we write weak second-order expansion of scheme
first and then we compare it with simplified order two Taylor scheme
[3]. With this comparison, we have following theorem:

Theorem 2.1. Suppose the coefficients a and b of the SDE (1.1) are
continuous, satisfy both Lipschitz and linear growth bound conditions

in x, and belong to @22, The Runge-Kutta scheme (2.1)-(2.2) has

order two in the weak sense if the following conditions hold:

(05} -+ (6] -+ g3 = 1,
Qaofly + ai3pg = %1, (2.3)
Qoo + azpo = 3,

(2)
2 o A2y 1 A2
Ao L? 4+ azN?) = 5 A%, (2.4)

A(aoL + asN) 2 LAAW,,

P+ A+Q2AW,,

(oA + o)A 2L IAAW,,

(oA + Go)A 2 LAAW,, (2.5)
MA+ Q2 L(AW, ) — A),

M2A + Q2 LAAW,,
)

(o MA + poQQ)A =0,

RoMA + 2,02 A 20,
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Now, we can find two follwing schemes that satisfy above order con-

ditions:

Method SRK1

1 1
Xpr1 = Xn+ = (Ko + 2K, + Ky)) A+ Z(250 + 51 + S9) AW,

6
1 (AW,)?
+Lis, - s(va - A2y
4< 2 1)( \/Z )
with
KO = a(tna Xn)a
SO - b(tn7Xn)7

Ki =a(t, + 1A, X, + LKA + (2 F YO AW, 5),
S =b(t, + A, X, + KoA +VASy),

Ky = alt, + A, X, + KoA + 2 £ 28AW,S)),

Sy = b(t, + A, X, + KA — VASy).

Method SRK2

1 1
XnJr]_ - Xn —|— Z_l(KO —|— Kl + 2K2>A —|— Z<2SO + Sl —|— SQ)AWn

with

1 (AW,)?
+1(S2 = S)(VA =)
K() = (l(tn,Xn>,
SO = (tna Xn)a
K1 = a(tn + %A, Xn + %K()A),
S1=b(t, + A, X, + KoA +VASy),
Ky =a(t, + 3A, X, + 3KoA + AW,.S)),
t

Sg = b( n+A,Xn+KQA - \/ZS(D

3. NUMERICAL EXAMPLES

We compare methods SRK1, SRK2 with method that proposed by
Platen [1]. We consider the nonlinear SDE

1
dX, = (gxt”3 +6X%)dt + X Pdw,, Xy =1, (3.1)

with exact solution X, = (2¢ + 1 + %t)3.

We approximated the first moment of the solution at point t = 1 via
5000 independent trials. The exact value is E[X;| = 28. The results,
summarized in Table 1. We consider also speed of methods and sum-
marize time of evaluations as CPU-time in Table 2.
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TABLE 1. Errors and standard deviations in the approx-
imation of E[X;] in (3.1).

PLATEN SRK1 SRK2
A | error |st. d || error |st. d || error | st. d
27115874 6.11 |[ 5.197 | 6.26 || 5.291 | 6.24
27212.182] 7.99 || 1.845| 8.09 || 1.888 | 8.08
2731 0.772] 8.71 [ 0.649 | 8.75 || 0.664 | 8.75
51
2 5

0.229 1 9.23 ] 0.191 | 9.24 || 0.196 | 9.24
0.029 | 9.17 || 0.019 | 9.17 | 0.020 | 9.17

TABLE 2. CPU-time of evaluations in Table 1.

[ A TPLATEN| SRKI | SRK2 |

T10.078125 | 0.062500 | 0.062500
~211 0.109375 | 0.140625 | 0.125000
31 0.171875 | 0.296875 | 0.281250
—4 | 0.359375 | 0.453125 | 0.453125
—2 11 0.718750 | 0.921875 | 0.921875

4. CONCLUSIONS

In this paper we obtained the conditions that proposed stochastic
Runge-Kutta method must satisfy to have order two in the weak sense.
Results shows that errors obtained by methods SRK1 and SRK2 are
less than those by Platen scheme for each step size. Also, CPU-time
in large step size for these schemes is less than those by Platen scheme
but not in smaller step size because of an extra stage.
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ABSTRACT. Let B(X) be the algebra of all bounded linear
operators on infinite-dimensional complex Banach space X.

For T € B(X) and A € C, let Xp({A}) denotes the local spectral
subspace of T associated with {\}. We investigate the form of all
maps @1 and ¢g on B(X) such that, for every T and S in B(X),
the local spectral subspace of T'S and ¢1(T")p2(S) are the same
associated with singleton set {A}. Also, we obtain some interesting
results in direction when X = C".

1. INTRODUCTION

Throughout this paper, Let B(X) be the algebra of all bounded
linear operators on infinite-dimensional complex Banach space X and
its unit will be denoted by I. For any vector zg € X, let B,,(X) be the
collection of all operators in B(X') vanishing at xy. The local resolvent
set, pr(z), of an operator T' € B(X) at some point € X is the set of
all A € C for which there exists an open neighborhood U of A in C and
a X-valued analytic function f : U — X such that (ul —7T)f(n) = x
for all u € U. The complement of local resolvent set is called the local
spectrum of T" at x, denoted by or(z), and is obviously a closed subset
(possibly empty) of o(7'), the spectrum of T'. For every subset F' C C

1991 Mathematics Subject Classification. Primary 47A11; Secondary 47A15,
47B48.
Key words and phrases. Local spectral subspace, linear preservers, Rank-one
operator, surjective linear map.
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the local spectral subspace X (F') is defined by
XT(F) = {iL‘ € X: O'T<£L‘> Q F}
Clearly, if Fy C Fy then Xp(Fy) € Xp(Fy). For more information

about these notions one can see the book [1].

The problem of describing linear or additive maps on B(X) pre-
serving the local spectra has been initiated by Bourhim and Ransford

in [5], and continued by several authors; see for instance [3] and the
references therein. Motivated by the result from the theory of linear
preservers proved by Jafarian and Sourour [7], Dolinar et al. [0], char-

acterised the form of maps preserving the lattice of sum of operators,
they showed that maps (not necessarily linear) ¢ : B(X) — B(X) sat-
isfy Lat(¢(A) + ¢(B)) = Lat(A+ B) for all A, B € B(X), if and only
if there is a non zero scalar a and a map ¢ : B(X) — K such that
©(A) = aA + ¢(A)I for all A € B(X). Recall that X1 (), the local
spectral subspace of T" associated with a subset €2 of C, is an element of
Lat(T), so one can replace the lattice preserving property by the local
spectral subspace preserving property.

In [2], Benbouziane et al. characterized the forms of all maps preserv-
ing the local spectral subspace of sum, difference, product and triple
product of operators associated with a singleton.

For a vector x € X and a linear functional f in the dual space X* of
X, let x ® f stands for the operator of rank at most one defined by

(z® fly=fly)r, VyeX.

We denote Fi(X) the set of all rank-one operators on X and N;(X)
be the set of nilpotent operators in F;(X). Note that x ® f € Ny (X)
if and only if f(xz) = 0.

The following lemma gives an explicit identification of local spectral
subspace in the case of rank-one operator.

Lemma 1.1. [5] Let R € F1(X) be a non-nilpotent operator, and let \

be a nonzero eigenvalue of R. Then Xg(0) = ker(R) and
Xr({A}) = Im(R).

The nonzero local spectrum of 7' € B(X) at any xy € X is defined by

oh(z0) = { [0} if or(eo) = {0},
7(Zo or(T)\ {0} if or(xo) # {0}.

Lemma 1.2. [1] For a nonzero vector vy € X and a nonzero operator

R € B(X), the following statements are equivalent.
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(a) R has rank one.
(b) ot (o) contains at most one element for all T € B(X).

In this paper, we investigate the form of all maps ¢; and p9 on B(X)
such that, for every T and S in B(X), the local spectral subspace of
TS and 1 (T)p2(S) are the same associated with the singleton set {A}.

2. MAIN RESULTS
The following Lemma is a key of the proofs coming after.

Lemma 2.1. [2] Let x be a nonzero vector in X and T, S € B(X). If
Xr({A}) = Xs({A}) for all X € C. Then, or(z) = {u} if and only if
os(z) = {p} for all p € C.

This theorem will be useful in the proofs of the main results.

Theorem 2.2. [2] Let T, S € B(X). The following statements are
equivalent.

(H)T=S5

(2) Xrr({A}) = Xsr({A}) for all A € C and R € Fi(X).

Theorem 2.3. If two surjective linear maps ¢1 and @y from B(X)
onto B(X) satisfy

X‘Pl(T)SO2(5)({/\}) = XTS({)‘})7 v T’ S € B(X)’ viaeC

then vy maps By, (X) onto B,,(X) and there exist two bijective linear
mappings A X — X and B : X — X such that

pu(T) = ATB, (T € B(X)),

and
902(T) = BilTAilv (T ¢ B:ro (X))

Proof. We break down the proof of Theorem into several steps.

Step 1. ¢y is bijective.

Step 2. ¢ preserves rank one operators in both directions.

Step 3. @2(on(X)) = Baco(X)

Step 4. There are bijective linear mappings P : X — X and @ : X* —
X* such that p1(z ® f) = Pr @ Qf for all z € X and f € X*.

Step 5. For any x € X and f € X*, we have f(z) = (Qf)(p2(I)Px)
Step 6. P is continuous and (1) is invertible.

Step 7. @o(T) = B™'TA™! for all T ¢ B,,(X)), where A = a~'P for
some nonzero scalar a € C and B = (po(1)A) .

Step 8. ¢1(T") = AT B for every T' € B(X). O
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In the case X is a finite dimensional space, we have a good descrip-

tion of the concepts involved in local spectral theory; see for instance
[8]. Let M, (C) denote the algebra of all n x n complex matrices, and
for any vector zg € C", let M,, ,,(C) be the collection of all matrices in
M,,(C) vanishing at z.
Remark. [3]. Let T' € M, (C) and Ay, Ay, ..., A, be the distinct eigen-
values of T and denote by Ey, E, ..., E, the corresponding root spaces.
Wehave C"=E, @& E,®d .. D E, and T =T, 0T, P ... ®T, where T;
is the restriction of T' to E;. It follows that for every x € C,

or(x) = J{on(Px): 1<i<r}={\: 1<i<rP(z)#0}

where P; : C" — FEj is the canonical projection.

However, if X = C", then the surjectivity ¢; and @9 in Theorem 2.3
is redundant, as is shown by our next result.

Theorem 2.4. Two maps 1 and @3 on M, (C) satisfy
Xépl(T)Lpg(S)({A}) = XTS({/\}) A T, S e Mn(C), vieC

if and only if o maps M, .,(C) into itself and there are two invertible
matrices A and B in C" such that

p1(T) = ATB, (T € M,(C)),

and
(:02(T> = BilTAil? (T ¢ Mn,:}co (C))
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ABSTRACT. Let B(X) be the algebra of all bounded linear oper-
ators on Banach space X. For T' € B(X), let X7 ({0}) denotes
the local spectral subspace of T associated with {0}. We describe
surjective linear maps ¢ on B(X) that satisfy

Xor({0}) = X7 ({0}), VT eQ(X).
Furthermore, we characterize maps ¢ (not necessarily linear nor
surjective) on B(X) which satisfy X, 7)_o5)({0}) = X7_5({0})
for every T, S € B(X) which T — S € Q(X).

1. INTRODUCTION

Linear preserver problems, in the most general setting, demand the
characterization of linear maps between algebras that leave a certain
property, a particular relation, or even a subset invariant. This subject
is very old and goes back well over a century to the so-called first linear
preserver problem, due to Frobenius [0], that determines linear maps
preserving the determinant of matrices. Given a Banach space X over
the complex field C, we shall denote by B(X) the algebra of all linear
bounded operators on X and its unit will be denoted by I. The local
resolvent set, pr(z), of an operator ' € B(X) at some point x € X
is the set of all A € C for which there exists an open neighborhood

1991 Mathematics Subject Classification. Primary 47B49; Secondary 47A10,
47B48.
Key words and phrases. Local spectral subspace, Linear and Nonlinear pre-
servers, Rank-one operator, Single-valued extension property.
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U of X in C and a X-valued analytic function f : U — X such that
(ul—=T)f(n) = x for all p € U. The complement of local resolvent set is
called the local spectrum of T" at z, denoted by or(x), and is obviously
a closed subset (possibly empty) of o(7T'), the spectrum of T". The local
spectral radius of 7" at z is given by r¢(z) := limsup, . | T™(z)| ",
and coincides with the maximum modulus of o7 (z) provided that T'
has the single-valued extension property. We recall an operator T €
B(X) is said to have the single-valued extension property (henceforth
abbreviated to SVEP) provided that for every open subset U of C, the
equation
(Wl =T)f(p) =0, Vuel,

has no nontrivial analytic solution f. The set of all operators in B(X)
which have the single-valued extension property will be denoted by
Q(X). It is easily verified that 7" € B(X) has the single-valued ex-
tension property if no nonempty open subset of C is contained in the
point spectrum of 7. In particular, T € Q(X) if T has no eigenvalues
or if the spectrum of T is nowhere dense in C. The notion of SVEP
at a point dates back to Finch [5]. For every subset F' C C the local
spectral subspace Xr(£2) is defined by

Xr(Q) = {z € X : op(x) C Q).

Clearly, if €; C Qy then X7(Q) € X7(£3). For more information
about these notions one can see the books [1], [7].

Recently, there has been an upsurge of interest in linear and nonlinear
local spectra preserver problems, which demand the characterization of
maps on matrices or Banach space operators that leave the local spectra
invariant. Bourhim and Ransford were the first ones to consider this
type of preserver problem, characterizing in [1] additive maps on the
algebra of all linear bounded operators on a complex Banach space
X that preserve the local spectrum of operators at each vector of X.
Their results cleared the way for several authors to describe maps on
matrices or operators that preserve local spectrum and local spectral
radius; see, for instance, the last section of the survey article [3] and
the references therein.

For a vector x € X and a linear functional f in the dual space X*
of X, let z ® f stands for the operator of rank at most one defined by

(z@ fly = f(y)r, VyeX.

We denote Fi(X) the set of all rank-one operators on X and N;(X)

be the set of nilpotent operators in F;(X). Note that x ® f € Ny (X)
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if and only if f(x) = 0.

The first lemma summarizes some known basic properties of the local
spectrum.

Lemma 1.1. [I], [7] Let X be a Banach space and T € B(X). For
every x,y € X and a scalar o € C the following statements hold.

(a) If T has SVEP, then or(x) # 0 provided that x # 0.

(b) or(ax) = or(z) if a« # 0, and our(x) = aop(x).

(¢) If Tx = Az for some X € C, then op(x) C {A}. If, further, x # 0
and T has SVEP, then op(x) = {\}.

(d) If S € B(X) commutes with T, then op(Sx) C or(x).

(e) orn(z) = {or(x)}" for all z € X and n € N.

We require the following elementary properties of local spectral sub-
space.

Lemma 1.2. [I] Let T € B(X) and F C C, then Xp(F) is a T-
hyperinvariant subspace of X, and

(T — M) X7p(F) = Xp(F) V A e C\F.
The following Lemma is a key of the proofs coming after.

Lemma 1.3. [2] Let x be a nonzero vector in X and T, S € B(X). If
Xr({A}) = Xs({A}) for all X € C. Then, or(z) = {u} if and only if
os(x) ={u} for all p € C.

In this paper, we describe surjective linear maps ¢ on B(X) that
satisfy
X ({0}) = Xr({0}), VT eQ(X).
Furthermore, we characterize maps ¢ (not necessarily linear nor sur-
jective) on B(X) which satisfy X, )—e(5)({0}) = Xp_g({0}) for every
T,S € B(X) which T — S € Q(X).

2. MAIN RESULTS

The following lemma gives an explicit identification of local spectral
subspace in the case of rank-one operator.

Lemma 2.1. [1] Let R € F1(X) be a non-nilpotent operator, and let \
be a nonzero eigenvalue of R. Then

Xr({0}) = ker(R) and Xr({\}) = Im(R).

The following Lemma is a key of the proofs next theorem.
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Lemma 2.2. Let p : B(X) — B(X) be a surjective linear map. If
satisfies one of the following assertion:

(a) X ({0}) € Xr({0}), ¥ T € Q(X)

(b) X7({0}) € Xy ({0}, VT € Q(X)

then there exists a nonzero scalar A € C such that p(I) = A\, where I
stands for the identity operator on X.

Theorem 2.3. Let ¢ : B(X) — B(X) be a surjective linear map.
Then the following assertions are equivalent.

(a) X ({0) € Xr({0}), VT €Q(X)

(b) Xr({0}) € Xy ({0}). VT € Q(X)

(c) there exists a nonzero scalar X € C such that p(T) = AT, for all
T e Q(X).

In the following lemma and theorem we give a concrete form of maps
that preserve the local subspace of the difference of two operators as-
sociated with {0}.

Lemma 2.4. Let ¢ : B(X) — B(X) be a map which satisfies
Xom)—ps)({0}) = Xp_s({0}) for every T,S € B(X) which T — S €
Q(X). Then for every nonzero scalar N € C, there exists a nonzero
scalar py € C such that o(N) = puxI + ¢(0).

Theorem 2.5. Let ¢ : B(X) — B(X) be a map. Then the following
assertions are equivalent.

(a) Xory—p(s)({0}) = Xr_s({0}) for every T, S € B(X) whichT—S €
Q(x)

(b) there exists a nonzero scalar A € C such that p(T) = X\T + (0),
for all T € Q(X).
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ABSTRACT. In this paper, we recall the notion of Karcher mean
in Hadamard spaces and prove every almost periodic sequence in
a Hadamard space is almost convergent.

1. INTRODUCTION

Lorentz in [?] characterized almost convergent scalar sequences in
terms of the concept of uniform convergence of the Vallee-Poussin
means, i.e., the uniform convergence of %Z?:_Ol Tpyi respect to k, as
n — oo, for the scalar sequence {x,}. In [?, 7] we see that every
almost periodic scalar sequence is almost convergent. Kurtz in [?] ex-
tended this result to the almost periodic vector sequence in Banach
spaces. In this paper, we prove almost convergence (respect to the

defined mean) of the almost periodic sequences in Hadamard spaces.

2. PRELIMINARIES

Let (X, d) be a metric space, a geodesic segment (or geodesic) be-
tween two points xg,z; € X, is the image of isometric mapping v :
[0, d(z0, 21)] — X, withv(0) = zo,v(d(z0, 1)) = z1 and d(y(t), y(t')) =
|t —t'| for all ¢, € [0,d(xg,x1)]. A metric space (X, d) is said to be a
geodesic metric space if every two points of X are joined by a geodesic

1991 Mathematics Subject Classification. Primary 40A05; Secondary 40J05.
Key words and phrases. Hadamard space, Karcher mean, almost periodic, almost
convergence.
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and it is said to be uniquely geodesic if between any two points there is
exactly one geodesic that for two arbitrarily points zg, x1 denoted with
[, z1]. All points in [z, ;] are denoted by x; = (1 —t)xo @ ta; for all
t € [0, 1], where d(x;, zo) = td(zo, 1) and d(xy, x1) = (1 — t)d(xg, z1).
A function f: X — R is said to be convex on the uniquely geodesic
metric space X if for all z,y € X and all X € [0, 1],

F(A=Nz @ y) < (1=X)f(z)+ A (y),

also f is said to be strongly convex with parameter v > 0 if for all
z,y € X and all A € [0, 1],

F((L=XNzay) <(L=Nf(x)+ M (y) = A1 = A)yd®(z,y).

A uniquely geodesic metric space (X, d) is a CAT(0) space if and only
if the function d?(z, ), for all x, is strongly convex with v = 1, i.e., for
every three points xg, 21,y € X and all 0 <t < 1,

d*(y, 7)) < (1 —t)d*(y, zo) + td*(y, x1) — t(1 — t)d*(z0, 71),

where z; = (1 — t)zg @ tx; for every t € [0, 1].

A CAT(0) space is uniquely geodesic. A complete C'AT(0) space is
said to be Hadamard space. From now, we denote every Hadamard
space by . Any lower semicontinuous (shortly, Isc), strongly convex
function in a Hadamard space has a unique minimizer.

Definition 2.1. Given a finite number of points zg,...,z,_1 in a
Hadamard space, we define the function

n—1
1
() == ) & (i), 2.1
Fole) = 5 X ) (21)
and for the points xy, - , Zr1n_1, we define the function
1 n—1
Fulx) = i ;d2($k+i,x)- (2.2)

From [?, Proposition 2.2.17] we know that these functions have unique
minimizers. For F,(z) (resp. F¥(x)) the unique minimizer is denoted

by 0, (%o, . .., Tn_1) or shortly, o, (resp. o¥(xy, ..., Trin_1) or shortly,
o) and it is called the mean of xg,..., T, 1 (resp. Tp,...,Thin_1)-
These mean is known as the Karcher mean of xzg,...,7,_1
(resp. Tg,. .., Tpin_1) (see [?]).

The following lemma is a consequence of [?, Lemma 2.7] that we

need it to prove the main results.
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Lemma 2.2. Let {x,} be a sequence in Hadamard space 7€. Then for
o¥ defined as the above, for each y € 3 and k > 1, we have:

-1

1 n—1
d2<07li,y) < ﬁzodz Thtirs Y Z karz? n
i=

=0
3. MAIN RESULTS

Definition 3.1 (Periodic and Almost Periodic Sequences). Let {x,}
be a sequence in metric space (X, d), we call this sequence is periodic
with the period p (or p—periodic) if there exists a positive integer p
such that x,., = x, for all n. Also, we call it almost periodic if for
cach € > 0 there are natural numbers L = L(e) and N = N(e) such
that any interval (k, k+ L) where k > 0 contains at least one integer p
satisfying
d(Tygp, Tn) < €, Vn > N.

We need the following lemma for proving almost convergence of al-
most periodic sequences in Hadamard spaces.

Lemma 3.2. (see [?]) Let (#,d) be a Hadamard space and {f¥}in
be a sequence of convex functions on . If {xF}i, is a sequence
of minimum points of {f*} . and x is the unique minimizer of the
strongly convex function f, satisfying:
(I) the sequence {f*} is pointwise convergent to f as n tends to
infinity uniformly in k > 0,
(I1) limsupsup (f(ay) — fii (27,)) <0,

n—oo k=0

then ¥ converges to x uniformly in k >0 as n — .

Theorem 3.3. Let {x,} be an almost periodic sequence in Hadamard
space F. Then the sequence {x,} is almost convergent.

Sketch of the Proof. Since {x,} is almost periodic, it is easy to
check that for each x, {d(z,,x)} is almost periodic, also clearly for
each z, {d*(z,,r)} is almost periodic. We know that the scalar se-
quence {d?*(x,, )} is almost convergent for all z € 5 [?]. Define:

n—1
1
Hx) = - ;dZ(a:kH,x), (3.1)
and

1 n—1

F(x):= lim =Y d*(zp, ) uniformly in k& > 0. (3.2)
n—oo 1
i=0
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Almost convergence of {d?(z,,z)} for any = € J# shows that (3.2) is
well defined. By the strong convexity of d*(-, z), the functions F* and
F are strongly convex and therefore have unique minimizers o and o
respectively. We can show that assumption (II) of Lemma 3.2 holds,
then F* and F satisfy all assumptions of Lemma 3.2 and hence, {x,}

is almost convergent to o. U

Every N-periodic sequence is almost periodic and by the previous
theorem, it is almost convergent. We prove that it almost converges to
the mean of its IV first points.

Theorem 3.4. Let {x,} be a N—periodic sequence in Hadamard space
. Then the sequence {x,} is almost convergent to oy.

Sketch of the Proof. In Definition 2.1, we see that o,, or the Karcher

mean of zg, -+ ,Z,_1 is the unique minimizer of the function (2.1) and

k

o, or the karcher mean of zy,---,2xy,—1 is the unique minimizer of

the function (2.2). By Lemma 2.2, we have:

1 n—1 1 n—1
d*(ay,0n) < - ;dQ(ﬂﬁkH,UN) - ;d2($k+i705)-

Without loss of generality, for all n we can suppose that n = tN + r,
0 < r < N. Now by N-—periodicity of the sequence {z,} and the
definition of o we obtain:

r

2( k 2
sup d (Un,O'N> < —sup sup d“(Thai, ON)-
k>0 N k>0 tN<G<tN+r—1

Now letting n — oo completes the proof. 0
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ABSTRACT. In this paper, we introduce orthonoramal and Riesz
bases for g-fusion frames and show that the weights have basic
roles. Next, we prove an effective theorem between frames and
g-fusion frames by using an operator.

1. INTRODUCTION

The Riesz basis has been defined in [2] by the image of orthonormal
bases with a bounded bijective operator, but for fusion and generalized
frames, there are different strategies [I, 4]. In this paper, we trans-
fer some common properties of g-frames to g-fusion frames which have
been defined by authors. Throughout this paper, H and K are separa-
ble Hilbert spaces and B(H, K) is the collection of all bounded linear
operators of H into K. If K = H, then B(H, H) will be denoted by
B(H). Also, 7y is the orthogonal projection from H onto a closed sub-
space V' C H and {H,} ey is a sequence of Hilbert spaces, where J is a
subset of Z. It is easy to check that if u € B(H) and V' C H is a closed
subspace, then ([3])

*

7Tv’lL*7TW = Tyu .

2010 Mathematics Subject Classification. Primary 42C15; Secondary 46C99,
41A58.
Key words and phrases. g-fusion frame, Dual g-fusion frame, gf-complete, gf-
orthonormal basis, gf-Riesz basis.
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We define the space % := (>, ©H;)s, by
A= {{fiYjer + i€ Hy, D NISIP < oo}, (1.1)

jel
with the inner product defined by
{HYAgh) =D (Fi93)-
j€l
It is clear that .77 is a Hilbert space with pointwise operations.

Definition 1.1. Let W = {W,},c; be a collection of closed subspaces
of H, {v;};er be a family of weights, i.e. v; > 0 and A; € B(H, H;) for
each j € J. We say A := (W;,A;,v;);er is a generalized fusion frame
(or g-fusion frame) for H if there exists 0 < A < B < oo such that for
each f e H

AlFIP <) willagmw, FIIP < BILfI® (1.2)
j€T

With the same method of Theorem 3.1.3 and 5.4.1 in [2], we can
prove the following results.

Theorem 1.2. A is a g-fusion Bessel sequence for H with bound B if
and only if the operator Ty is well-defined and bounded operator with

I < VB.
Theorem 1.3. A is a g-fusion frame for H if and only if

TA : % — H,
Th({fi}ies) = D vimw, AL f;
J€J

is a well-defined, bounded and surjective.

2. MAIN RESULTS

Definition 2.1. Let W = {W,},c; be a collection of closed subspaces

of H and j € J. We say that (W, A;);ey is a g-f-orthonormal bases for

H with respect to {v;}jey, if

(vimw, ] gi, vimw, Nigs) = 065(9i, 95) » 5 €T, g€ Hi, g5 € H,
(2.1)

SR Amw fIP =112, feH. (2.2)

JEJ

Definition 2.2. A = (W;, A;,v;);ey is called a g-f-Riesz basis for H if
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(1) A is g-f-complete,
(2) There exist 0 < A < B < oo such that for each finite subset
ICJandg; € Hj, jel,

A gl < |1 vimw, A ||” < B llgsl> (2.3)
J€el J€l jel

It is easy to check that if A is a g-f-Riesz bases for H, then the
operator T which is defined by

Ty : 9 — H
Ta({g;}jer) = Z UiTw; ]g]7
j€J

is injective.
Theorem 2.3. [5] Let A = (W, Aj,v;) ey be a g-fusion frame for H
and suppose that (2.1) holds. Then A is a g-f-orthonormal basis for H.
Theorem 2.4. [5] A is a g-f-orthonormal bases for H if and only if
(1) vjmw, A} is isometric for any j € J;
(11) D, EJU]WWA (H;)=H.

Corollary 2.5. Every g-f-orthonormal bases for H is a g-f-Riesz bases
for H with bounds A =B = 1.

Theorem 2.6. Let © = (W;,0,);e5 be a g-f-orthonormal bases with
respect to {v;}jer and A = (W;, Aj,v))jer be a g-fusion frame for H
with same weights. Then, there exists a surjective operator V € B(H)
such that Ajmy, = ©;mw, V* for all j € J.

Corollary 2.7. If A is a Parseval g-fusion frame for H, then V* is
1sometric.

Corollary 2.8. If A is a g-f-Riesz bases for H, then V is invertible.

Proof. Let Vf =0 and f € H. Since T} is injective and
V=Y vimw,A0mw, f =TaTsf,
jel
therefore, T f = 0. So, || f]|> = | T f]|* = 0, hence, f = 0. O

Corollary 2.9. If (W;,A))jer is a g-f-orthonormal bases for H with
respect to {v;};ey, then V is unitary.

Proof. By Corollaries 2.5 and 2.8, the operator V' is invertible. Let
f € H, we obtain

AP =D vl Aymw, £17 =D 1€mw, Ve FIIP = [V £,
jel jel
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Thus, VV* = idy and this means that V' is unitary. 0

Acknowledgements: We gratefully thank the referees for carefully
reading the paper and for the suggestions that greatly improved the
presentation of the paper.
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ABSTRACT. In this paper, we consider the Toeplitz determinants
Ty(1) = 1 — a3 and T»(2) = a3 — a3 defined for the coefficients of a
functions f which belongs to the classes M(a) and N («), for some
real a (a > 1).

1. INTRODUCTION

Let A the class of univalent functions of the form
f(z) :z—l—Zanz”, (1.1)
n=2

which are analytic in the open unit disk U = {z € C; |z| < 1}. Further,
by S we shall denote the class of all functions in A which are normalized
univalent in U.
SH. Owa and J. Nishivaki introduced the two subclass M(a) and NV («)
of analytic functions f(z) with f(0) =0 and f'(0) = 1 in U.
Let M(«) be the subclass of A consisting of functions f(z) which
satisfy the inequality
2f ()
Re{ 0 } <« (z € 1), (1.2)

1991 Mathematics Subject Classification. Primary 30C45.
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for some real o (a > 1).
And let N («) be the subclass of A consisting of functions f(z) which
satisfy the inequality

2f'(2)
f'(2)

Re{l + } <o (z € ), (1.3)
for some real o (a > 1)[3].

Toeplitz determinants are closely related to Hankel determinants [2].
That, Toelitz matrices have constant entries along the diagonal. Toeplitz
matrices have some applications in pure and applied mathematics[5].
Thomas and Halim in [!] introduced the symmetric determinant 7;(n)
for analytic functions f of the form 1.1 defined by,

Ay, Ap+1 cor Qpgg—1
An+1 (07% cor Qpgg—2
Ty(n) = geN\1, neN.
Aptqg—1 Opyg—2 - ap

In the particular cases
g=2n=1a=1and ¢g=2,n =2,
the Toeplitz determinant simplifies respectively to

Ty(1) =1 — a3, and Ty(2) = a5 — a;.

In this paper, we seek the bounds for the functional |1—a3| and |a3—a3|
for functions belonging to the two classes M(«a) and N («a), for some
real a (a0 > 1).

2. MAIN RESULTS
To prove our main resuts, we need follow lemma and theorems.
Lemma 2.1 ([!]). If the functionp € P is given by the following series,
p(2) =14+piz+p®+...
then
okl <2, (k=1,2,...)

where P be the class of functions with positive real part consisting of
analytic functions p : U — C satisfying p(0) = 1 and Re(p(z)) > 0[1].
Theorem 2.2 ([3]). If f(2) € M(«a), for some real o (o > 1), then

H;L:Q(j +2a —4)

(n—1)! ’
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Theorem 2.3 ([3]). If f(z) € N(«), for some real a (o > 1), then
[1j_o( + 20— 4)
n!

Our results for the bounds of |T3(1)| and |T»(2)] of functions f be-
longing to the classes M(a) and N («) are contained in:

Theorem 2.4. If f(z) € M(«a), then

la,| < , (n>2).

To(1)] = |1 —a3] <1+4(a — 1) (2.1)
and
1
T2(2)] = la3 — az] < 7(a = 1)*(16 + (4o — 2)%) (2.2)
Proof. With results of theorem2.2 and lemmaZ2.1, we have,
' (2)
a JR—
_ f(z)
p(z) = ———

for f(z) € M(«). Since,
af(z) = zf(2) = (@ = Dp(2) f(2),
which yields the following relations,

—as = (o — 1)py, (2.3)

—2a3 = (a — 1)(p2 + azpr1). (2.4)
Therefore,
1—ay =1~ (a—1)%i,

by using triangle inequality and lemma?2.1, we got desired estimate on
|T5(1)] as asserted in 2.1.
From 2.3 and 2.4, we obtain,

1
a; — a3 = 2= 1)*(4pt — (p2 + azpr)?), (2.5)
since,
[p2 + azpr| < da —2,
from 2.5, by using triangle inequality and lemmaZ2.1, we have,
1
a3 — a3 < Z(a —1)%(16 + (4o — 2)?),

this completes the proof of theorem. O
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Theorem 2.5. If f(z) inN(a). then,

(D) <1+ (= 1)% (2.6)
and
1
IT2(2)| < %(a —1)%(36 + (2 — 1)?). (2.7)
Proof. Similar to the proof of Theorem?2.4, we obtain desired estimate
on |T»(1)| and |T5(2)] as asserted in 2.6 and 2.7. O
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ABSTRACT. Let Q@ : C" ! — C be a homogenous polynomail
of degree 2. We consider the normalized extension of f to the
Euclidean unit ball B" C C" given by [®o(f)](z) = (f(z1) +

F(z1)Q(2),/f'(21)%), where z = (21,2) € B™. In this paper, we
show that under certain conditions, ®g(f) preserve almost starlike
mappings of complex order A.

1. INTRODUCTION
Let C™ be the vector space of n-complex variables z = (z1,...,2,)

with the Euclidean inner product (z,w) = > zzwy and Euclidean norm
k=1

|z]| = (2,22 The open ball {z € C" : ||z| < r} is denoted by B"
and the unit ball By by B". In the case of one complex variable, B!
is denoted by U. Let H(B",C™) denote the topological vector space
of all holomorphic mappings F' : B" — C", and let S,, C H(B",C")
denotes the family of normalized univalent (one-to-one) mappings. The
normalization is F(0) = 0, DF(0) = I,, where DF is the Fréchet
differential of F' and I, is the identity operator on C". Of course,
S1 = S is the classical family of schlicht mappings of U. Let Q,, denote

1991 Mathematics Subject Classification. 32H02, 30C45.
Key words and phrases. Roper-Suffridge extension operator, Biholomorphic
mapping, Almost starlike mapping.
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the set of all homogenous polynomials @) : C* — C of degree 2. That
is, Q(A\z) = N*Q(z) for all z € C" and A\ € C. It is well known that Q,

is a Banach space with the norm [|Q| = sup,ccn\ (o) %, Qe 9, A
map f € .9, is said to be starlike if the image is a starlike domain with
respect to 0. We denote the classes of normalized starlike mappings
on B"™ by S*(B™). The following notion of starlikeness of order o was
introduced in [1, 2].

Definition 1.1. Let f : B™ — C" be a normalized locally biholomor-
phic mapping and let « € [0,1). The mapping f is said to be starlike

rder o 1 e HZHZ o, Z n
oforder o it R (<[Df<z>1—1f<z>,z>)> = € B0}

Remark 1.2. (i) In the case of one complex variable, the above relation

is equivalent to Re (%) > « for z € U. Let S!(B™) be the set
of starlike mappings of order @ on B™. In the case n = 1, S¥(B?) is

denoted by S%. Note that if f € S*(B™), then

Re([Df(2)] " f(2),2) >0,  z€ B"\{0},
and thus f € S*(B") (see [3]).

The following notion of almost starlike mapping of complex order A
was introduced by Balaei and Nechita [1].

Definition 1.3. Let f be a normalized locally biholomorphic mapping
on B™, and let A € C, with ReA < 0. The function f is said to be an
almost starlike mapping of complex order A if

Re (1= MA{[Df(2)] 7 f(2).2)) > —Relz]?, =z € B"\{0}.

In 1995, Roper and Suffridge [5] introduced an extension operator.
This operator is defined for normalized locally biholomorphic function
f on the unit disc U in C by

[@n(NI(z) = (f(21),V/ ['(21)2),  feSzeB,

where the branch of the power function is chosen so that / f"(21)].,=0 =
1.

It is well known that Roper-Suffridge extension operator has the
following remarkable properties

(¢) if f is a normalized convex function on U, then
®,,(f) is a normalized convex mapping on B";

(79) if f is a normalized starlike function on U, then

®,,(f) is a normalized starlike mapping on B™.
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The above results (i) was proved by Roper and Suffridge when they
introduced their operator [5]. However, theirs proof were very complex,
while the second result was given by Graham and Kohr [6]. Until now,
it is difficult to construct the concrete convex mappings and starlike
mappings on B”. By making use of Roper-Suffridge extension operator,
we may easily give many concrete examples about these mappings.
This is one important reason why people are interested in this extension
operator. In 2005, Muir [¢] modified the Roper- Suffridge extension
operator as follows:

Definition 1.4. Let Q € Q,_,. For any f € S, define the operator
Oo(f): B — C" by

@a(NI(2) = (F(20) + S QAT E) . 2= (a1,5) € B,
(1.1)

we choose the branch of the power function such that \/ f'(z1)|.,=0 = 1.

Note that when ) = 0, the above operator is the well-kown Roper-
Suffridge extension operator. It takes a simple calculation to verify
that ®q(f) € S, for each f € S, and therefore & : S — S, for all
Q € Q,_1. Muir [3] proved that this operator preserves starlikeness
and convexity if and only if ||Q| < 1/4 and [|Q]| < 1/2, respectively.
For a function f € S, we introduce the quantity

11— f"(2)
A = — . 1.2
The disk automorphism transform is denoted by . In other word,
zZ—w
plw) = 1—zw

Consider the Koebe transform of f with respect to disk automorphism
¥ by the form

w)) — 0
oy = L0~ T@(0)
f'((0))y'(0)
Clearly, g € S and a simple calculation shows that ¢”(0) = —2A(2).
It then follows that ¢ has a power series expansion of the form

g(w) = w — Ay(2)w* + O(|w?), w e U.

The well-known coefficient bound for the second coefficient of a function
in S gives |[Af(2)] <2, f € S, and z € U. In this paper, we show that
on the special conditions the operator ®¢(f) preserves almost starlike
mappings of complex order \.

In order to prove the main results, we need the following lemmas.
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Lemma 1.5. [9] Let f be a holomorphic function on the unit disc
U. Then Reh(z) > 0, for every z € U, if and only if there exists an
increasing function p on [0, 2|, which satisfies pu(2m) — u(0) = Reh(0),
such that h(z) = [7™ 2222 d(0) + iImh(0).

—J0 1—ze
1— \w\QwQ) o 1= Jwl|*
1—w)* ) = (14 w)*

Lemma 1.6. [3] For all w € U, Re

1 — 2,,,2 1— 2
particular, Re( [offw ) > il .

(1—w)? 2
Lemma 1.7. [7](Schwarz-Pick Lemma) Suppose that g € H(U) satis-

fies g(U) C U, then |¢'(§)| < %, for each £ € U.

2. MAIN RESULTS

We start our main results by the following theorem.

Theorem 2.1. Let A € C with ReA <0, andn > 2 also Q € Q,, 1. If
f is an almost starlike function of complex order X\ on the unit disc U

and ||Q] < ﬁ, then ®q(f) is an almost starlike mapping of complex

order A on B™, where
o)) = (F(2) + (2. VI(a)2), 2= (a.2) € B™
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ABSTRACT. For an inverse semigroup S with the set of idempo-
tents E, we find necessary and sufficient conditions for the Fourier
algebra A(S) to be module biflat, or module biprojective (as ¢! (E)-
module). As a result, when S is either a bicyclic inverse semigroup
or a Brandt inverse semigroup, A(S) is module biflat and module
biprojective.

1. INTRODUCTION

The concept of module amenability for a class of Banach algebras has
been developed by Amini in [!] and he showed that for every inverse
semigroup S with subsemigroup E of idempotents, the {'(E)-module
amenability of '(S) is equivalent to the amenability of S. Amini and
the author defined the Fourier algebra A(S) of an inverse semigroup
S as the predual of semigroup von Neumann algebra L(S) in [3]. The
co-algebra structure of L(S) induces a canonical algebra structure on
A(S), making it a completely contractive Banach algebra. A(S) has an
extra structure of a Banach module on the semigroup algebra ['(E).
It is shown in [3] that if S is an amenable inverse semigroup S with
the set of idempotents F and a minimal idempotent, then the Fourier

1991 Mathematics Subject Classification. Primary 46L07; Secondary 46H25,
43A07.
Key words and phrases. module biflatness, module biprojectivity, inverse semi-
group, Fourier algebra.
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algebra A(S) is module operator amenable, as a completely contractive
Banach algebra and an operator module over I!(FE).

There are some other concepts related to the notions of module
amenability such as module biprojectivity and module biflatness, in-

troduced in [1]. In other words, these concepts are module versions of
biprojectivity and biflatness for Banach algebras which are introduced
by Helemskii [7]. In this talk which is based on [5], we give necessary

and sufficient conditions for the Fourier algebra A(S) to be module
biflat, or module biprojective.

1.1. Module structure. Let 2 be a Banach algebra and A be a Ba-
nach algebra and a Banach 2[-module with compatible actions,

a-(ab) = (a-a)b (a,b e A,ae),
and the same for the right action, then we say that A is an Banach
A-module.

We know that A®gA = (AR.A)/I where I is the closed ideal gener-
ated by elements of the foom a-a ®b—a® a - b, for « € A, a,b € A.
We define w : A®A — A by w(a ®b) = ab, and @ : ARQgA =
(ARA)/I — A/ J by

Ola@b+I)=ab+J (a,beA),
both extended by linearity and continuity where J = (w([l)) is the

closed ideal of A generated by w(/). Then @, o™ are A-2-module
homomorphisms [1].

2. MAIN RESULTS
Here, we indicate two definitions from [1].

Definition 2.1. A Banach algebra A is called module biprojective (as
an 2-module) if & has a bounded right inverse which is an A/J-2A-
module homomorphism.

Definition 2.2. A Banach algebra A is called module biflat (as an
2-module) if ©* has a bounded left inverse which is an .4/J-2-module
homomorphism.

Proposition 2.3. [5] Let 2 act trivially on A from the left and A/ J be
a commutative A-module such that A be a left (right) Banach essential
A-module. If A is module biprojective, then A/J is biprojective.

Theorem 2.4. [5] Let A be a Banach algebra with A*> = A and 2 acts
trivially on A from the left. If A/J is biprojective (biflat), then it is
module biprojective (biflat). The converse is true if A is a left (right)

Banach essential A-module.
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For an inverse semigroup 5, the equivalence relation defined by: s ~ ¢
if and only if there is e € F with es = et, gives the maximal group
homomorphic image Gg := {[s] : s € S} [6]. If T C S is an inverse
subsemigroup of S, then Grg = {[t] : t € T'} is a subgroup of Gg. We
say that two elements x,y € S are T-equivalent, and write x ~p y if
there is an element ¢ € T with xy* ~ t. ~r is an equivalence relation
[0]. We denote the set of all such classes by S/T, and define the E-
index of T in S by [S : T]g := |S/T|, where the right hand side is the
cardinality of S/T.

Lemma 2.5. 0] [S:T)g = [Gs: Grs].

We say that T' is E-abelian if st ~ ts, for each s,t € T. In this case,
the subgroup Gr s < G is abelian. We say that S is almost E-abelian,
if it has a subsemigroup T of finite E-index which is F-abelian.

Proposition 2.6. [5] S is almost E-abelian if and only if Gg is almost
abelian.

It is shown in [10] that for a locally compact group G, A(G) is
biprojective if and only if G is discrete and almost abelian. Also, it
is proved in [10] that the module biflatness of A(G) implies that G is
almost abelian. In the following theorem, which is our main result,
we find the necessary and sufficient conditions for A(S) to be module
biprojective and module biflat.

Theorem 2.7. [0] Let S be an inverse semigroup with the set of idem-
potents E.

(i) A(S) is module biprojective if and only if S is almost E-abelian.
(ii)) When S is amenable, then A(S) is module biflat if and only if
S is almost E-abelian.

Example 2.8. [5] Let S be the bicyclic inverse semigroup generated
by p and ¢, that is

S={p'¢":a,b >0}, (p°¢")" =p’q".
The multiplication operation is defined by

a—b+mazx{b,c} d—c+max{b,c}

(r"d")(r°q) = p q
The set of idempotents of S is Es = {p®¢® : a = 0, 1, ...} which is also
totally ordered with the following order

Pq" < p’¢® = a <0

Since ts and st are idempotents, ts ~ st ~ e and hence S is Es-abelian.

On the other hand [S : S]g = 1. Thus, S is almost Es-abelian. Also,
360



REZA REZAVAND

(s is isomorphic to the group of integers Z [2]. Since S is amenable
[6], A(S) is module biprojective and module biflat by Theorem 2.7.

Example 2.9. [5] Let G be a group with identity e, and let I be a
non-empty set (finite or infinite). Then, the Brandt inverse semigroup
corresponding to G and I, denoted by S = M(G, ), is the collection
of all I x I matrices (g);; with ¢ € G in the (i, )™ place and 0 (zero)
elsewhere and the I x I zero matrix 0. Multiplication in S is given by
the formula

(g)Z](h)kl: { (goh)ll :gj%z (g7h€G7 iaj7k7lej)7
and (g);; = (¢7");s and 0* = 0. The set of all idempotents is Eg =
{(e)i; - © € I}|U{0}. It is shown in [9, Example 3.2 that (g);; ~ 0
for all g € G and 4,5 € J and hence Gg is the trivial group. This
means that S is almost Eg-abelian. Besides, [S : S]g = 1. Due to the
amenability of S [0], A(S) is module biprojective and module biflat by

Theorem 2.7.
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ABSTRACT. The aim of this note is to prove the solvability of a
biharmonic problem of a partial differential inclusion with Dirichlet
boundary conditions on the Heisenberg group applying variational
technique.

1. INTRODUCTION

We consider the following inclusion problem:

—A}u € F(&u)  inQ,
Gu =0 on 01, (1.1)
u=20 on 0).

Here 2 C H" is the unit Kordnyi ball and F : 2 x R — P(R) is a real
multifunction (set value mapping) with the following assertions:
(t) F is upper Carathéodory multifunction;
(t1) For every 7 € R, there exist w; € LP(Q),ws € LT () such
that
] < wi(§) +wa(&)]7]%, (1.2)
fora.e. £ €Qand f e F(& 1), where2<p< @Q*,0< 0 <1,

P(R) := {E C R : E is nonempty, compact, and convex subset of R}.

1991 Mathematics Subject Classification. 40D25; 35J91; 35R03; 49J52; 54C60.
Key words and phrases. inclusion problem, multifunction, MPT theorem.
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The notations that we use are standard but we bring some of them
which are essetial tools in the next section.

Through this note €2 is the unit Koranyi ball centered at the ori-
gin and by Vg« and A%, we denote the Heisenberg gradient and the
Heisenberg biharmonic operator on H", respectively. We consider the
Heisenberg Sobolev space H'(Q) := HW2(Q) and H} () is the clo-
sure of C§°(Q2) with respect to the norm [Jull. = ([, |Venu|2d€)z. Also
we set H*(Q) := HW*?(Q) and we denote by H3(Q2) the closure of
C3°(Q) with respect to the norm [Jul| = (f;, |Apnul?d€)z. Actually,
H72(Q) is the dual space to H3(2). The first theorem consists of com-
pact embeddings established in [2]:

Theorem 1.1. The following embeddings are compact:
(i) If Q = 4, then H*(Q) N H} () — LP(Q), 1 < p < +o0.
(i) If Q > 4, then H*(Q) N Hy () — LP(Q), 1 < p < Q*. where
QF = Qz_% is the critical Sobolev exponent of () = 2n + 2.
See more details about Heisenberg groups in [5, 6, 7, 8].
Definition 1.2. (Upper Carathéodory) F : Q x R — 2% is called an
upper Carathéodory multifunction if F'(.,7) :  — 2% is measurable for

each 7 € Rand F(§,.) : R — 2% is upper semi-continuous for (almost)
each & € ().

By S = S(02) we denote the set of all (classes of) Lebesgue-measurable
real functions on Q and by Np(u)(§) the Nemytskii operator. Next
lemma is a fact in Section 8 of [1].

Lemma 1.3. If F: Q x R — 2% is an upper Carathéodory multifunc-
tion, then S N Ng(u) # 0.

For the last theorem of this section we need some assumptions:
Let v : Q x X — R be a function, such that
(i) for every x € X | the function Q > w — ¥ (w, x) is measurable.
(ii) for any bounded subset B C X, there exists kg € L'(Q), such
that for almost all w € Q and all x,y € B we have

[Y(w, z) = Y(w,y)] < kp(w)llz —yllx.
Consider the integral functional ¥ : X — R defined by ¥(z) :=
Jo (w, z)dp. The next is Theorem 1.3.9 of [3].

Theorem 1.4. If ¥ satisfies in above hypotheses and V is finite at
some point x € X, then ¥ is finite, it is Lipschitz on every bounded

subset of X and 0V (y) C [, 00 (w,y)dpu, for all y € X.
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2. PROOF OF THE MAIN RESULT

Let us start this section by defining what we mean by a solution
to the problem (1.1). Assume that N2 : H3(Q) — H 2(Q) is the
multivalued Nemytskii operator corresponding to F defined by

NE () :=={v e LP(Q) : v € F(§, u) a.e. on Q}, forp > 2.

Definition 2.1. (Weak Solution) We say that v € HZ(Q) is a (weak)
solution of problem (1.1), if there exists v € N%(u) such that

/ AHTLU/AHn'LUdé. = <'U7 w),
Q

for all w € HZ(Q), where (.,.) denotes the duality pairing between
H;%(Q) and H2(9).

Notice that Definition 2.1 is quite natural, although it does not lead
to a regularity theory, as in general the function v € LP(2) remain
undetermined.
stepl: We show that for u € HZ(2), we have N%(u) # 0.

Applying Lemma 1.3, there exists a measurable selection v : 2 — R of
F such that v(§) € F(&,u). By hypothesis (11), v € LP(Q);

But LP(Q) C Hy?(9), and with similar method as applied in [I, The-
orem 2.12], for each f € H;*(Q) the problem

—Afnu = f(£) in 2,

Gu — on 0N (2.1)
u=20 on 0f).

has only one solution u € HZ()). Therefore, there exists one to one
correspodence between u € H3 () and v € N%(u) defined as above.
step2: We define appropriate energy fuctional to the problem.

For uw € HZ(R2), we introduce the function ¢ : QxR — R by ¢(&, u(§)) :=
v(§), where v € N%(u) is the measurable selection associated with u as
mentioned above. Also we can define locally Lipschitz continuous po-
tential ¢ : Q@ x R — R by setting ®(&,7) = [ ¢(&,n)dn, for all 7 € R.
We can now define an energy functional for the problem by

Iu) = 5l = | oc.u(e)e (22

for all u € X := HZ(Q) N HY(Q).

step3: To show that I has a critical point (K (I) # ()) and its critical
points are weak solutions of the problem, we check the conditions of
the non-smooth version of mountain pass theorem (MPT) ([3, Theorem

2.1.3]) in the following two lemmas:
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Lemma 2.2. The functional I defined in (2.2) is locally Lipschitz
continuous in X, and if uw € K(I), then u is a solution of problem
(1.1). Moreover, we have

1(w) € M~ [ 20(6. )

Also, I satisfies a (PS)-type pre-compactness property:

Lemma 2.3. Let (u,) be a bounded sequence in HZ(Q) such that (I(u,))
is bounded and my(u,) — 0. Then, (uy,) has a convergent subsequence.
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ABSTRACT. Strong pseudo-amenability is introduced and the proper-
ties of this generalized notion of pseudo-amenability is discussed. As
an application, we investigate strong pseeudo-amenability of some semi-
group algebras. For instance, we show that for a Brandt semigroup
S = M°(G,I), £(S) is strong pseudo-amenable if and only if G is
amenable and [ is finite. Also strong pseudo-amenability of some Munn
algebras is studied here.

1. INTRODUCTION

Johnson introduced the class of amenable Banach algebras. A Banach
algebra A is called amenable, if there exists a bounded net (mq) in A ®, A
such that a-mq —meg-a — 0 and m4(my)a — a for every a € A. For further
information about the history of amenability see [7].

By removing the boundedness condition in the definition of amenability,
Ghahramani and Zhang in [5] introduced and studied two generalized no-
tions of amenability, named pseudo-amenability and pseudo-contractibility.
A Banach algebra A is called pseudo-amenable (pseudo-contractible) if there
exists a not necessarily bounded net (m,) in A®,A such that a-mq,—mq-a —

2010  Mathematics Subject  Classification. Primary 46H05,46M10, Secondary
20M18,43A20.
Key words and phrases. Semigroup algebras, Matrix algebras, Strong pseudo-
amenability, Brandt semigroup.
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0 (a-mg =mgy-a) and m4(my)a — a for every a € A, respectively. Mo-
tivated by these considerations, we introduce a notion of amenability (say
strong pseudo-amenability) that on ¢!(S) implies that G is amenable and
I is finite, where S = M%(G, 1) is the Brandt semigroup over an index set
I. In fact we show that the strong pseudo-amenability stands between two
notions pseudo-contractibility and pseudo-amenability on some semigroup
algebras.
Here is the definition of our new notion:

Definition 1.1. A Banach algebra A is called strong pseudo-amenable, if
there exists a (not necessarily bounded) net (mq)q in (A ®, A)** such that

a-mo—mg-a—0, army(mg) =my(ma)a— a (a € A).

Note that every commutative pseudo-amenable Banach algebra is strong
pseudo-amenable. Then the class of strong pseudo-amenable Banach alge-
bra is wide enough.

We present some standard notations and definitions that we shall need in
this paper. Let A be a Banach algebra. If X is a Banach A-bimodule, then
X* is also a Banach A-bimodule via the following actions

(@ f)(@)=flz-a), (f-a)(@)=fla-z) (acAreX, feX)

Let A and B be Banach algebras. The projective tensor product A ®, B
with the following multiplication is a Banach algebra

(a1 ®b1)(ag ® by) = arag @ biby  (a1,as € A, b1by € B).

Also A ®, A with the following action becomes a Banach A—bimodule:
ap-az ®ag = ajag ®az, az@as-a; =ay agay, (a1,az,as3 € A).
The product morphism 74 : A ®, A — A is specified by m4(a ® b) = ab for

every a,b € A.
2. SOME PROPERTIES OF STRONG-PSEUDO AMENABILITY

This section is devoted to the general properties of strong-pseudo amenabil-
ity and its applications.

Proposition 2.1. Let A be a strong pseudo-amenable Banach algebra. Then
A is pseudo-amenable.

Let A be a Banach algebra and ¢ € A(A). A Banach algebra A is called
approximately left ¢—amenable, if there exists a (not necessarily bounded)
net (mg) in A such that

ame — ¢(a)me — 0,  P(my) — 1, (a € A).

For further information see [1].
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Corollary 2.2. Let A be a Banach algebra and ¢ € A(A). If A is pseudo-
amenable, then A is approzimately left p-amenable.

A Banach algebra A is called biflat if there exists a bounded A-bimodule
morphism p : A — (A ®, A)** such that 7% o p(a) = a for each a € A [7].

Lemma 2.3. Let A be a biflat Banach algebra with a central approximate
identity. Then A is strong pseudo-amenable.

Lemma 2.4. Let A and B be Banach algebras. Suppose that B has a non-
zero idempotent. If A ®, B is strong pseudo-amenable, then A is strong
pseudo-amenable.

Let A be a Banach algebra and I be a totally ordered set. The set of
I x I upper triangular matrices, with entries from A and the usual matrix

operations and also finite #'-norm, is a Banach algebra and it denotes with
UP(I,A).

Theorem 2.5. Let I be a totally ordered set with smallest element and let
A be a Banach algebra with ¢ € A(A). Then UP(I, A) is pseudo-amenable
if and only if A is pseudo-amenable and |I| = 1.

Suppose that A is a Banach algebra and I is a non-empty set. We denote
M;(A) for the Banach algebra of I x I-matrices over A, with the finite ¢!-
norm and the matrix multiplication. This class of Banach algebras belongs
to £'-Munn algebras, see [2]. We also denote ¢;; for a matrix belongs to
M;(C) which (i,7)-entry is 1 and O elsewhere. The map 6 : M;(A) —
A ®p M;(C) is defined by 0((a;;)) = >, ; aij ® &5 is an isometric algebra
isomorphism.

Theorem 2.6. Let I be a non-empty set. Then M(C) is strong pseudo-
amenable if and only if I is finite.

Remark 2.7. We give a pseudo-amenable Banach algebra which is not strong
pseudo-amenable.

Let I be an infinite set. Using [0, Proposition 2.7], M;(C) is biflat. By
[1, Proposition 3.6], M;(C) has an approximate identity. Then [, Proposi-
tion 3.5] implies that M;(C) is pseudo-amenable. But by previous theorem
M;(C) is not strong pseudo-amenable.

For a locally compact group G and a non-empty set I, set
MG, I)={(9)ij: g €G,i,jelu{0},

where (g); ; denotes the I x I matrix with g in (7, j)-position and zero else-
where. With the following multiplication M°(G, I) becomes a semigroup

(gh)a j=k
0 J#k,
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It is well known that M°(G, I) is an inverse semigroup with (9)i; = (g7
This semigroup is called Brandt semigroup over G with index set I, which
by the arguments as in [4, Corollary 3.8], M°(G,I) becomes a uniformly

locally finite inverse semigroup.

Corollary 2.8. Let S = M°(G, I) be a Brandt semigroup. Then the follow-
g are equivalent:

(i) ¢1(S) is strong pseudo-amenable;

(ii) G is amenable and I is finite.

Remark 2.9. There exists a pseudo-amenable semigroup algebra which is
not strong pseudo-amenable.

To see this, let G be an amenable locally compact group. Suppose that I
is an infinite set. By [4, Corollary 3.8] £1(S) is pseudo-amenable but using
Corollary 2.8 implies that ¢!(S) is not strong pseudo-amenable, whenever
S = M°(G, 1) is a Brandt semigroup.

Also there exists a strong pseudo-amenable semigroup algebra which is
not pseudo-contractible.

To see this, let G be an infinite amenable group. Suppose that [ is a finite
set. By Corollary 2.8 £1(S) is strong pseudo-amenable but [3, Corollary 2.5]
implies that ¢1(S) is not pseudo-contractible, whenever S = M°(G, I) is the
Brandt semigroup.
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ABSTRACT. In this paper we investigate conditions under which
Dales-Davie algebras are BSFE-algebras. We also study BSE-
properties of infinitely differentiable Lipschitz algebras.

1. INTRODUCTION

Let X be a perfect compact plane set. A complex-valued function
f X — Cis called differentiable on X if at each point zyg € X the
following limit exists
. f(2) = (=)
/ JR—
fe) =
For each n € N, we denote the set of all n-times continuously differen-
tiable complex functions on X by D™(X), and the set of all infinitely
complex-differentiable functions on X by D> (X).

Definition 1.1. Suppose that M = {M,, }°, is a sequence of positive
numbers such that My = 1.

(7) The sequence M is called an algebra sequence if for all m,n € N
(m+n)! < n! m!
Mm+n o Mn Mm .
1991 Mathematics Subject Classification. Primary 46J15; Secondary 46F25,
46J10.
Key words and phrases. Dales-Davie algebras, infinitely differentiable Lipschitz

algebras, BS FE-algebras.
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(17) The algebra sequence M is called non-analytic if

Definition 1.2. Let X be a perfect compact plane set and M be an
algebra sequence. The Dales-Davie algebra associated with X and M
is defined by

NCT
D<X,M>={feD°°<X> W loxan =3 ] <oo},
k=0

where || - || x denotes the uniform sup-norm on X [1, 2].

Let A be a commutative Banach algebra with maximal ideal space
® 4 and Cy(P4) denote the space of all continuous functions on ® 4
vanishing at infinity. The algebra A is embedded in Cy(®4) by con-
sidering the Gelfand transform a +— @, where a(¢) = ¢(a) for each
¢ € 4. A commutative Banach algebra A is called without order
if a € A and aA = {0} implies that « = 0. Given a without order
commutative Banach algebra A, a bounded linear operator 7' : A — A
is called a multiplier if a(Th) = T'(ab) for all a,b € A. The set of all
multipliers on A is denoted by M (A) which is a commutative unital
Banach subalgebra of B(.A), the space of all bounded linear operators
on A [5]. Larsen in [5] proved that for every T' € M(A) there exists

a unique bounded continuous function 7' on ® 4 such that (Tz) = T%
for all z € A.

A bounded continuous function o on ® 4 is called a BSE-function if
the following condition satisfies: there exists a constant 5 > 0 such that
for any finite numbers of @1, s, ..., ¥, in ®4 and complex numbers
C1,C, ..., Cp, the inequality

Z cio (i) Z €12
i=1 =1 A*

holds. The BSE-norm of o is defined to be the infimum of all such
S in the above inequality and Cpsp(®.4) denotes the set of all BSE-
functions. The next definition is given by Takahasi and Hatori in [0].

<p

Definition 1.3. A without order commutative Banach algebra A is

—

called a BSE-algebra if M(A) = Cpsp(P.4).

Bochner and Schoenberg in 1934 studied these algebras on the real
line and then Eberlein in 1955 gave the extension for locally compact

abelian groups G. Takahasi, Hatori, Kaniuth, Ulger and some other
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mathematicians studied this topic for the commutative Banach alge-
bras, Banach function algebras and some other well-known algebras
[1, 6]. In this paper we study BSFE-properties of Dales-Davie algebras
and Lipschitz version of Dales-Davie algebras.

2. MAIN RESULTS

Dales-Davie algebras are often incomplete even for fairly nice plane
sets X. Tt is known that completeness of D'(X) is a sufficient condition
for the completeness of D"(X) (n € N) and D(X, M). We next intro-
duce the type of compact plane sets X for which D!(X) is complete
and we shall consider in this paper.

Definition 2.1. Let X be a compact plane set which is connected by
rectifiable arcs and let 0(z,w) be the geodesic metric on X, the infimum
of the lengths of arcs joining z and w.

(1) X is pointwise regular if for each z € X there exists a constant
¢, > 0 such that for every w € X, 0(z,w) < ¢,|z — w|.

(17) X is uniformly regular if there exists a constant ¢ > 0 such that
for every z,w € X, 0(z,w) < ¢|z —w].

Dales and Davie in [!] proved that if X is a finite union of uniformly
regular sets, then D'(X) is complete. The proof given in [1] is also
valid when X is a finite union of pointwise regular sets [3].

Before stating our first result, we recall the following definition.

Definition 2.2. Let m,n € N with n > m and S(m,n) denote the
set of all n-tuples of non-negative integers (a,as, -+ ,a,) for which
a1+ as+---+a, =m and a; + 2a3 + - - - + na, = n. For an algebra
sequence M, the sequence {A,,}>°_; is defined as follows:

1 n
Am:sup{FH(Pk)“’“ cn>m,(ar,ag, -, a,) ES(m,n)},
" k=1

where P, = % for each non-negative integer n.

Lemma 2.3. Let X be a uniformly reqular compact plane set and M
be a non-analytic algebra sequence. Then, the closed unit ball of the
Banach function algebra D(X, M) is pointwise closed in C(X).

Theorem 2.4. Let X be a uniformly regular compact plane set and

M be a non-analytic algebra sequence such that limmﬁoo(Am)i = 0.

Then, the natural Banach function algebra D(X, M) is a BSE-algebra.
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Let X be a compact plane set and 0 < o < 1. The Lipschitz algebra
of order «a, denoted by Lip(X, a), is the algebra of all complex-valued
functions f on X for which

pa(f) = sup { |f(l') — f(y)|

[z —yl*
Similar to the definition of D"(X), for a perfect compact plane set X,
0 <a<1andn €N, the algebra of all complex-valued functions f on
X whose derivatives up to order n exist and f*) € Lip(X, a) for each
k (0 <k <mn),is denoted by Lip™(X,a) [3].

:x,yGXanda:;éy}<oo.

Definition 2.5. For an algebra sequence M and 0 < o < 1, the
Lipschitz version of Dales-Davie algebra Lip(X, M, «) [3] is defined to
consists of those f € (2, Lip"(X, «) for which

~ o 1Pl 4 pa(F®)
”fHLip(X,M,a) = kz_; Mk < OQ.

By applying a similar method as in the case of Dales-Davie algebras
D(X, M), we get the following results for the BSFE-properties of the
algebras Lip(X, M, «).

Lemma 2.6. Let X be a uniformly reqular compact plane set and M
be a non-analytic algebra sequence. Then, the closed unit ball of the
Banach function algebra Lip(X, M, «) is pointwise closed in C(X).

Theorem 2.7. Let X be a uniformly reqular compact plane set and M
be a non-analytic algebra sequence such that limm%oo(Am)# = 0. Then,
the natural Banach function algebra Lip(X, M, «) is a BSE-algebra.

It is worth mentioning that Theorem 2.4 and Theorem 2.7 are gen-
eralizations of [1, Theorem 2.5] and [!, Theorem 2.12], respectively.
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ABSTRACT. This paper is concerned with the existence of positive
solutions for a class of kirchhoff type systems.Our aim is to estab-
lish the existence of positive solution for certain range of A using
the method of sub-supersolutions.

1. INTRODUCTION

In this paper, we are interested in the existence of positive solutions
for a class of Kirchhoff type problems of the form

{ =M ([, |VulP dz) Apu = Xa(z) f(u) — -5 in €,

u=20 b on 0f2, (1.1)
W here ) is a bounded domain of RY with smooth boundary 02,0 <
a < 1,1 <p< N, M :R"— R"is a continuous and increas-
ing function , A\ is positive parameter, f : [0,00] — R is contin-
uous,nondecreasing function which are asymptotically p-linear at oo,
the functions M, a, f satisfy the following conditions:

(Hy) M : Rf — RT is a continuous and increasing function and
mo < M(t) < my for all t € R}, where R} = [0, +00);

1991 Mathematics Subject Classification. Primary 35J60; Secondary 35B30,
35B40.
Key words and phrases. Kirchhoff type problems; Infinite semipositone problem;
Positive solution; Sub-and Supersolutions.
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(H,) There exist o7 > 0,k > 0 and sy > 1 such that f(s) > o1sP '~k

for every s € [0, so].

(H3) limg oo Sfp(—f)l = ¢ for some o > 0.

(Hy) a:Q — (0,00) is a continuous function such that ag = min, g a(z),

a1 = max,qa(x).
Since the first equation in (1.1) contains an integral over €, it is no
longer a pointwise identity; therefore it is often called nonlocal problem.
This problem models several physical and biological systems, where u
describes a process which depends on the average of itself, such as the
population density, see [5].

In recent years, problems involving Kirchhoff type operators have
been studied in many papers, we refer to [2, 3, 6, &, 9], in which the
authors have used variational method and topological method to get
the existence of solutions for (1.1). In this paper, motivated by the
ideas introduced in [1] and the properties of Kirchhoff type operators
in [1, 7], we study problem (1.1) in the infinite semipositone case. Using
the sub- and supersolutions techniques, we establish the existence of a
positive solution directly for certain range of A. To our best knowledge,
this is a new research topic for nonlocal problems, see [, 7].

In order to precisely state our main result we first consider the fol-
lowing eigenvalue problem for the p-Laplace operator —A,u:

{ —Apu = pluPu  in Q,

u=0 onz €. (1.2)

Let ¢, € C'(Q) be the eigenfunction corresponding to the first eigen-
value g7 of (1.2) such that ¢; > 0 in Q and ||¢1||oc = 1. Consider the
boundary-value problem

—Ayz —plzlP?z=—-1 in Q,
z=0 on 02

By Anti-maximum principle ([10]), there exists & = £(€2) > 0 such that
the solution z, of for p € (py, 1 + ) is positive in Q and is such that
%ﬁ‘ < 0 on 0f), where v is outward normal vector at 0).
Since z, > 0 in Q and %i: < 0 there exist m > 0, A > 0, and
§ > 0 be such that |Vz,] > min Qs and 2z, > Ain Q\ Qs where
Qs = {r€Q: d(z,00) <5}
We will also consider the unique solution e, € C*(£2) of the boundary
value problem
—Aye,=1 in ,
{ e :pop on x € 0f) (L.3)
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to discuss our result. It is known that e, > 0 in €2 and aa%, < 0 on 0f).

Our main result is given by the following theorem.
Theorem 1.1. If the conditions (H)-(Hy4) hold, then there exist pos-
itive constants si(o,8), J(Q), A, and A\(> A) such that if so > s§ and
2L > J, (1.1) has a positive solution for A € [\, \].

2. PRELIMINARIES

We will prove our result by using the method of sub- and super-
solutions, we refer the readers to a recent paper [1, 7] on the topic.
A function ¢ is said to be a subsolution of problem (1.1) if it is in
WP (Q) N C°(Q) such that v = 0 on I and satisfies

M( / rvw!pdx) e v Vude < [ pate) f(6) - T,

1/104
- (2.1)
A function ¢ € WP(Q) N C°(Q) is said to be a supersolution if ¢ = 0
on 0f) and satisfies

v ([ 1vopas) [ [9op9s-wds > [ pa)f(6) - s

(2.2)
Where W :={w € C5°(2) : w > 01in Q}
The following result plays an important role in our arguments. The
readers may consult the papers [1, 7] for details.

Lemma 2.1. Assume that M : Rf — R" satisfies the condition (H).
If the functions u,v € Wy (Q) satisfies

M(/ |Vu\pdx)/\Vu|p2Vu-V<pdx

Q Q

<M (/ |Vol? dx) / |Vo[P~2Vu - Vo dx
Q Q

for all g € WyP(Q), ¢ >0, then u < v in Q.

(2.3)

From Lemma 2.1 we obtain the following basic principle of the sub-
and supersolutions method.

Proposition 2.2 (See [1, 7]). Let M : Rf — R" be a function satis-
fying the condition (Hy). Assume that f satisfies the subcritical growth
condition

fz, )| <CA+ 7Y, lreQ, VteR,

where 1 < q < p*, and the function f(x,t) is nondecreasing int € R. If

there exist a subsolution u € W'P(Q) and a supersolution u € WP ()
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of problem (1.1), then (1.1) has a minimal solution u. and a maximal
solution u* in the order interval [u.,u*], i.e., u < u, < u* <77 and if
w is any solution of (1.1) such that u < u <, then u, < u < u*.

In the practice problems, it is often known that the subsolution u
and the supersolution @ are of L>(€2), so the restriction on the growth
condition of f is needless. Hence, the following theorem is more suitable
for our framework.

Proposition 2.3 (See [1, 7]). Let M : R — R be a function sat-
isfying the condition (Hy). Assume that uw,u € WhP(Q) N L>®(Q) are
a subsolution and a supersolution of problem (1.1) such that uw < in
Q. If f € C(Q x R, R) is nondecreasing in t € [infqu, supg @] then the
conclusion of Proposition 2.2 is valid.

REFERENCES

[1] G.A. Afrouzi, N.T. Chung and S. Shakeri, Existence of positive solutions for
Kirchhoff type equations, Electron. J. Diff. Equ., Vol. 2013(180) (2013), 1-8.

[2] C.O. Alves, F.J.S.A. Corréa and T.M. Ma, Positive solutions for a quasilinear
elliptic equation of Kirchhoff type, Computers & Mathematics with Applica-
tions, 49 (2005), 85-93.

[3] A. Bensedik and M. Bouchekif, On an elliptic equation of Kirchhoff-type with
a potential asymptotically linear at infinity, Math. Comput. Modelling, 49
(2009), 1089-1096.

[4] D.D. Hai, L. Sankar, R. Shivaji, Infinite semipositone problem with asymp-
totically linear growth forcing terms, Differential Integral Equations, 25(12)
(2012),1175-1188.

[6] M. Chipot and B. Lovat, Some remarks on nonlocal elliptic and parabolic
problems, Nonlinear Anal., 30 (7) (1997), 4619-4627.

[6] F.J.S.A. Corréa and G.M. Figueiredo, On an elliptic equation of p-Kirchhoff
type via variational methods, Bull. Aust. Math. Soc., 74 (2006), 263-277.

[7] X. Han and G. Dai, On the sub-supersolution method for p(z)-Kirchhoff type
equations, Journal of Inequalities and Applications, 2012 (2012): 283.

[8] B. Ricceri, On an elliptic Kirchhoff-type problem depending on two parameters,
J. Global Optimization, 46(4) 2010, 543-549.

[9] J.J. Sun and C.L. Tang, Existence and multiplicity of solutions for Kirchhoff
type equations, Nonlinear Anal., 74 (2011), 1212-1222.

[10] Takac Peter, Degenerate elliptic equations in ordered Banach spaces and ap-
plications, Nonlinear differential equations, 404 II Chapman, Hall/CRC, Re-
search Notes in Mathematic, 119-196.

377



el :
L The Extended Abstracts of

'@a The 24 Seminar on Mathematical Analysis and its Applications

26-27 May, 2021, Imam Khomeini International University, Qazvin, Iran

O e
WTERKATIONAL UNVERSITY

Oral Presentation
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OPERATORS ON HILBERT C*-MODULES
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ABSTRACT. Let E be a Hilbert C*-module over a fix C*-algebra
and let B be a non-degenerate C*-subalgebra of £(FE). In this
paper we study the embedding of R(B) into R(E). The inclusion
map i : K(E) — L(E) is a non-degenerate x-homomorphism which
induces the *-bijection R(K(E)) — R(E);t — t = n(t).

1. INTRODUCTION

Hilbert C*-modules are essentially objects like Hilbert spaces, except
that the inner product, instead of being complex-valued, takes its val-
ues in a C*-algebra. Although Hilbert C*-modules behave like Hilbert
spaces in some ways, some fundamental Hilbert space properties like
Pythagoras’ equality, self-duality, and even decomposition into orthog-
onal complements do not hold. A (right) pre-Hilbert C*-module over a
C*-algebra A is a right A-module FE equipped with an A-valued inner
product (-,-) : E X E — A, (x,y) — (x,y), which is A-linear in the
second variable y and has the properties:

(x,y) = (y,x)*, (x,x) >0 with equality only when = = 0.

1991 Mathematics Subject Classification. Primary 46L08; Secondary 47A05,
46C05.
Key words and phrases. Hilbert C*-module, unbounded regular operator, mul-
tiplier algebra, non-degenerate *-homomorphism.
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A pre-Hilbert A-module E is called a Hilbert A-module if E is a Ba-
nach space with respect to the norm ||z|| = ||(z,z)||*/2. A Hilbert
A-submodule W of a Hilbert A-module £ is an orthogonal summand if
W @W+ = E, where W+ denotes the orthogonal complement of W in
X. We denote by L(E) the C*-algebra of all adjointable operators on
E, ie., all A-linear maps t : E — FE such that there exists t* : £ — F
with the property (tz,y) = (x,t*y) for all z,y € X. A bounded ad-
jointable operator v € L(FE) is called a partial isometry if vv*v = v,
see [?] for some equivalent conditions. For the basic theory of Hilbert
C*-modules we refer to the books [3].

An unbounded regular operator on a Hilbert C*-module is an ana-
logue of a closed operator on a Hilbert space. Let us quickly recall the
definition. A densely defined closed A-linear map t : Dom(t) C E — E
is called regular if it is adjointable and the operator 14 t*t has a dense
range. Indeed, a densely defined operator ¢ with a densely defined
adjoint operator t* is regular if and only if its graph is orthogonally
complemented in £ @ E (see e.g. [l, 3]). We denote the set of all
regular operators on E by R(FE). If t is regular then t* is regular and
t = t**, moreover t*¢ is regular and selfadjoint. Define ¢, = (1+t*t)~1/?
and f, = tq,, then Ran(q,) = Dom(t), 0 < ¢ = (1 — f7f)"/?> < 1in
L(FE) and f; € L(E) [3, (10.4)]. The bounded operator f; is called the
bounded transform of regular operator ¢. According to [3, Theorem
10.4], the map t — f; defines an adjoint-preserving bijection

R(E)—={feL(E):|f]| <1 and Ran(l— f*f)is dense in E}.

Consider t € L(F), then ¢ is regular and || f|| < 1. Consider t € R(E).
Then t belongs to L(F) < D(t) = E < t is bounded < ||f:|| < 1. The
space R(F) from a topological point of view is studied in [1]. Very often
there are interesting relationships between regular operators and their
bounded transforms. In fact, for a regular operator t, some properties
transfer to its bounded transform F}, and vice versa. Suppose t € R(FE)
is a regular operator, then ¢ is called normal ift Dom(t) = Dom(t*) and
(tw,tz) = (t*z,t*x) for all x € Dom(t). The operator t is called self-
adjoint iff t* =t and ¢ is called positive iff ¢ is normal and (tz,z) > 0
for all z € Dom(t). In particular, a regular operator ¢ is normal (resp.,
selfadjoint, positive) iff its bounded transform f; is normal (resp., self-
adjoint, positive). Moreover, both ¢ and f; have the same range and

the same kernel.
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2. MAIN RESULTS

Let A, B, C be C*-algebras, such that A is an ideal in B, and let
E be a Hilbert C*-module. Suppose that o : A — L(F) is a non-
degenerate x-homomorphism. It is well known that o can be extended
uniquely to a x-homomorphism & : B — L(E). If « is injective and A
is essential in B then & is injective [3, Proposition 2.1]. In particular,
the inclusion map ¢ : K(E) — L(E) is non-degenerate, and the idealiser
of K(F) is L(E), so i extends to a *-isomorphism between M (K(E)),
the multiplier of K(E), and L(F). The later fact motivates us for the
following results.

Consider a C*-algebra A and define £ to be the Hilbert C*-module
over A such that £ = A as a right A-module and (a, b) = b*a for every
a,b € A. Then the elements of R(E) are called elements affiliated with
A. We write also tnA instead of t € R(FE).

We fix a Hilbert C*-module E over a C*-algebra. At the same time,
we will consider a non-degenerate C*-subalgebra B of L(E). We will
look at an embedding of R(B) into R(E). Concerning the multiplier
algebra, we have:

M(B) ={x € L(E) | for every b € B that zb, bx € B}

As pointed out in [5, 6] for Hilbert spaces, we can also embed R(B) in
R(E). Following the argument of Woronowicz [0], we state that a non-
degenerate x-homomorphism can be extended to the set of affiliated
elements.

Theorem 2.1. Consider a Hilbert C*-module E over a C*-algebra A.
Let B be a C*-algebra and m be a non-degenerate x-homomorphism
from B into L(E). Consider an element t affiliated with B. Then
there exists a unique element s € R(E) such that f; = n(f;) and we
define s = m(t). We have moreover that w(D(t)) E is a core for m(t)
and w(t)(m(b)v) = w(t(b)) v for every b € D(t) and v € E.

The last part of this theorem implies that 7(D) K is a core for 7(t)
if D is a core for ¢t and K is a dense subspace of E.

Remark 2.2. Suppose moreover that 7 is injective. Then the canonical
extension of 7 to M (B) is also injective. Let s and ¢ be two elements
affiliated with B. Utilizing the bounded transform f;, then s = ¢ if and
only if m(s) = 7 (¢).

The following result can be proven as [0, Theorem 1.2]. It follows
easily using the bounded transform f;.

Proposition 2.3. Consider a Hilbert C*-module E over a C*-algebra

A. Let B,C be two C*-algebras. Consider a non-degenerate x-homomorphism
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7 from B into M (C) and a non-degenerate x-homomorphism 0 from C

into L(E). Then (0r)(t) = 0(x(t)) for every tn B.

Definition 2.4. Call 7 the inclusion of B into £(FE), then 7 is a non-
degenerate *-homomorphism from B into £(E). Let t be an element

affiliated to B. Then we define ¢t = 7(¢), so t is a regular operator on
E.

Because 7 is injective, we know immediately that the mapping
R(B) = R(E) : t —t =7(t)

is injective. We have also immediately that & = x for every x € M(B).
Looking at example 4 of [(], we have also the following result. Consider
a regular operator t on F. Then there exists an element s affiliated with
B such that s =t <«

(1) f; belongs to M(B),

(2) (1 — f7f,)2B is dense in B.
If there exists such an s, we have immediately that f; = f, so f; will
certainly satisfy the two mentioned conditions. If f; satisfies these two
conditions, there exists an element s affiliated with B such that f, = f;.
So we have that f; = f; = f; which implies that § = ¢. This implies
immediately the following result.

Theorem 2.5. Consider a Hilbert C*-module over E over a C*-algebra
A. Then the mapping R(KC(E)) — R(E) : t — t = w(t) is a x-bijection.
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ABSTRACT. In this paper we introduce a new concept of module
cohomology for Banach algebras. We study the relation between
this type of cohomology with Hochschild cohomology of Banach
algebras.

1. INTRODUCTION AND PRELIMINARIES

Let £"(X,Y) (resp. LJ(X,Y)) denote the space of all bounded
n-linear (resp. module) maps from X into Y (when X and Y are 2-

bimodules). We denote by X the n* dual of a Banach space X.
Let A be a Banach 2-bimodule. We say that the action of 2 on A
is compatible, if for each a € A and a,b € A, we have « - (ab) =
(- a)b, (ab)-a = a(b- «). Throughout the rest of the paper, we
assume that A is a Banach 2-bimodule with compatible actions. Let
X be a Banach A-bimodule and a Banach 2-bimodule such that for
every a € d,a € Aandzr € X, a-(a-2z)=(a-a) -z, a-(a-x)=
(a-a) -z, (a-x)-a=a-(x-a), and the same for the right and
two-sided actions. Then we say that X is a Banach A-2-bimodule. If
moreover, for each a« € Jl and z € X, a-x = x - o, then X is called a

1991 Mathematics Subject Classification. Primary: 46H20; Secondary: 43A20,
43A07.
Key words and phrases. Module cohomology group, Hochschild cohomology
group, inverse semigroup, semigroup algebra, bicyclic semigroup.
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commutative Banach A-2(-bimodule. In this case X*, the dual of X is
also a commutative Banach A-2-bimodule with the canonical action.
Let I be the closed ideal of the projective tensor product A&.A gener-
ated by the elements of the form a-a®b—a®a-b, for a« € A, a,b € A.
Then, the module projective tensor product A®g.A is the quotient

A%él [1]. Let J be the closed ideal of A generated by 7(I), where

7 : A®A — A is the multiplication map.

Let X be a Banach A-2(-bimodule. The space of all -module deriva-
tions from A to X is denoted by Z3 (A, X) and the subspace of inner
module derivations is denoted by By(A, X). The first A-module co-
homology group of A with coefficients in X is defined as the quotient
_ Zy(AX)

- BLAX)

seminormed space Hy (A, X) :

2. RELATION BETWEEN MODULE COHOMOLOGY AND HOCHSCHILD
COHOMOLOGY

Let A and 2 and the closed ideal J be as in the previous section,
and X be a Banach A-2-bimodule. We say that the action of 2 on X
is trivial from left, if for every o € A and x € X, a - x = f(«a)x, where
f is a character on 2.

For the rest of this section, we assume that X is a commutative
Banach A-2(-bimodule, both with a left trivial action of %A, via the
same character f on 2(. We also assume that the Banach algebra A/.J
is unital. In the next section, we provide examples satisfying all these
conditions.

Proposition 2.1. The Banach spaces Zy(A,X) and Z'(%,X) are
isometrically isomorphic.

Proof. The map p : Z3(A, X) — Z'(4,X) defined by p(D)(a + J) =
D(a), for D € Z5(A, X) is a surjective isometry. O
Theorem 2.2. The seminormed spaces Hy(A, X) and H'(5,X) are
isomorphic.

Proof. The isomorphism p in the previous proposition induces a sur-

ZHAX) 24 4,X) | X
o(D X)) =

p(D) + B'(4,X) that is an isomorphism of seminormed spaces. O

jective map @ :

For the definition of an £;-space we refer the reader to [10]. Examples
of such spaces are L'(u) for a measure y and C'(K)*, for a compact

space K.
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Recall that J is a closed ideal of A and is equal to the closed linear
span of the set of elements of the form (a - a)b — a(a - b) with « €
A,a,b € A. Let Jy be the closed linear span of the set of elements of
the form a - o — f(a)a with a € A, a € 2. Since 4 is assumed to be
unital, Jy C J. In practice, for most interesting examples (see the next

section), one has J = Jj.

Lemma 2.3. With the above notation, assume that J = Jy and X is an
£1-space. Then the Banach spaces §®X and ARy X are isometrically
isomorphic.

Proposition 2.4. (Reduction of dimension) Let § is an £i-space.
Under the assumptions of Lemma 2.3,
(1) LE(A, X*) ~ (AQq -+ @q A9 X)* is a commutative Banach
N——— ——
k—times
A-RL- bimodule, for every k € N,
(ii) We have the isomorphism Hyt (A, X) ~ Ha (A, LE(A, X)), of
seminormed spaces, for every k,n € N.

The isometric isomorphism in (i) follows from [9, Exercise 5.3.1].
Replacing cochains with module cochains, a similar argument in the
proof of [9, Theorem 2.4.6] shows (ii).

Corollary 2.5. Under the above assumptions, the spaces Hy (A, X*)
and 7—["“(%, X*) are isometrically isomorphic.

Proof. By Proposition 2.4 and Theorem 2.2 we have

A A i A o A
a3 C LX) = H

HE(AX7) = H( a3 :

LEA X)) = HY( LX),

O

3. APPLICATIONS TO SEMIGROUP ALGEBRAS

Let S be an inverse semigroup with the set of idempotents E. Let
(*(E) act on ('(S) by multiplication from right and trivially from left,
that is, 0. - 05 = 05, 0s5-0c = 05 = 05 %0, (e € E,s € S), where J
is the point mass at s. Here the closed ideal J (see section 1) is the
closed linear span of the set {dss — 05 @ 5,1 € S, e € E'}. We consider
an equivalence relation on S defined by

s~te=o,—06,€J (stedl). (3.1)

The discussion before [1, Theorem 2.4] shows that S/ ~ is a discrete
group. In this case, by the proof of [3, Theorem 3.3], we observe that

ZI(TS) ~ (1(S/ ~) as (commutative) ¢*(E)-bimodules. The discrete
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group S/ ~ is the same as the maximal group homomorphic image Gg
of S.

Theorem 3.1. Let S be an inverse semigroup with the set of idempo-
tents E. Let (*(E) act on (*(S) by multiplication from right and trivially
from left. Then, Hél(E)(El(S),EI(GS)(Q”H)) =0, for each n € NU{0}.

Next we generalize [0, Corollary 3.5] from Clifford semigroups to
arbitrary inverse semigroups.

Theorem 3.2. Let S be an inverse semigroup with the set of idempo-
tents E. Let (*(E) act on (*(S) by multiplication from right and trivially
from left. Then, for each n € NU{0}, H?l(E)(El(S),EI(GS)(Q”“)) is a

Banach space.

Proof. Note that for each locally compact group G and every n €
N, there is a compact Hausdorff space K, such that Ll(G)(2”) ~

M(K,) is an £i-space. Now for n = 0, ZI(TS) ~ (1(Gg) is a unital
Banach algebra and an £;-space. Also MTS)®€1(G5) ~ (1G5 x Gyg)
is an £;-space. Therefore, by Corollary 2.5,7—[?1@)(51(8),600((}5)) ~

H2(&ﬂ,€m(GS)) ~ H?((*(Gs),>*(Gs)). By [7, Theorem 3.3], the last
space is a Banach space. For n > 1, since £}(Gg)®™ is an £-space, by
Corollary 2.5, ’HEI(E) (01(9), 11(Gg)) D)) ~ H2(1N(Gg), (£H(Gg)) D).
Again, by [7, Theorem 3.3], the last space is a Banach space. O
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ABSTRACT. In this paper, we show that in each finite dimensional
Hilbert space, a frame of subspaces is an ultra Bessel sequence of
subspaces. We also show that every frame of subspaces in a finite
dimensional Hilbert space has frameness bound.

1. INTRODUCTION

Let H be a separable Hilbert space. We say that a sequence { f;}5°, C

‘H is a frame for H, if there exist constants 0 < A, B < oo such that
AlFIP <Y I P < BIFIP,  feH. (1.1)
i=1

If A = B then we call {f;}°, is tight frame and if A = B = 1 it
is called a Parseval frame. If the right hand inequality of (1.1) holds
for all f € H, then we call {f;}3°; a Bessel sequence for H. In 2008,
the concept of ultra Bessel sequences in Hilbert spaces introduced and
investigated by Faroughi and Najati [5].

1991 Mathematics Subject Classification. Primary 47J30; Secondary 30HO05,
46A18.
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Ultra Bessel sequence of subspaces.
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Definition 1.1. Let H, be an inner product space. Let {f;}2, be
a sequence of members of Hy. Then {f;}3°, is called an ultra Bessel
sequence in Hy, if

sup S U £ =0 (1.2)
as n — 0o, i.e., the series > .2, |(f, f;)|* converges uniformly in unit
sphere of H,.

As a generalization of ordinary frame, frame of subspaces introduced
by Casazza and Kutyniok in [3].

Definition 1.2. Let {v;}32, be a family of weights, i.e., v; > 0, for all
i > 1. A family of closed subspaces {W;}°; of a Hilbert space H is
a frame of subspaces or fusion frame with respect to {v;}32, for H, if
there exist constants 0 < C' < D < oo such that

ClLAI” < ZU?HWwi(f)HQ <D|fII", feH. (1.3)

If the right hand inequality in (1.3) holds for all f € H, we call
{W;}32, a Bessel sequence of subspaces with respect to {v;}3°, with
Bessel bound D.

Definition 1.3. For each family of subspaces {W;}22, of H, we define
the set

(Z@M/i)ﬁ = {{fi}2ilfi e W, Z 1£il]? < o}
=1 i=1

It clear that (Z;ﬁl EBI/VZ-) , is a Hilbert space with the point wise
¢

operations and with the inner product given by

o0

{ryRo a2 =D (fogi)-

=1

It is proved in [3], if {W;}2, is a frame of subspaces with respect to
{v;}2, for H then the operator

Tw, : (i@Wz’)ﬁ —H, Tw.(f)= ivifi

=1

is bounded and onto and its adjoint is

Ti, M= (Do 6W:) o Tl = fomw ()2
=1
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The operators Ty, and Ty, are called the synthesis and analysis op-
erators for {W;}22, and {v;}3°,, respectively.

Also, it is proved in [3], if {W;}:2, is a frame of subspaces with
respect to {v;}52,, the operator

Swo: H—=H, Swolf)=TT(f)

is a positive, self-adjoint and invertible operator on ‘H and we have the

reconstruction formula
[o¢]

Swolf) =D v} ' mw (), feH.
i=1
The operator Sy, is called the frame operator for {W;}>°, and {v;}2;.
The ultra Bessel sequence of subspaces were introduced in [2] by the
authors of this paper.

Definition 1.4. Let H, be an inner product space. Let {W;}3°, be
a family of closed subspaces of Hy. Then {IV;}2, is called an ultra
Bessel sequence of subspaces in H,, if

sup 3w, (1)1F = (1.4)

I11=15=,

as n — 00, Le., the series Y oo, v?||mw, (f)||* converges uniformly in the

unit sphere of 7-[0

Following proposition has been proved in [2] and we use it in the rest
of this paper.

Proposition 1.5. Let {W;}2, be a family of closed subspaces m Hilbert
space H and {v;}32, be a family of weights such that > 2, v? < oo.

i=1 "1
Then {W;}2, is an ultm Bessel sequence of subspaces in H.

2. MAIN RESULTS

In this section, we prove that in a finite dimensional Hilbert space,
each frame of subspaces is an ultra Bessel sequence of subspaces. Also
we can divide a frame of Subspaces {W;}22, in two sets {W;}Y ! and
{W;}e2 , for which {W;}7! is not a frame of subspaces, but {W;} N,
is a frame of subspaces. We refere to [1]| for the proof of the following
results.

Theorem 2.1. Let {W;}2, be a frame of subspaces for Hilbert space
H such that for all i > 1, dimW; < co. Then
(i) if H is an infinite dimensional Hilbert space, then {W;}2, is

not an ultra Bessel sequence of subspaces.
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(i) of H is a finite dimensional Hilbert space, then {W;}2, is an
ultra Bessel sequence of subspaces, and there exists Ny > 1 such
that for each 1 < n < Ny, {W;}, is not a frame of subspaces
of H, but {W;}_, is a frame of subspaces of H for eachmn = Ny.

Definition 2.2. Let H be a finite dimensional Hilbert space and {W;}22,
be a frame of subspaces of H. Then we call the number Ny in the The-
orem 2.1, the frameness bound of the frame of subspaces {W;}?°;.

Lemma 2.3. [1] Let H, K be Hilbert spaces, and suppose that
U: K — H is a bounded operator with closed range Ry. Then there
exists a bounded operator UT : H — K for which

UU'f =f, VYfeERy. (2.1)
If {W;}22, is a frame of subspaces for H with respect to {v;}22,. Then
Two(Tiv,Swof) = £, f €M,
50 Tl = T Sivt-

Theorem 2.4. Let H be a finite dimensional Hilbert space and {W;}5°,
be a frame of subspaces of H with respect to {v;}2, an let Ny be
frameness bound of {W;}2,. Let n = Ny and S,, and T,, be the frame
frame operator and synthesis operator of {W;}r_,, respectively. Then

(i) Sp — Sw in B(H),
(i) To — T in B((Zfil &W,)2, H) and Tf — T}y,

in B(H, (S, @W,-)w).
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ABSTRACT. In this paper, we investigate the relation between ker-
nel of a homomorphism defined on a Banach algebra and the left
identity of that Banach algebra. Then we generalize this cocept
to tensor product of homomorphisms and also, we characterize
Connes amenability of projective tensor product of dual Banach
algebras with certain preduals. For this purpose, we focus on pro-
jective tensor product of homomorphisms. Some results are also
given.

1. INTRODUCTION

The concept of amenability for Banach algebras was first introduced
by Johnson [2]. A generalization of amenability which depends on ho-
momorphisms was introduced by Kaniuth et al. in [3, 4]. This concept
was also studied independently, by Monfared in [6]. Let A be a Ba-
nach algebra and E be a Banach A-bimodule. A bounded Linear map
D : A — F is a derivation if it satisfies D(ab) = D(a).b+ a.D(b) for
all a,b € A. Given x € E, the inner derivation ad, : A — E is defined
by ad.(a) = a.x — x.a. A Banach algebra A is amenable if for every
Banach A-bimodule E, every derivation from A into E*, the dual of
E, is inner. A Banach A-bimodule E is called dual if there is a closed
submodule F, of E* such that £ = (E,)*, we say E, predual of E. The

2010 Mathematics Subject Classification. Primary 43A07, 46H25, 46M10; Sec-
ondary 46L06, 46J10, 46M18, 46MO05.
Key words and phrases. dual Banach algebra, ¢ ® 9 -Connes amenability, pro-
jective tensor product, w*-continuous, ¢ -Connes mean.
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Banach algebra A is called dual if it is dual as a Banach A-bimodule.
It is easily checked that a Banach algebra which is also a dual space is a
dual Banach algebra if and only if the multiplication map is separately
weak*-continuous [7]. Every von Neumann algebra is a dual Banach
algebra [0, Corollary I11.3.9]. We write A = (A,)" if we wish to stress
that A is a dual Banach algebra with predual A,. A proper concept
of amenability for dual Banach algebras is the Connes amenability.
This notion under different name, for the first time was introduced by
Johnson, Kadison, and Ringrose for von Neumann algebras [2]. Also
the concept of Connes amenability for the larger class of dual Banach
algebras, which seems to be a natural variant of amenability for dual
Banach algebras, systematically was introduced and later extended by
Runde [7]. A dual Banach A-bimodule E is normal, if for each z € £
the module maps A — F; a — z.a and a — a.x are weak*-weak*
continuous. A dual Banach algebra A is Connes amenable if every
weak*-continuous derivation from A into a normal, dual Banach A-
bimodule is inner. For a given dual Banach algebra A and a Banach
A-bimodule E, cwc(FE) denote the set of all elements = € E such that
the module maps A — E; a — a.x and a — x.a are weak*-weak
continuous, one can see that, it is a closed submodule of E. In [,
Proposition 4.4], the author showed that F = cwc(E) if and only if
E* is a normal dual Banach A-bimodule. Also, it has been showed
that a dual Banach algebra A is Connes amenable if and only if there
exists a ocwc-virtual diagonal for A [8, Theorem 4.8]. Also, p-Connes
amenability and p-Connes mean which seem to be natural variants of
Connes amenability and Connes mean for dual Banach algebras, sys-
tematically were introduced by Ghaffari and Javadi [1] and Mahmoodi
[0], although this concept is much older.

Let A and B be dual Banach algebras and ¢ € A,«(A), the set of all
weak*-continuous homomorphisms from A4 onto C and ¢ € A, (B),
and let E be a Banach A-bimodule. In this note we study ¢ ® -
Connes amenability for projective tensor product of mentioned dual
Banach algebras. We write Z'(A, E) and N'(A, E), for the space of
all derivations and inner derivations from A onto E, respectively and
we recall that the quotient space H'(A,E) = Z'(A,E)/N(A,E) is
the first cohomology group of A with coefficients in E. A Banach al-
gebra A is called amenable if H'(A, E*) = 0, for every dual Banach
A-bimodule E* with a canonical action. We investigate the Connes
amenability through vanishing of H_. (A, E**) for Banach p-bimodule
E and through the existence of a left identity for ker(p ® ).
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2. MAIN RESULTS

The next theorem improves the corresponding result given in [1].

Theorem 2.1. Let A = (A.)* be a Banach algebra and let ¢ €
A(A)NA.. Let ¢*, be the unique extention of ¢ to an element of
A(A%). Then kerg* has a left identity if and only if kery has a left
identity.

Lemma 2.2. Suppose that A= (A,)*, B = (B,)* and ASB = (A, @,
B.)* be unital dual Banach algebras, and let ¢ € A(A) N A,, ¢ €
A(B) N B.. Then the kernel of ¢ ® ¢ has a left identity if and only if
both kery and keri have left identity.

As an immediate consequence of Lemma 2.2 and Theorem 2.1 we
obtain

Corollary 2.3. Let A = (A.)*, B = (B.)* be unital, dual Banach
algebras and let ¢ € A(A)N A, ¥ € A(B)N B.. Then ARB is
¢ @ -Connes amenable if and only if ker(p ® 1) has a left identity.

Proposition 2.4. Let A be a Banach algebra and ¢ € A,+(A). Then
for each Banach p-bimodule E,
(i) the following three conditions are equivalent:

(1) A has a p-Connes mean;
(2) rHclu* (“47 E**) =0
(3) for each weak*-continuous derivation D : A — E, there exists
a bounded net (x,) in E such that Da = limy(a.xq —z4.0) (a €
A).
(7i) (A**,0) is p-Connes amenable if and only if A is p-Conns amenable.

The purpose of following theorem is to investigate the relation be-
tween the p-amenability and p-Connes amenability of dual Banach
algebra under certain condition.

Theorem 2.5. Let A be a Banach algebra, F is a Banach A-bimodule
and ¢ € Ay (A). Then the following three conditions are equivalent.
(i) A has a @-Connes mean.

(7i) If the module action of A on E given by a.x = p(a)z for allx € E
and a € A, then H..(A, E*) = {0}.

(iii) For A-bimodule owc(kerp)™, by the left module action to be a.F =
o(a)F for F € owc(A™) and a € A, each D € ZL. (A, cwc(kerp)™)
S inner.
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ABSTRACT. In this work, a with memory method is developed. This
technique enables us to achieve the high efficiency theoretically and
practically. The improvement of the order of convergence this fam-
ily is obtained by using one self-accelerating parameter,in which
the order of convergence is increased from 2 to 3 without any new
function evaluation. It means that, without any new function calcu-
lations, the order of convergence can be improved untill 50%. Numerical
examples and the comparison with existing one till four-point meth-
ods are included to demonstrate exceptional convergence speed of
the proposed method and confirm theoretical results. Aanother ad-
vantage is the convenient fact that this method does not use de-
rivative.

1. INTRODUCTION

Solving nonlinear equations is one of the most important problems in
numerical analysis. In this paper, we consider iterative methods to find
a simple root of a non-linear equation f(x) = 0,where f : D — R for
an open interval D is a scalar function. Newton’s method for a single

1991 Mathematics Subject Classification. Primary 65G99; Secondary 65H05.
Key words and phrases. With memory method, Convergence order, Self-

accelerator, Efficiency index.
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non-linear equation is defined by:

S law) 1
f'(ax)’
This is an important and basic method, which converges quadratically.
Traub in his book classified iterative methods for solving such equa-
tions as one or multi point [7]. He proved the best one point itera-
tive method should achieve order of convergence n using n function
evaluations. Also, he and his Phd student in 1974 conjectured that any
multipoint method should achieve optimal order convergence 2" using
n + 1 evaluations [1]. It should be noted that these criteria are about
methods without memory, i.e., methods that use the information of
the current iteration. On the other hand, Traub investigated that it is
possible to increase the convergence order of without memory meth-
ods by reusing the obtained information in the previous iteration. He
called such scheme as "with memory method”. Following Traub’s idea
of developing method with memory, many authors have attempted to
construct methods with memory.[2, 1, 6, 7]. We recall the so-called ef-
ficiency index defined by Ostrowski [5],as EI = p'/™ where p is the
order of convergence and n is the total number function evaluations
per iteration.

Tp+1 = T+ —0,1,2,... (11)

2. MAIN RESULTS

In section, we deal with modifying four-point without memory method
by Geum-Kim [3]. Geum-Kim’s method has the iterative expression

Yk =k + 0f (zx), glan) = FEELO o — g 4 g(ar), k=10,1,2,...,

K (k) = 9(0) a7 e ean=rcay % = 26 + H(wx) + K (),

ae = 2+ K (@x), T(ar) = K@) G ramimn a7 e

H(xx) = T(xr)(f (@) flyr) + F(2)? = F(20) f(ar),

hle = (f(ze)(f(2r) = f(sk)) + fzr) f(yr)) f(2x),

h2e = f(ar)(f(ae) — f(s))(—f (k) = flyr) + far) + f(sk)),

1k = f(@e) f(yr)(h1 = h2) + f(2) f () (f (2k) = far))(f (z6) = f(s:))(f (e — f(sk)),
2k = (f(z) — f(sk))(f () = f(s))(f(z) — f(sx))(f(ar) — f(5k)),

W (@r) = T(xr) f(sr) 1525 s = s + Wi

( )
k) — (

Sk

f(
(
(2.1)

Considering just one step, we will have the following one-step method
without memory:

wk—l'k‘f‘ﬁf(l'k) 207172a"'7
_ BFw)f (i) (2.2)
Thil = Wk T 5057wy
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Denoted by TM, where 0 # [ € R. Let us note that in each iteration
we only evaluate f(zy),and f(wg) so that the method will be optimal
in the sense of Kung-Traub’s conjecture. We show that its convergence
order is 2. In what follows, we present the error equation of (2.2).

Theorem 2.1. Let I C R be an open interval, f : I — R be a scalar
function which has a simple root o in the open interval I, and also the
initail approrimation xq is sufficiently close the simple zero, then, the
one-step iteration method (2.2) has optimal convergence order 2.

Now, we choose the parameter § in without memory method (2.2) to
make it with memory method. We propose the following new methods
with memory, z, By are given then wy = xo + So f(z0)

Bk k=1,2
wk:xk—l—ﬁkf(xk),xkﬂzwk—l—% k= 0 2,---.
(2.3)

Theorem 2.2. If an initial guess xq s sufficiently close to the zero a
of f(x) and the parameter By, in the iterative scheme (2.3) is recursively
calculated by the form given in (2.3), then the convergence order of the
with memory methods (2.3) is at least 3.

In order to check the effectiveness of the proposed iterative methods
we used the same test functions as Torkashvand et al. [3] in numerical
comparison:(the approximation g to «, where « is the exact root.)

fi(t) = tlog(1 + tsin(t)) + e T+ eosO gin (1), a = 0, z9 = 0.6,
fa(t) = 1 %—%—tQ,azl,x():lA,
fs(t) = et —cos(2 — 1)+ 3+ 1, a = —1, 29 = —1.4.

By theoretical analysis and numerical experiments, we confirm that
the proposed method which is a derivative-free one-point method has
high computational efficiency. Its convergence order is 3 and its effi-
ciency index is 1.73205. Computational results and comparison with
the existing well known methods confirm robust and efficient of our
methods.
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TABLE 1. Numerical results for the test functions f(t), fo(t), f5(t)

Methods function | |z; — af |zg — af |zs — af |zs — COC |EI

Abbasbandy T [0.83336(0) | 0.36700(2) | 0.36687(2) | 0.36674(2) | 3.00000 | 1.44225
Abbasbandy Tt ] 0.14069(— ) 0.14716(—4) | 0.16318(—13) | 0.22249(—40) | 3.00000 | 1.44225
Abbasbandy F5(f) | 0.45878(—1) | 0.19008(—4) | 0.21971(—14) | 0.33940(—44) | 3.00000 | 1.44225
Newton(1.1) () [0.15910(0) | 0.24476(—1) 0J8900( 3) [0.34739(—6) |2.00000 | 1.41421
Newton(1.1) Fo(l)  [0.66116(—1) | 0.75908(—2) | 0.03257(—4) | 0.13917(—7) | 2.00000 | 1.41421
Newton(1.1) fa(6) [0.19629(0) | 0.71856(—1) | 0.14357(—1) | 0.74750(—3) | 2.00000 | 1.41421
Chebysheu fi(f) | 0.12676(1) | 0.11282(1) |0.11213(1) | 0.11213(1) | 3.00000 | 144225
Chebyshev F(f) | 0.68718(—1) | 0.75645(—3) | 0.57650(—9) | 0.25202(—27) | 3.00000 | 1.44225
Chebyshev 0] | fa(f) [ 0.00711(—2) | 0.00621(—6) | 0.03272(—18) | 0.10170(—53) | 3.00000 | 1.44225
Halley Fi6) [0.33637(0) | 0.40072(—1) | 0.28364(—4) | 0.63850(—14) | 3.00000 | 1.44225
Halley fa(t) 0.68732(—1) | 0.29397(—3) | 0.31528(—10) | 0.38862(—31) | 3.00000 | 1.44225
Halley Fa(l) [0.67737(—2) | 0.33595(—6) | 0.41455(—19) | 0.77388(—58) | 3.00000 | 144225
Torkashvand(23) | fi(f) | 0.A7811(0) | 0.69702(—1) | 0.30072(=3) | 0.10244(—10) | 3.00000 | 1.73205
Torkashvand(2.3) | fo(f) | 0.60301(—1) | 0.83768(—3) | 0.78586(—9) | 0.60277(—27) | 3.00000 | 1.73205
Torkashvand(2.3) | f(t) | 0.24502(—1) | 0.18316(—4) | 0.63525(—14) | 0.28020(—42) | 3.00000 | 1.73205
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ABSTRACT. In this talk, we consider unbounded continuous oper-
ators between Banach lattices by replacing weak convergence with
the unbounded absolute weak convergence. We shall investigate
the duality notion for these classes of continuous operators.

Suppose E is a Banach lattice. A net (z,) in F is said to be un-
bounded absolute weak convergent (uaw-convergent, for short) to
x € Eifforeachu € B, |4 —2|Au 0. (2,) is unbounded norm
convergent (un-convergent, in brief) if |||z, — 2| Au|| — 0. Both con-
vergences are topological. For ample information on these concepts,
see [2, 1, 5].

Now, we consider the following observations as unbounded versions
of continuous operators.

Suppose F is a Banach lattice and X is a Banach space. A continuous
operator T' : F — X is called unbounded continuous if for each
bounded sequence (z,,) C E, ,, — 0 implies that T(z,) — 0.

Observe that a continuous operator 7' : ' — F', where E and F' are
Banach lattices, is said to be uaw-continuous if 7" maps every norm
bounded waw-null sequence into a waw-null sequence. Consider this
point that sequentially uaw-continuous operators were introduced in
[3] at first as a beside note. Unbounded continuous operators as well
as uaw-continuous operators have been studied in [0], extensively.

1991 Mathematics Subject Classification. 46B42, 47B65.
Key words and phrases. Unbounded continuous operator, uaw-continuous oper-
ator, adjoint of an operator, Banach lattice.
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In this talk, we shall obtain some conditions under which, the dual of
an either unbounded continuous operator or a uaw-continuous operator
has a similar property. Furthermore, we investigate this duality with
weakly compact operators, as well. For undefined terminology and
related notions, see [1]

Remark 0.1. Observe that in general, there are no relations between
unbounded continuous operators and weakly compact ones. Consider
[3, Example 2.21]; the operator T : ¢; — L5[0, 1] defined by T'(z,) =
(O zn)Xxpo for all (x,) € ¢y where x[o1) denotes the characteristic
function of [0, 1]. It is weakly compact but not unbounded continuous.
Indeed, the standard basis (e,,) in ¢; is uaw-null but T'(e,,) is not weakly

null since f01 X[o,dt = 1. Moreover, the identity operator on /, is not
weakly compact yet it is unbounded continuous using [5, Theorem 7).

Theorem 0.2. Suppose E is a Banach lattice and F is an order contin-
uous Banach lattice. Then every weakly compact operator T : E — F
has an unbounded continuous adjoint.

Proof. Assume that (z,) is a norm bounded sequence in F” which is
uwaw-null. By [5, Proposition 5] x,, % 0. By the Gantmacher theorem
[1, Theorem 5.23], T'(x,,') % 0, as desired. O

Remark 0.3. Weakly compactness of operator T and also order continu-
ity of F' are essential in Theorem 0.2 and can not be dropped. Consider
the identity operator I : ¢y — ¢o. [ is not weakly compact but F' is
order continuous. Furthermore, I is also unbounded continuous. Its
adjoint, I : ¢; — ¢ is not unbounded continuous; assume (e,) is the
standard basis of ¢1. It is uaw-null by [5, Lemma 2|. But, certainly, it
is not weakly null in /.

Also, consider the operator T' : Ls[0,1] — (o defined via T(f) =
(fol f(t)dt, fol f(t)dt,...). Tt is weakly compact but F is not order con-
tinuous. Consider the operator 7" : ({«)" — L2[0,1]. It is not un-
bounded continuous. Consider the standard basis (e,) which is uaw-
null in ({s)’. But < T"(ey), 1 >=<e,, T(1) >= 1.

Theorem 0.4. Suppose E is a Grothendieck space and F is an order
continuous Banach lattice. Moreover, assume that T : E — F is an
unbounded continuous operator. Then T' : F' — E’ is also unbounded
continuous.

Proof. Suppose (x,) is a norm bounded uaw-null sequence in F’. By [5,

Proposition 5|, z,,’ “% 0. So, T (z,) % 0in E'. By the Grothendieck

property, we have T"(xz,) < 0. O
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Observe that the Grothendieck property of E is essential in Theorem
0.4 and can not be removed. Consider again the identity operator / on
¢o. By using [, Theorem 7], it is easy to see that I is unbounded contin-
uous but its adjoint is not. Note that ¢y dose not have the Grothendieck

property.

Theorem 0.5. Suppose E is a Banach lattice whose dual is order
continuous and atomic and F is an order continuous Banach lattice.
Then every positive operator T : E — F' has a uaw-continuous adjoint.

Proof. Consider the positive operator 7" : F’ — E’. Suppose (z,’)

is a positive bounded sequence in F’ such that z,’ ~% 0. By [5,

Proposition 5], z,’ % 0 so that Tz, %5 0. By [, Proposition 8.5]
and [5, Theorem 7], we see that 7"z, ““= 0, as claimed. O

Furthermore, when the operator 7' is not positive, we may consider
the following.

Proposition 0.6. Suppose E is an order continuous Banach lattice
whose dual is also order continuous and atomic and F is an order
continuous Banach lattice. Then every continuos operator T : E — F
has a uaw-continuous adjoint.

Proof. Consider the operator 7" : F — E’. Suppose (z,,) is a positive
bounded sequence in F’ such that z, “— 0. By [3, Proposition 5],

2" 55 0 so that T'z,’ 2 0. By [1, Theorem 8.4] and [5, Theorem 7],
we see that Tz, —% 0, as claimed. O
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ABSTRACT. Let A be a Banach algebra and X be an A-bimodule.
A linear map T : A — X is called an n-Jordan multiplier if
T(a™) = aT(a™ 1), for all @ € A. In this paper, under special
hypotheses we show that every (n + 1)-Jordan multiplier is an n-
Jordan multiplier and vice versa.

1. INTRODUCTION

Let A be a Banach algebra and X be a Banach A-bimodule. A map
T : A — X is called left multiplier [right multiplier] if for all a,b € A,

T(ab) = T(a)b, [T(ab)=aT ()],

and T is called a multiplier if it is both left and right multiplier. Also, T’
is called left Jordan multiplier [right Jordan multiplier] if for all a € A,

T(a®) = T(a)a, [T(a*) =aT(a)],

and T is called a Jordan multiplier if T is a left and a right Jordan
multiplier.

The general theory of multipliers on Banach algebras has been de-
veloped by Johnson in [3]. He proved that each multiplier 7: A — A
on without order Banach algebra A is linear and continuous.

Recall that the Banach algebra A is called without order, if for all
r e A, zA= {0} [Az = {0}] implies z = 0.

Clearly, every left (right) multiplier is a left (right) Jordan multiplier,
but the converse is not true in general, see [2, Example 2.6]. One may

1991 Mathematics Subject Classification. Primary 47B48; Secondary 46L05.
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refer to the monograph [5] for the additional fundamental results in the
theory of multipliers.

There exists another related concept, called (two-sided) multiplier.
A map T : A — X is said to be multiplier if for every a,b € A,

aT(b) = T(a)b. (1.1)

If T is both left and right multiplier, then 7" is a multiplier, according
o (1.1), but the converse is, in general, false. The following example
obtained by the author in [6].

Example 1.1. Let

0 a b
A= 0 0 ¢ a,b,ceR »,
0 00
and define T : A — A by
0 a b 0 a O
T1|0 0 ¢ =10 0 ¢
000 0 00

Then, for all x,y € A, T(x)y = 2T (y), hence T is a multiplier as in
(1.1), but it is not left (right) multiplier, because T(x)y # T(xy) = 0,
in general.

Let A be a unital Banach algebra with unit e4. An A-bimodule X
is called wunitary if eqx = wey = x, for all z € X. For example, A* is
an unitary A-bimodule with the following actions.

a- f(x):= f(xa), f-a(x):= f(ax), a,x €A feA".

Definition 1.2. Let A be a Banach algebra, X be a left A-module and
let T': A — X be a linear map. Then T is called right n-multiplier if

T(ayas...a,) = a1T(az...ay),

for all ay, as, ...,a, € A. Moreover, T is called right n-Jordan multiplier
if for all a € A,

T(a™) = aT(a"").
The left version of n-multiplier and n-Jordan multiplier can be defined
analogously.

The concept of n-multiplier was introduced and studied by Laali and
Fozouni in [1], where some interesting results related to these maps were
obtained. The notion of n-Jordan multiplier was introduced in [1].

It is clear that every n-multiplier is an (n + 1)-multiplier, while on

the other hand it was shown in [/, Theorem 2], that in the general
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case Mul, (A, X) C Mul,1(A, X), where Mul, (A, X) is the set of all
n-multipliers from a Banach algebra A into its module X.

Moreover, by [/, Theorem 3] if A is an essential Banach algebra, then
Mul,(A, X) = Mul,1(A, X).

Every n-multiplier is an n-Jordan multiplier but the converse is false
by [I, Proposition 6]. See also [2, Example 2.6] for n = 2.

On the other hand some (n+1)-Jordan multipliers fail to be n-Jordan
multipliers. Hence neither (n + 1)-Jordan multipliers are neccessarily
n-Jordan multipliers nor n-Jordan multipliers are automatically (n+1)-
Jordan multipliers. Now the following questions can be raised.

Under which conditions for a Banach algebra A is any (n+1)-Jordan
multiplier T : A — X automatically an n-Jordan multiplier and vice
versa? Moreover, when is any n-Jordan multiplier automatically an
n-multiplier?

In this paper we investigate this question and prove that under suit-
able conditions the concepts of (n + 1)-Jordan multiplier, n-Jordan
multiplier and Jordan multiplier are equivalent.

2. MAIN RESULTS

Since all results which are true for right multipliers have obvious
analogue statements for left multipliers, we will focus in the sequel just
on the right versions.

Lemma 2.1. Let A be a Banach algebra, X be a left A-module and let
T:A— X be alinear and right Jordan multiplier. Then T is a right
n-Jordan multiplier, for n > 2.

Theorem 2.2. Let A be a unital Banach algebra, and X be a unitary
Banach left A-module. Suppose thatT : A — X is a continuous linear
map. If T'(ab) = aT'(b) for all a,b € A with ab = e, then T is a right
n-Jordan multiplier.

As a consequence of Theorem 2.2, we have the next result.

Corollary 2.3. Let A be a unital Banach algebra, X be a unitary
Banach left A-module and let T : A — X be a continuous linear map.
If a € Inv(A) and T(aa™') = aT(a™?t), then T is a right n-Jordan
multiplier.

Theorem 2.4. Let A be a unital Banach algebra, and X be a unitary
Banach lef A-module. Let T : A — X be a continuous linear map. If
for an idempotent p € A, T(ab) = aT'(b) for all a,b € A with ab = p,

then T is a right n-Jordan multiplier on pAp.
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Theorem 2.5. Let n € {2,3} be fizred, A be a unital Banach algebra
and X be a unitary left A-module. Then every right (n + 1)-Jordan
multiplier T : A — X is a right n-Jordan multiplier.

Next we generalize Theorem 2.5, for all n € N.

Theorem 2.6. Let A be a unital Banach algebra, X be a unitary
Banach left A-module. Then every right (n + 1)-Jordan multiplier
T:A— X is a right n-Jordan multiplier.

From Lemma 2.1 and Theorem 2.6 we get the following result.

Corollary 2.7. Let A be a unital Banach algebra and X be a unitary
Banach left A-module. Suppose that T : A — X is a linear map.
Then the following conditions are equivalent.

(1) T(a) = aT(ea), for alla € A.

(2) T is a right Jordan multiplier.

(3) T is a right n-Jordan multiplier.

(4) T is a right (n + 1)-Jordan multiplier.

Combining Corollary 2.7 and Theorem 2.2, we get the next result.

Corollary 2.8. Let A be a unital Banach algebra and X be a unitary
Banach left A-module. Suppose thatT : A — X s a continuous linear
map. If T'(ab) = aT'(b) for all a,b € A with ab = e, then T is a right
n-multiplier.
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