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IMPROVING QUALITY OF ANSWERS IN CONVEX

FEASIBILITY PROBLEM

MOKHTAR ABBASI AND TOURAJ NIKAZAD

Abstract. Iterative methods for solving Convex Feasibility Problems(CFP)

often find a solution which may not be desired enough. In this paper we
try to steer solutions from iterative methods toward desired solution by using
Superiorization algorithm. The advantages of our method are demonstrated
by applying it on an example taken from the field of computerized tomography.

Keywords: Convex Feasibility Problem (CFP); Superiorization; Computerized to-
mography.

1. Introduction

Suppose C1, · · · , Cn be closed and convex subsets of Hilbert space X such that

C =
n∩

i=1

Ci ̸= ∅, finding a point x∗ ∈ C is called Convex Feasibility Problem

(CFP).The CFP has many applications in diverse areas of mathematics and physical
science, most notably, computerized tomography.During three past decades, a lot
of ierative methods have been introduced by researchers for solving CFP. In most
cases a CFP don’t have a unique solution and the iterative methods used for it
find a solution may not be desire enough from application point of view.In some
problems there are prori information about the solution of CFP which can be used to
decide about utility of CFP solutions. In recent years, a new algorithmic structure
called Superiorization has been developed and successfully applied for solving CFP
,specially CFP problems in the field of image reconstruction from projections [1].
Suppose f(x) be a convex function and according to priori information we know for
the solution of a CFP,namely x∗ , the value of f(x) is not so large. In summery,The
Superiorization algorithm try to steer solutions of iterative methods, for solving
CFP, toward those which have smaller f(x) in compared to solutions obtained
from original iterative methods (without using Superiorization).

2. preleminaries and definitions

the Φ-class operators family is defined as follow [5]:

Definition 2.1. The Φ-class consist operators as T : D ⊆ Rn → D which have
two following properties:

(I) For every z ∈ FixT there exist one nonnegative real function ϕz such that

(2.1) ∥z − Tx∥ ≤ ∥z − x∥ − ϕz(x) ∀x ∈ D.
(II) If the sequnce {xm} converges to α and lim

m→∞
ϕz(xm) = 0 then α ∈ FixT

2010 Mathematics Subject Classification. 65F10, 65N21.
Speaker: Mokhtar Abbasi.
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Many of well known operators for solving CFP are belong to Φ-class such as
metric projections, subgradient projections, useful part of cutter opertors(closed
at zero cutter operators). Most of iterative methods for solving CFP problems
are made by using composition and convex combination of operators Ti where
Ti ∈ Φ with FixTi = Ci. The Φ-class has an important property, closedness
under composition and convex combination of its members. the follwing lemma is
a straight result from [5, Proposition 13].

Lemma 2.2. Suppose T1, · · · , Tn ∈ Φ and
n∩

i=1

FixTi ̸= ∅ then

(1) T = Tn · · ·T1 ∈ Φ and FixT =
n∩

i=1

FixTi

(2) U(x) =
n∑

i=1

wiTi(x) ∈ Φ and FixU =
n∩

i=1

FixTi where
n∑

i=1

wi = 1 and

wi > 0, ∀i = 1, · · · , n

3. Main results

In this section we consider the consistent linear system Ax = b as a special case
of CFP which called Linear Feasibility Problem (LFP). For solving a LFP, we use
a method called block EMR. Block EMR is belong to Landweber Type iterations.
Suppose the linear system Ax = b partitioned into p blocks such that any equation
in linear system should be belong to at least a block. So we have p smaller linear
systems as follow:

(3.1) Aix = bi, i = 1, · · · , p.

for any linear system Aix = bi in 3.1, an operator Ti is defined as follow:

(3.2) Ti(x) = x+ λ(x)AT
i Mi(bi −Aix), i = 1, · · · , p.

where

(3.3) λ(x) =
∥AT

i Mt(bi −Aix)∥22
∥M

1
2
i AiAT

i Mi(bi −Aix)∥22
and {Mi}pi=1 are symmetric positive definite(SPD) matrices with appropriate size.
It’s not difficult to see that FixTi = {x|Aix = bi} and according to [4, Lemma 5.2]
we have:

Lemma 3.1. The operators {Ti}pi=1 defined by 3.2 and 3.3 belong to Φ.

Corollary 3.2. Lemma 2.2 and 3.1 lead to that the operator T = T1T2 · · ·Tp ∈ Φ

and FixT =
n∩

i=1

FixTi = {x|Ax = b}.

Theorem 3.3. Suppose {vk} be a bounded sequence in Rn and {βk} ⊆ R+ be a
summable sequence (i.e.

∑
k=1

βk <∞) and T ∈ Φ then the sequence

(3.4) xk+1 = T (xk + βkvk)

converges to a point in FixT .

Proof. see [5, Remark 23]. �
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4. Numerical results

Discrete image reconstruction from projections resulted in large, sparse and often
undetermined linear systems. When according to priori information, it is known
that the reconstructed image is an s× t smooth image (the image in which adjacent
pixels have similar values), the function TV : Rn → R+ is defined as follow:

(4.1) TV (x) =
s−1∑
k=1

t−1∑
l=1

√
(pk+1,l − pk,l)2 + (pk,l+1 − pk,l)2

where pk,l denotes the value of (i, j)-th pixel for k = 1, · · · , s and l = 1, · · · , t.Somehow
the TV function measures smoothness of image, the less TV the more smoothness
image. From calculus we know any multi-variable function at each point most de-
creases in the opposite direction of its gradient at that point, we use this fact and
by using operator T in 3.2 for solving linear system define a sequence

xk+1 = T (xk + βkvk)

in which vk = − ∇TV (xk)
∥∇TV (xk)∥ and βk = βk where 0 < β < 1. According to

theorem 3.3 and 3.2 the above iterative method converges to the solution of linear
system Ax = b, in addition the term βkvk in each step try to steer solution toward a
solution with less TV function values. In fact we use a special case of Superiorization
algorithm see [3] for general definition of Superiorization algorithm and [6] for utility
of Superiorization algorithm in discrete tomography.

In the following, we solve an example of image reconstruction from projection
field. To producing data for this example we use Matlab Air-tools package [2].The
image which should be reconstructed is a 450 × 450 pixel image and coefficient
matrix A is a 80550 × 202500 which partitioned into 16 equal size blocks. Figure

1 demonstrate relative error (∥x
∗−xk∥
∥x∗∥ ) for EMR method and its superiorization

version, as it is seen, after 10 iteration EMR with superiorization hav about 70%
better relative error than EMR.
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Table 1. Summery of results

Images TV Relative error CPU time (in seconds)
Original image 2968 - -
EMR image 18288 0.1204 83.4

EMR with Superiorization 4023 0.0436 83.8

Figure 1. Relative error for EMR method (blue) and EMR with
Superiorization (red)

Figure 2 shows original image (middle) and reconstructed image with EMR (left)
and reconstructed image with Superiorization (right).Table 1 summarizes results of
our example.

Figure 2. Recunsructed image with EMR (left),original image
(middle), Recunsructed image with EMR and Superiorization
(right)
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ON THE SPECTRA OF THE GRAPHS OBTAINED BY

GENERALIZED JOIN GRAPH OPERATION

ABDOLLAH ALHEVAZ AND MARYAM BAGHIPUR

Abstract. Let G be a simple connected graph, vi its vertex, and the trans-
mission TrG(vi) is defined to be the sum of the distances from vi to all
other vertices in G. The distance signless Laplacian matrix of G defined as

DQ(G) = Tr(G) +D(G), where D(G) is the distance matrix of G and Tr(G)
is the diagonal matrix whose main entries are the vertex transmissions of G.
The distance signless Laplacian spectral radius of G, is the spectral radius of

DQ(G), which is the largest eigenvalue of DQ(G). In this paper, first we we
describe the distance signless Laplacian spectrum of the joined union of some
classes of graphs. Then, we report some new bounds for the distance signless
Laplacian spectral radius and distance signless Laplacian energy of graphs.

Keywords: Distance signless Laplacian matrix; Joined union; Transmission regular
graph; Spectral radius; Energy.

1. Introduction

Throughout this paper, all graphs considered are undirected, simple and con-
nected. A graph is denoted by G = (V (G), E(G)), where V (G) is its vertex set and
E(G) its edge set. The order of G is the number of its vertices and its size is the
number of its edges. The set of vertices adjacent to v ∈ V (G), denoted by N(v),
refers to the neighborhood of v, and the degree of v means the cardinality of N(v)
and denoted by degG(v). Let G be a connected graph with vertex set V (G). The
distance between two vertices u, v ∈ V (G) denoted by dG(u, v) or duv, is defined
as the length of a shortest path between u and v in G. The diameter of G is the
maximum distance between vertices. The distance matrix of G is denoted by D(G)
and defined by D(G) = (dvivj )vi,vj∈V (G). The transmission TrG(v) of a vertex v
is defined to be the sum of the distances from v to all other vertices in G, i.e.,
TrG(v) =

∑
u∈V (G)

dG(u, v).

The investigation of matrices related to various graphical structures is a very
large and growing area of research. In particular, distance signless Laplacian ma-
trix (spectrum) have attracted serious attention in the literature, since it have
many useful applications, see [6] for example of recent results and further refer-
ences. Let G be a connected graph with V (G) = {v1, v2, . . . , vn}. For 1 ≤ i ≤ n,
one can easily see that TrG(vi) is just the i-th row sum of D(G). Let Tr(G) =
diag(TrG(v1), T rG(v2), . . . , T rG(vn)) be the diagonal matrix of vertex transmis-
sions of G. The distance signless Laplacian matrix of G is the n × n matrix first
defined in [1], as DQ(G) = Tr(G) +D(G). For a square matrix M , the collection
of its eigenvalues together with their multiplicities is called the spectrum of M . In

2010 Mathematics Subject Classification. Primary 15A42; Secondary 15A18, 05C50.
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particular, if M is DQ(G), then this collection is called the distance signless Lapla-
cian spectrum of G. The distance signless Laplacian spectral radius of G, denoted
by ρ(G), is the spectral radius of DQ(G), which is the largest eigenvalue of DQ(G).

In [1], Aouchiche and Hansen gave the distance Laplacian characteristic polyno-
mials of some special graphs, and proved that the distance Laplacian eigenvalues
do not decrease on deletion of edges. The transmission of a connected graph G, de-
noted by σ(G), is the sum of distances between all unordered pairs of vertices in G.
Clearly, σ(G) = 1

2

∑
v∈V (G) TrG(v). A graph G is said to be transmission regular

if TrG(v) is a constant for each v ∈ V (G).
Energy of a graph is a concept defined in 1978 by Ivan Gutman in [2] and

originating from theoretical chemistry. Let G be a simple graph of order n with
adjacency matrix A(G) having eigenvalues λ1, λ2, . . . , λn. Then the energy of a
graph G, denoted by E(G), is defined as E(G) =

∑n
i=1 |λi|. In this paper, we

will also want to consider a new kind of energy with respect to distance signlees
Laplacian matrix, giving a lower and an upper bound for the distance signless
Laplacian energy of graphs.

2. Main Results

If G1 = (V1, E1) and G2 = (V2, E2) are two graphs on disjoint sets of n1 and n2
vertices, respectively, then their union is the graph G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2).
Their join is denoted by G1 ∨ G2 and consists of G1 ∪ G2 and all lines joining V1
and V2.

Definition 2.1. [5] Let G = (V,E) be a graph of order n and Gi = (Vi, Ei) be a
graph of order mi, where i = 1, . . . , n. Then, the joined union G[G1, G2, . . . , Gn] is
the graph H = (W,F ) with:

W =
n∪

i=1

Vi

and F =

n∪
i=1

Ei ∪
∪

{vi,vj}∈E

Vi × Vj .

We start our results with the following lemma, which will be useful in the sequel.

Lemma 2.2. [6] Let G be a connected graph on n vertices.Then,

ρ(G) ≥ 4σ(G)

n
,

and equality holding if and only if G is transmission regular.

Theorem 2.3. Let G be a s−regular graph of order n with adjacency eigenvalues
µ1 = s ≥ µ2 ≥ . . . ≥ µn and diameter at most 2 and let H be a r−regular
graph of order m with adjacency eigenvalues λ1 = r ≥ λ2 ≥ . . . ≥ λm. Then
the distance signless Laplacian spectrum of G[H,H, . . . ,H] consists of eigenvalues
2nm − λk − r − sm − 4 for 2 ≤ k ≤ m (n times) also with the eigenvalues of the
matrix 2m(J +A(G)) + (2nm− sm− 2r− 4)I that are as 4mn+ms− 2r− 4 and
2nm+ 2mµi − sm− 2r − 4 for 2 ≤ j ≤ n.

Theorem 2.4. Let Gi be an ri−regular graph of order mi with adjacency eigen-
values λi1 = ri ≥ λi2 ≥ . . . ≥ λimi , for i = 1, 2, 3. Then, the distance signless
Laplacian spectrum of the joined union K3[G1, G2, G3] consists of the eigenvalues
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m+mi− λik − ri− 4 for i = 1, 2, 3 and k = 2, 3, . . . ,mi, where m =
∑3

i=1mi, also
with the eigenvalues of the matrixm+ 3m1 − 2r1 − 4 m2 m3

m1 m+ 3m2 − 2r2 − 4 m3

m1 m2 m+ 3m3 − 2r3 − 4

 .
Theorem 2.5. Let Gi be an ri−regular graph of order mi with adjacency eigen-
values λi1 = ri ≥ λi2 ≥ . . . ≥ λimi , for i = 1, 2, 3. Then, the distance signless
Laplacian spectrum of the joined union P3[G1, G2, G3] consists of the eigenvalues
2m−λik− ri−m2−4 and 2m+m2−λ2k− r2−4 for i = 1, 3 and k = 2, 3, . . . ,mi,
where m =

∑3
i=1mi, also with the eigenvalues of the matrix2m+ 2m1 −m2 − 2r1 − 4 m2 2m3

m1 m+ 3m2 − 2r2 − 4 m3

2m1 m2 2m+ 2m1 −m2 − 2r1 − 4

 .
In the following result, we give a lower bound on ρ(G) in terms of transmission

degrees.

Theorem 2.6. If the transmission degree sequence of G is {Tr1, . . . , T rn}, then

ρ(G) ≥ 4σ(G) +
2

Tr2max

∑
i<j

(Tr2i − Tr2j ).

Theorem 2.7. Let G be a connected graph of order n. Then,

ρ(G) ≤ n(n− 1).

Next, we establish two lower bounds for the distance signless Laplacian energy
of graphs.

Theorem 2.8. Let G be a connected graph of order n. Then,

EDQ(G) ≥ 2σ(G)

n
+ (n− 1)(

n| detDQ|
2σ(G)

)
1

n−1 .

Theorem 2.9. If G is a connected graph of order n, then we get EDQ(G) ≥√
2n(n− 1).
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A SHARPER BOUND FOR THE RELATIVE OPERATOR

ENTROPY

MEHDI ALINEJAD AND ISMAIL NIKOUFAR

Abstract. In this paper, we find some bounds for the Tsallis relative operator
entropy. Moreover, we give a sharper bound for the relative operator entropy
in compare with the bound introduced by Dragomir.

Keywords: Shannon entropy; Tsallis entropy; Relative operator entropy; Tsallis
relative operator entropy; Operator inequality.

1. Introduction

Tsallis entropy was defined in [10] by

Sq(X) = −
∑
x

p(x)q lnq p(x)

with one parameter q as an extension of Shannon entropy, where q-logarithm is de-

fined by lnq(x) =
x1−q−1
1−q for any nonnegative real number q and x in the statistical

physics, and p(x) = p(X = x) is the probability distribution of the given random
variable X. As q → 1, the Tsallis entropy Sq(X) converges to the Shannon entropy
−
∑

x p(x) log p(x). The notion of entropy is essential and fundamental in thermo-
dynamical and statistical physics, information theory, and analytical mathematics
such as operator theory and probability theory.

A relative operator entropy of strictly positive operators A,B was introduced in
the noncommutative information theory by Fujii and Kamei [4] by

S(A|B) := A
1
2 (lnA− 1

2BA− 1
2 )A

1
2 .

When A is positive, one may set S(A|B) = limϵ→0 S(A + ϵI|B) if the limit which
is taken in the strong operator topology exists.

For two strictly positive operators A,B and 0 < λ ≤ 1, the Tsallis relative
operator entropy introduced by Yanagi et al. [11] and defined by

Tλ(A|B) :=
A

1
2 (A− 1

2BA− 1
2 )λA

1
2 − 1

λ
.

Clearly, the Tsallis relative operator entropy is a generalization of the relative
operator entropy S(A|B), i.e.,

lim
λ→0

Tλ(A,B) = S(A,B).

The following inequalities proved in [6, 5]:

(1.1) T−λ(A|B) ≤ S(A|B) ≤ Tλ(A|B),

(1.2) A−AB−1A ≤ Tλ(A|B) ≤ B −A,

2010 Mathematics Subject Classification. 28D20, 47A50.
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where these inequalities were refined in [12] as follows:

A−AB−1A ≤ T−λ(A|B) ≤ S(A|B) ≤ Tλ(A|B) ≤ B −A.

A fully non-commutative perspective of the one variable function f defined in
[3] by setting

Pf (A,B) = A1/2f(A−1/2BA−1/2)A1/2,

where A is a strictly positive operator and B is a self-adjoint operator on a finite
dimensional Hilbert space H with spectra in the closed interval I containing 0.

In this paper, we find some bounds for the Tsallis relative operator entropy.
Moreover, we give a sharper bound for the relative operator entropy in compare with
the bound introduced by Dragomir. We determined the bounds of the generalized
relative operator entropy in [9].

2. Tsallis relative operator entropy

The following theorem proved in [8, Theorem 2.1] for the real valued functions
r, s, and k defined on the closed interval I.

Theorem 2.1. Let r, s, and k be real valued functions on the closed interval I. If
r(t) ≤ s(t) ≤ k(t) for t ∈ I, then

Pr(A,B) ≤ Ps(A,B) ≤ Pk(A,B)

for strictly positive operator A and self-adjoint operator B.

Remark 2.2. Dragomir in 2006 [2] proved that if ϕ : C → R is a concave function
on C ⊂ R, then

2r
[
ϕ(
x+ y

2
)− ϕ(x) + ϕ(y)

2

]
≤ ϕ(cx+ (1− c)y)− (cϕ(x) + (1− c)ϕ(y))

≤ 2R
[
ϕ(
x+ y

2
)− ϕ(x) + ϕ(y)

2

]
for any x, y ∈ R and c ∈ [0, 1], where r = min{c, 1− c} and R = max{c, 1− c}.

Theorem 2.3. Let A and B be two positive operators such that the condition
mA ≤ B ≤MA for some m,M with 0 < m < M is valid. Then,

2Wλ(m,M)Pr(A,B) ≤ Tλ(A,B)− mλ

λ(M −m)
(MA−B)− Mλ

λ(M −m)
(B −mA)

≤ 2Wλ(m,M)PR(A,B),

where 0 < λ ≤ 1 and

Wλ(m,M) =
(m+M)λ − 2λ

2λλ
− mλ +Mλ − 2

2λ
,

r(u) = min
{M − u
M −m

,
u−m
M −m

}
=

1

2
−
∣∣∣u− M+m

2

M −m

∣∣∣,
R(u) = max

{M − u
M −m

,
u−m
M −m

}
=

1

2
+
∣∣∣u− M+m

2

M −m

∣∣∣.
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Theorem 2.4. Let A and B be two positive operators such that the condition
mA ≤ B ≤MA for some m,M with 0 < m < M is valid. Then,

0 ≤ Tλ(A,B)− mλ − 1

λ(M −m)
(MA−B)− Mλ − 1

λ(M −m)
(B −mA)

≤ mλ−1 −Mλ−1

M −m
Pf (A,B) ≤ 1

4
(M −m)(mλ−1 −Mλ−1)A,

where 0 < λ ≤ 1 and f(t) = (t−m)(M − t).

Theorem 2.5. [1, Theorem 2] Let A and B be two positive operators such that the
condition mA ≤ B ≤MA for some m,M with 0 < m < M is valid. Then,

K(
M

m
)Pr(A,B) ≤ S(A,B)− lnm

M −m
(MA−B)− lnM

M −m
(B −mA)

≤ K(
M

m
)PR(A,B),(2.1)

where K(h) = (h+1)2

4h , h > 0 is the Kantrovich’s constant.

We remark that if λ tends to zero in Theorems 2.3 and 2.4, we obtain Corollaries
2.6 and 2.7, respectively.

Corollary 2.6. Let A and B be two positive operators such that the condition
mA ≤ B ≤MA for some m,M with 0 < m < M is valid. Then

2W0(m,M)Pr(A,B) ≤ S(A,B)− lnm

M −m
(MA−B)− lnM

M −m
(B −mA)

≤ 2W0(m,M)PR(A,B),(2.2)

where W0(m,M) = ln m+M
2
√
mM

.

Corollary 2.7. Let A and B be two positive operators such that the condition
mA ≤ B ≤MA for some m,M with 0 < m < M is valid. Then

0 ≤ S(A,B)− lnm

M −m
(MA−B)− lnM

M −m
(B −mA)

≤ 1

Mm
Pf (A,B) ≤ (M −m)2

4mM
A,

where f(t) = (t−m)(M − t).

By a simple calculation, we find that (M−m)2

4mM = K(Mm )− 1 and hence Corollary

2.7 confirms the result appeared in[1, Theorem 3]. Since 2 lnx ≤ x2, x > 0, so for
x = M+m

2
√
mM

we have 2W0(m,M) ≤ K(Mm ). This shows that our determined upper

bound 2W0(m,M) in (2.2) is sharper than the upper bound K(Mm ) determined by
Dragomir in (2.1).
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RECENT EXTENSIONS OF AFFINE LIE ALGEBRAS
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Abstract. Lie theory and Linear algebra meet in many places and direc-

tions, the well-known meeting-place is the classical matrix groups. In a more
technical words, all finite dimensional Lie algebras can be realized as some
vector spaces of square matrices. In fact as Ado’s theorem states, any finite-
dimensional Lie algebra over a field of characteristic zero is isomorphic to a

Linear Lie algebra, namely it can be viewed as a Lie algebra of square matrices
under the commutator bracket. Among Lie algebras, the class of Kac-Moody
Lie algebras and in particular its subclass of affine Lie algebras plays a very
important role inside and outside of the mathematics, specially in mathemati-

cal physics. Since the birth of Kac-Moody theory in 1968, there has been much
more progress in the development of the affine Lie theory and its extensions.
In this talk we give a survey introduction to the recent developments of the

theory, not claiming to be complete. We emphasize on some connections with
Linear algebra.
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BIDERIVATIONS ON TRIANGULAR BANACH ALGEBRAS

S. BAROOTKOOB

Abstract. Let A and B be two approximately unital Banach algebras, X be

an approximately unitalA−B−module and T be the triangular Banach algebra
associated to A,B and X. In this paper we characterize the biderivations
and inner biderivations from T × T into T ∗. Then we show that the first
bicohomology group BH1(T, T ∗) is equal to BH1(A,A∗)⊕BH1(B,B∗).

Keywords: Triangular Banach algebra; Biderivation; Inner biderivation.

1. Introduction

A derivation from a Banach algebra A to a Banach A−module X is a bounded
linear mapping d : A → X such that d(ab) = d(a)b + ad(b) (a, b ∈ A). For each
x ∈ X the mapping δx : a → ax − xa, (a ∈ A) is a bounded derivation, called an
inner derivation.

A bounded bilinear mapping D : A × A → X is called a biderivation if D is a
derivation with respect to both arguments. That is the mappings aD : A→ X and
Db : A→ X, where

aD(b) = D(a, b) = Db(a) (a, b ∈ A),
are derivations. We denote the space of such biderivations by BZ1(A,X).

Let x ∈ Z(A,X) = {x ∈ X; ax = xa ∀a ∈ A}. The map Dx : A×A→ X that

Dx(a, b) = x[a, b] = x(ab− ba) (a, b ∈ A)
is a basic example of a biderivation which is called an inner biderivation imple-
mented by x. We denote the space of such inner biderivations by BN1(A,X). Also
we define the first bicohomology group BH1(A,X) as follows,

BH1(A,X) =
BZ1(A,X)

BN1(A,X)
.

For more applications of biderivations, see the survey article [6, Section 3]. Some
algebraic aspects of biderivations on certain algebras were studied by many authors;
see for example [4, 7], where the structures of some biderivations on triangular al-
gebras and generalized matrix algebras are discussed, and particularly the question
of whether these biderivations on these algebras are inner, was studied.

Let A and B be Banach algebras and X be an A−B−module. Then the algebra

T = {
(
a x
0 b

)
; a ∈ A, x ∈ X, b ∈ B}

equipped with the usual addition and multiplication of matrix and with the norm

∥
(
a x
0 b

)
∥ = ∥a∥+ ∥x∥+ ∥b∥

2010 Mathematics Subject Classification. 46H20, 46H25.
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is a Banach algebra which is called triangular Banach algebra associated to X.
Then the dual of triangular Banach algebra T is

T ∗ = {
(
f h
0 g

)
; f ∈ A∗, h ∈ X∗, g ∈ B∗};

where

(
f h
0 g

)
(

(
a x
0 b

)
) = f(a) + h(x) + g(b).

Recall that For every Banach A−module X the dual space X∗ is a Banach
A−module with module structures a.f and f.a that a.f(x) = f(xa) and f.a(x) =
f(ax). So T ∗ is a T−module with the module actions(

a x
0 b

)
.

(
f h
0 g

)
=

(
af + xh bh

0 bg

)
and (

f h
0 g

)
.

(
a x
0 b

)
=

(
fa ha
0 hx+ gb

)
.

A Banach algebra A is called amenable if for each Banach A−module X, the only
derivations from A to X∗ are inner derivations. Also A is called weakly amenable
if every derivation from A to A∗ is an inner derivation. The concept of amenability
was first introduced by Johnson in [9]. Then the concept of weak amenability was
introduced by Bade, Curtis and Dales [2] for commutative Banach algebras and
then by Johnson [10] for a general Banach algebra.

In this paper we consider A and B as approximately unital Banach algebras with
approximate identities eα and Eβ respectively, and X as an approximately unital
A − B−module that is eαx = xeα = Eβx = xEβ = x, for every x ∈ X. Then
we characterize the biderivations and inner biderivations from T × T to T ∗. In
particular we show that BH1(T, T ∗) = BH1(A,A∗)⊕BH1(B,B∗).

2. some biderivations on triangular Banach algebras

Similar to the definitions of amenability and weak amenability of Banach alge-
bras we may define the notion of biamenability and weak biamenability of Banach
algebras as follows.

Definition 2.1. We say that a Banach algebra A is biamenable if for each A−module
X, BH1(A,X∗) = {0}, and weakly biamenable if BH1(A,A∗) = {0}.

For examples of some Banach algebras which are biamenable or weakly bia-
menable see [3].

Noted that despite the apparent similarity between derivations and biderivations
and also inner derivations and inner biderivations, there are fundamental differences
between these. Especially when a biderivation wants to be an inner bidetivation
these differences become more apparent. A part of these differences come from the
nature of biderivations which are depend on two components. An other essential
part of these differences goes back to the definition of inner biderivations which
the implemented elements should be in Z(A,X). According to this the concept of
amenability and also weak amenability are different from biamenability and weak
biamenability, respectively [3].

For characterizing the biderivations from T × T to T ∗ we commence with the
next lemma which characterize all derivations from T to T ∗.
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Lemma 2.2. [8, Lemma 3.2] Let D : T → T ∗ be a derivation. Then there exists
derivations d1 : A→ A∗ and d2 : B → B∗ and an element γ ∈ X∗ such that

(i) D(

(
a 0
0 0

)
) =

(
d1(a) γa
0 0

)
;

(ii) D(

(
0 0
0 b

)
) =

(
0 −bγ
0 d2(b)

)
;

(iii) D(

(
0 x
0 0

)
) =

(
−xγ 0
0 γx

)
.

Theorem 2.3. The bilinear mapping D : T ×T → T ∗ is a biderivation if and only
if there exist biderivations dA : A × A → A∗ and dB : B × B → B∗ such that for
each a, a′ ∈ A and b, b′ ∈ B,

D(

(
a x
0 b

)
,

(
a′ x′

0 b′

)
) =

(
dA(a, a

′) 0
0 dB(b, b

′)

)
.

Lemma 2.4. Z(T, T ∗) = {
(
f 0
0 g

)
; f ∈ Z(A,A∗), g ∈ Z(B,B∗)}.

Theorem 2.5. The biderivation D : T × T → T ∗ which is defined for each a, a′ ∈
A, b, b′ ∈ B and x, x′ ∈ X, by

D(

(
a x
0 b

)
,

(
a′ x′

0 b′

)
) =

(
dA(a, a

′) 0
0 dB(b, b

′)

)
is an inner biderivation if and only if dA and dB are inner biderivations.

Corollary 2.6. Let A and B be approximately unital Banach algebras, X be an
approximately unital A−B−module and T be the triangular Banach algebra asso-
ciated to A,B and X. Then (i) BH1(T, T ∗) = BH1(A,A∗)⊕BH1(B,B∗). (ii) T
is weakly biamenable if and only if A and B are weakly biamenable.

References

[1] Gh. Abbaspour, M.S. Moslehian and A. Niknam, Generalized derivations on modules, Bull.

Iranian Math. Soc., 32(1) (2006) 21-30.
[2] W. G. Bade, P. C. Curtis, and H. G. Dales, Amenability and weak amenability for Beurling

and Lipschitz algebras, Proc. London Math. Soc. 55 (1987), 359–377.
[3] S. Barootkoob, H. R. Ebrahimi Vishki, n−weak biamenability of Banach algebras, Preprint.
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SOME LINEAR ALGEBRA METHOD FOR COUNTING THE

NUMBER OF PERFECT MATCHINGS IN GRAPHS

AFSHIN BEHMARAM

Abstract. We Apply some linear Algebra method to counting the number of
perfect matching or finding upper bounds on perfect matchings in graphs.we

describe pfaffian method and transfer matrix method and then apply this
method to present some results in counting the number of perfect matching in
graphs.also, We apply our results to fullerene graphs.

Keywords: Pfaffian; Determinant enequality; Perfect Matching.

1. Introduction

Let G = (V,E) be a simple undirected graph. Denote n := |V | the number
of vertices; m := |E| the number of edges; d(v) the degree of v ∈ V ; Pm(G) the
number of perfect matches in G; A(G) the adjacency matrix of G; S(G) is the
skew symmetric adjacency matrix of the digraph DG = (V,Arc), where Arc is an
orientation of edges E; G ×H the cartesian product of the graphs G and H; Kn

a complete graph on n vertices, Kr,r a complete bipartite r-regular graph on 2r
vertices, Cn a cycle on n vertices.

A variation of Bregman’s inequality yields [3]

(1.1) Pm(G) ≤
∏
v∈V

(d(v)!)
1

2d(v) .

Equality holds if and only if G is a union of complete regular bipartite graphs.
Since detS(G) is the square of the pfaffian corresponding to S(G) we deduce the
well known inequality

(1.2) detS(G) ≤ (Pm(G))2.

A graph is called pfaffian if there is an orientation Arc of E such that equality
holds in (1.2). It was shown by Kasteleyn [7] that every planar graph is pfaffian.
An example of a pfaffian nonplanar graph is K4 ×K2.

Let B = [buv]u,v∈V a real symmetric nonnegative definite matrix of order |V |,
which is denoted by B ≽ 0. The generalized Hadamard-Fischer inequality, abbre-
viated here as H-F inequality, states

(1.3) detB[U ∪W ] detB[U ∩W ] ≤ detB[U ] detB[W ] where U,W ⊂ V.

Here detB[∅] = 1. (See for example [5] and references therein.) Assume that
U ∩ W = ∅. Then the above inequality is equivalent to the Hadamard-Fischer
inequality. Furthermore if the left hand-side of (1.3) is positive then equality holds
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if and only if B[U ∪W ] is a block diagonal matrix diag(B[U ], B[W ]). In particular
Hadamard’s determinat inequality for B ≽ 0 is

(1.4) detB ≤
∏
v∈V

bvv.

If all diagonal entries of B are positive then equality holds if and only if B is a
diagonal matrix.

We apply Hadamard’s determinat inequality to give upper bounds for the number
of perfect matchings in Pfaffian graphs. We also, derive a number of improvements
of our upper bounds using the Hadamard-Fischer inequality mainly for graphs with
no 4-cycles.

A fullerene graph is a cubic, planar, 3-connected graph with only pentagonal
and hexagonal faces.Classical fullerene graphs have been intensely researched since
the discovery of buckminsterfullerene in the fundamental paper [?], which appeared
in 1985. This paper gave rise to the whole new area of fullerene science.

A connected 3-regular planar graph G = (V,E) is called an m-generalized
fullerene[1] if exactly two of its faces are m-gons and all other faces are pentagons
and/or hexagons. ote that form = 5, 6 anm-generalized fullerene graph is a classical
fullerene graph. As for the classical fullerenes it is easy to show that the number of
pentagons is fixed, while the number of hexagons is not determined. The smallest
m-generalized fullerene has 4m vertices and no hexagonal faces. Such graphs are
sometimes called m-barrels. They have two m-gons and 2m pentagons and they
can be elongated by inserting k ≥ 0 layers of m hexagons between two half-barrels.
An m-barrel fullerene F (m, k) is obtained from the corresponding barrel by
inserting k ≥ 0 layers (or rings) ofm hexagons between two halves of the barrel. For
m = 5 and m = 6 we obtain classical fullerene nanotubes. Most of the nanotube
properties are also preserved by m-barrel fullerene. Note that F (m, k) has n =
2m(k + 2) vertices. The m-barrels Fullerene are on of the most symetric fullerene
and highly symmetric structure allows for obtaining good bounds and even exact
results on the number of perfect matchings in them.see [1] and [2] for some result
for the number of perfect matching in fullerene graphs.

2. Main results

The main results of this paper are upper bounds for the prefect matching in
pfaffian graphs using Hadamard’s determinant inequality and its generalizations.
Apply first the Hadamard’s determinant inequality to S(G) to deduce that for any
pfaffian G one has

(2.1) perfmatG ≤
∏
v∈V

d(v)
1
4 .

First we show that a complete bipartite graph Kr,r does not satisfy the above
inequality unless r = 1, 2. Next we show that the above upper bound is sharp for
the following d-regular connected pfaffian graphs. For d = 3 two planar graphs: K4

and C4 ×K2. For d = 4: a unique planar graph is octahedron (a complement of
a perfect match in K6 and hence planar). Furthermore, if G is a planar 3-regular
graph having 3

n
4 perfect matchings then G is a disjoint union of K4 and C4 ×K2.

Also, we prove the following improvements of (2.1).
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Theorem 2.1. Let G = (V,E) be a pfaffian connected graph. Denote by G′ =
(V,E′) be the induced graph by G, where (u, v) ∈ E′ if and only if the distance
between u and v in G is 2. Let M ′ be a match in G′. Assume that G does not have
4-cycles. Then

(2.2) Pm(G) ≤ (
∏

(u,v)∈M ′

(d(u)d(v)− 1))
1
4 (

∏
v∈V \V (M ′)

d(v))
1
4 .

One can use the following proposition to estimate |M ′|.

Theorem 2.2. Assume that G = (V,E), n = |V | is a connected graph with a path
of length l ≥ 3. Then the induced graph G′ given in Theorem 2.1 has a match M ′

of cardinality 2⌊ l4⌋ and ⌊
l
2⌋ if l is even or odd respectively.

Theorem 2.3. Every cubic pfaffian graph with n vertices, which has a perfect
match and no 4-cycles, has at most 8

n
12 3

n
12 perfect matching.

Proposition 2.4. Pm(F (3, k)) = 3k+2 + 1.

Proposition 2.5.

Pm(F (4, k)) = 2(2 +
√
2)k+1 + 2(2−

√
2)k+1 + 2k+3 + 1.

Proposition 2.6.

Pm(F (5, k)) = 5k+2 + 5

(5 +
√
5

2

)k

+

(
5−
√
5

2

)k
+ 1.

References

[1] Afshin Behmaram , Tomislav Doslic, Shmuel Friedlsnd, , Matchings in generalized Fullerene,
Ars Mathematica contemporanea, Vo11, No2 (2016), pp 301-311

[2] A. Behmaram, S. Friedland, Upper bounds for perfect matchings in Pfaffian and planar

graphs, Electronic J. Combin., 20 (2013) #P64, 1–16.
[3] N. Alon and S. Friedland, The maximum number of perfect matchings in graphs with a given

degree sequence, with N. Alon, The Electronic Journal of Combinatorics, 15 (2008), #13,
1-2.

[4] P.W. Fowler and D.B. Redmond, Symmetry aspects of leapfrog and truncated polyhedra,
Match Communications in Mathematical and in Computer Chemistry 33 (1996), 101119.

[5] S. Friedland and S. Gaubert, Submodular spectral functions of principal submatrices
of an hermitian matrix, Linear Algebra and its Applications, 2012, available on line,

arXiv:1007.3478.
[6] S. Friedland, E. Krop and K. Markström, On the Number of Matchings in Regular Graphs,

The Electronic Journal of Combinatorics, 15 (2008), #R110, 1-28, arXiv:0801.2256.

[7] P.W. Kasteleyn, Graph theory and crystal physics, in Graph Theory and Theoretical Physics
(ed. by F. Harary), Academic Press, New York 1967. unt, On A-groups, Proc. Cambridge
Philos. Soc. 45(1949),24-42.

Faculty of mathematical Sciences,university of Tabriz,Tabriz, Iran
E-mail address: behmaram@tabrizu.ac.ir



The 9th Seminar on Linear Algebra and its Applications

July 5-6, 2017, University of Tabriz, Tabriz, Iran

STABILIZATION OF FRACTIONAL DISCRETE-TIME SYSTEMS

VIA OUTPUT FEEDBACK

SAKINEH BIGOM MIRASSADI AND HOJJAT AHSANI TEHRANI

Abstract. In this paper, we present a method based on matrix inverse eigen-
value problem to stabilize of unstable fractional discrete-time linear systems
practically. The aim is assigning desirable eigenvalues to obtain satisfactory

responses by propositional output feedback in not necessarily positive systems.
At the end, conclusions are proposed and also the convergence of output vector
in the fractional discrete-time linear system to zero is shown by figures in a
numerical example.

Keywords: Fractional Discrete-time; Matrix inverse eigenvalue problem; Proposi-
tional output feedback.

1. Introduction

Non-integer derivative has become nowadays a precious tool, currently used in
the study of the behaviour of real systems and provides an excellent instrument
for the description of memory and hereditary properties of various materials and
processes such as viscoelastic systems, chaotic synchronization, electromagnetic sys-
tems, electrical circuits theory, fractances, mechatronics systems, signal processing,
and chemical mixing. Positivity and stability of positive fractional discrete-time
linear systems by state feedbacks have been investigated by some ways like Drazin
inverse and Shuffle algorithm and etc. However, we do not deal with some initial
conditions like having full row rank matrices in every performed algorithm and
finding index of Shuffle and Drazin and we may not devote our method for only
positive fractional systems. Stabilizing standard systems by output feedback con-
troller has attracted considerable attention because it is usually not possible or
practical to sense all the states and feed them back. In this article, matrix in-
verse eigenvalue problem is used to investigate practical stability and stabilization
of fractional discrete-time linear systems via propositional output feedback.

Consider the fractional discrete-time linear system described by

(1.1)

{
∆αxk+1 = Axk +Buk,

gk = Cxk,

whereα is the fractional order difference of state vector and 0 < α < 1, xk ∈ Rn, uk ∈
Rm, and gk ∈ Rr are state, input, and output vectors, the matrices A ∈ Rn×n, B ∈
Rn×m, and C ∈ Rr×n are known constant matrices which 1 ≤ m ≤ n , rank(B) = m,

rank(C) = r, and also k ∈ Z+ = {0, 1, 2, · · · }.

Definition 1.1. The fractional system (1.1) is called asymptotically stable if and
only if limk→∞ xk = 0 for any x0 ∈ Rn and uk = 0.
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Definition 1.2. The fractional derivative of the order α ∈ R+ with zero initial
point for fractional discrete-time linear systems is defined by ∆αx(tk) = ∆αxk =∑k

i=0(−1)i
(
α
i

)
xk−i, 0 < α < 1 [1].

Using the definition 1.2 we may write the equations (1.1) in the form

(1.2)

{
xk+1 = Aαxk +

∑k
i=1 cixk−i +Buk,

gk = Cxk

which

(1.3) ci = ci(α) = (−1)i
(

α

i+ 1

)
, i = 1, 2, · · · , k,

and Aα = A + αIn. Note that the equation (1.2) describes a discrete-time linear
system with unlimited delay in state. To make the control of this system possible,
we should change it to standard linear system. Although the converted standard
linear systems may have large matrices, but stability of them is proved [2].

2. Main results

The coefficients ci in (1.3) strongly decrease for increasing i when 0 < α < 1.
Assuming ci = 0 for i > L the system (1.2) is converted to the linear system with L
delays [1]

(2.1)

{
xk+1 = Aαxk +

∑L
i=1 cixk−i +Buk,

gk = Cxk

We may convert the time delay system (2.1) to the standard system

(2.2)

{
Xk+1 = ĀXk + B̄Uk,

Gk = C̄Xk

where

Xk =


xk

xk−1

xk−2

...
xk−L

 ∈ Rn̄, Gk =


gk

gk−1

gk−2

...
gk−L

 ∈ Rr,

and Uk = uk ∈ Rm are state, output, and input vectors, n̄ = n(L+ 1), and

Ā =


Aα c1I c2I · · · cL−1I cLI
I 0 0 · · · 0 0
0 I 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · I 0

 ∈ Rn̄×n̄, B̄ =


B
0
0
...
0

 ∈ Rn̄×m,

C̄ =
[
C 0 0 · · · 0

]
∈ Rr×n̄.

Definition 2.1. The fractional system (1.1) is called practically stable if and only
if the time delay system (2.1) or equivalently the system (2.2) is asymptotically
stable [1].
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2.1. Eigenvalue assignment with propositional output feedback law. Con-
sider system (2.2) by propositional output feedback law

(2.3) Uk = KGk = KC̄Xk.

The aim is to design the propositional output feedback (2.3) which produces a
closed-loop system of (2.2) with the satisfactory response by assigning desirable
eigenvalues Λ = {λ1, λ2, · · · , λn̄} where λi ∈ C, λi ̸= 0, and are self-conjugate complex
numbers for i = 1, 2, · · · , n̄. Substitution feedback (2.3) into the equation (2.2) one
can rewrite such a standard linear system given by

(2.4) Xk+1 = (Ā+ B̄KC̄)Xk.

Theorem 2.2. The standard discrete-time linear system (2.4) is asymptotically
stable if and only if eigenvalues of (Ā+ B̄KC̄) lie in the unit disk [3].

Consider four linearly independent sets of real n-vectors {z1, z2, ..., zp}, {zp+1, zp+2,

..., zp+q}, {w1, w2, ..., wp}, {wp+1, wp+2, ..., wp+q} with p + q ≤ n and a set of complex
numbers {λ1, λ2, ..., λn}. The aim of matrix inverse eigenvalue problem is that to find
a real matrix Ωn×n such that Ωzi = wi, i = 1, 2, ..., p,Ωzj = wj , j = p+1, p+2, ..., p+ q,

and the spectrum of Ω be {λ1, λ2, ..., λn}, where λi, i = 1, · · · , n are closed under
complex conjugation.

Let Xr = [z1, z2, ..., zp], Xl = [zp+1, zp+2, ..., zp+q], Yr = [w1, w2, ..., wp], and Yl =
[wp+1, wp+2, ..., wp+q]. If the matrix Ω of the problem exists, the following consistency
condition must be satisfied [4]

Xt
l Yr = Y t

l Xr.(2.5)

Theorem 2.3. If the matrix inverse eigenvalue problem satisfies the consistency
condition (2.5), then the necessary and sufficient condition for the existence of the
matrix Ω is that there are vectors ui ∈

∫ i

u
and vi ∈

∫ i

v
, i = 1, 2, ..., n such that

uivj = δij , i, j = 1, 2, ..., n,(2.6)

where
∫ i

u
and

∫ i

v
are the null spaces (λiX

t
l − Y t

l ) and (λiX
t
r − Y t

r ) respectively and
δij is the Kronecker delta function. If such ui exists, then Ω can be obtained using
the equation Ω = Tdiag(λ1, λ2, ..., λn)T

−1, which T =
[
u1 u2 ... un

]
[4].

Let the base vectors of
∫ i

u
and

∫ i

v
be the form of matrices Si

u and Si
v respectively,

then vectors ui and vi, i = 1, 2, ..., n can be expressed as ui = Si
uzi, vi = Si

vwi.

Thus from equation (2.6) we have zti(S
i
u)

tSj
vwj = δij , i, j = 1, 2, ..., n with n2 bilinear

equations and 2n2 − n(p+ q) unknowns. The number of unknowns may be greater
than n2 because p + q ≤ n. Thus we can solve this system using iterative method
by converting to 2n linear equations [4].

Consider Ωn̄×n̄ = Ā + B̄KC̄ as the closed-loop matrix of system (2.2) and U1

and V1 as the matrices formed by the base vectors of the null spaces of B̄t and C̄
respectively. So we have ΩV1 = (Ā+B̄KC̄)V1 = ĀV1 and U t

1Ω = U t
1(Ā+B̄KC̄) = U t

1Ā.
Let Xl = U1, Xr = V1, Yl = ĀtU1, and Yr = ĀV1. By theorem 2.3 we can find Ω. If
such Ω exists, the feedback matrix K can be computed through the equation

K = B̄†(Ω− Ā)C̄†,

where B̄† and C̄† are the Moore-Penrose generalized inverse of B̄ and C̄ respectively.

Example 2.4. Consider the system (2.2) with α = 0.3, L = 2, the set of eigenvalues
Λ = {±0.1,±0.2,±0.3,±0.4, 0.5} and following matrices:

A =

 1 5 3
−2 1 0
4 −1 0

 , B =

1 −1 2
0 1 −2
1 −1 3

 , C =

1 2 −1
2 1 1
1 2 −2

 .
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The results are obtained as follow.

Ā =



1.3 5 3 0.1 0 0 −0.05 0 0
−2 1.3 0 0 0.1 0 0 −0.05 0
4 −1 0.3 0 0 0.1 0 0 −0.05
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0


, B̄ =



1 −1 2
0 1 −2
1 −1 3
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0


,

C̄ =

1 2 −1 0 0 0 0 0 0
2 1 1 0 0 0 0 0 0
1 2 −2 0 0 0 0 0 0

 ,K =

−18.44 3.44 13.26
29.35 −6.12 −20.79
19.27 −4.44 −13.81

 .

Figure 1. yi(t) in example 2.4

3. Conclusions

Applicaton of matrix inverse eigenvalue problem for practical stability and sta-
bilization of the fractional discrete-time linear system in form of (1.1) has been
considered. First, by the definition of fractional order and a new state vector dis-
played system has been converted to a standard discrete-time linear system (2.2).
Second, the matrix inverse eigenvalue problem has been used to assign eigenvalues
to the system (2.2) and obtain the output feedback K. Finally, by a numerical
example is shown the output vector converges to zero.
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EIGENVALUE ASSIGNMENT IN FRACTIONAL

TWO-DIMENSIONAL ROESSER SYSTEMS

SAKINEH BIGOM MIRASSADI AND HOJJAT AHSANI TEHRANI

Abstract. In this paper, a method for stabilization of Roesser two-dimensional
model with different orders fractional derivative is introduced. By recalling
horizontal and vertical fractional-order definitions and a new state vector our

system is converted to a standard Roesser two-dimensional model. Similarity
transformation is used to assign desired eigenvalues to closed-loop standard
system and stabilize the model.

Keywords: Fractional 2D Roesser model, State feedback, Similarity transforma-
tion, Assigning eigenvalues.

1. Introduction

The early 1970s two-dimensional (2D) models have been attracting the atten-
tion of the scientific working in the area of dynamical systems theory. The most
popular particularized version of general form is Roesser model. Fractional calculus
is a branch of mathematical analysis that studies the possibility of differentiation
and integration of arbitrary real or complex orders of the differential operator. At
present, the number of applications of fractional calculus rapidly grows. These
mathematical phenomena allow us to describe and model a real object more accu-
rately than the classical integer methods. It has played an important role in physics,
electrical engineering, control systems, robotics, signal processing, chemical mixing,
bioengineering, and so on. Some ways for finding the solution of state equations in
positive fractional linear systems were discussed by the use of Drazin inverse and
Shuffle algorithm. However, one of the efficient methods for stabilization of the
fractional systems is, eigenvalue assignment (EVA) method to modify the dynamic
response of linear systems. We do not have some difficulties of positive systems like
dealing with long equations of inputs, full row rank matrices in every performed
algorithm, and finding index of shuffle and Drazin especially for large systems. In
this paper a method for stabilization of fractional 2D Roesser discrete-time model
with state feedback is investigated.

Consider the fractional 2D Roesser discrete-time linear model

(1.1)

[
∆h

αx
h
i+1,j

∆v
βx

v
i,j+1

]
=

[
A11 A12

A21 A22

] [
xh
ij

xv
ij

]
+

[
B1

B2

]
uij ,

where α and β are horizontal and vertical fractional orders difference which 0 <
α < 1, 0 < β < 1, Alk ∈ Rnl×nk , k, l = 1, 2, B1 ∈ Rn1×m, B2 ∈ Rn2×m, xhij ∈
Rn1 , xvij ∈ Rn2 , and uij ∈ Rm are horizontal state, vertical state, and input vectors
at the point (i, j) respectively. Also it is assumed that 1 ≤ m ≤ min{n1, n2}.
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Using the horizontal and vertical fractional definitions in [3] we may write the
equation (1.1) in the form

(1.2)

[
xh
i+1,j

xv
i,j+1

]
=

[
Ā11 A12

A21 Ā22

] [
xh
ij

xv
ij

]
−
[ ∑i+1

k=2 cα(k)x
h
i−k+1,j∑j+1

l=2 cβ(l)x
v
i,j−l+1

]
+

[
B1

B2

]
uij ,

where Ā11 = A11+αIn1 , Ā22 = A22+βIn2 . Note that the equations (1.2) describe
a 2D discrete-time linear system with unlimited delays in horizontal and vertical
states. To make the control of this system possible, we should convert it to standard
2D discrete-time linear system.

The sequences of cα(k) and cβ(l) converge to zero. Assuming cα(k) = 0 for
k > L1 + 1 and cβ(l) = 0 for l > L2 + 1 the system (1.2) is converted to a 2D
Roesser linear system with L1 and L2 delays [1]. So the equation (1.2) takes the
form

(1.3)

[
xh
i+1,j

xv
i,j+1

]
=

[
Ā11 A12

A21 Ā22

]
=

[
xh
ij

xv
ij

]
−
[ ∑L1+1

k=2 cα(k)x
h
i−k+1,j∑L2+1

l=2 cβ(l)x
v
i,j−l+1

]
+

[
B1

B2

]
uij .

This system can be rewritten as a standard 2D discrete-time linear system

(1.4)

[
Xh

i+1,j

Xv
i,j+1

]
=

[
Ã11 Ã12

Ã21 Ã22

] [
Xh

ij

Xv
ij

]
+

[
B̃1

B̃2

]
Uij ,

where

Xh
ij =


xh
ij

xh
i−1,j

...

xh
i−L1+1,j

xh
i−L1,j

 ∈ RN1 , Xv
ij =


xv
ij

xv
i,j−1

...
xv
i,j−L2+1

xv
i,j−L2

 ∈ RN2 ,

Ã11 =


Ā11 −cα(2)In1 · · · −cα(L1)In1 −cα(L1 + 1)In1

In1 0 · · · 0 0
0 In1 · · · 0 0
...

...
. . .

...
...

0 0 · · · In1 0

 ∈ RN1×N1 ,

Ã12 =


A12 0 · · · 0
0 0 · · · 0
...

...
. . .

...
0 0 · · · 0

 ∈ RN1×N2 , Ã21 =


A21 0 · · · 0
0 0 · · · 0
...

...
. . .

...
0 0 · · · 0

 ∈ RN2×N1 ,

Ã22 =


Ā22 −cβ(2)In2 · · · −cβ(L2)In2 −cβ(L2 + 1)In2

In2 0 · · · 0 0
0 In2 · · · 0 0
...

...
. . .

...
...

0 0 · · · In2 0

 ∈ RN2×N2 ,

B̃1 =


B1

0
...
0

 ∈ RN1×m, B̃2 =


B2

0
...
0

 ∈ RN2×m, Uij = uij ∈ Rm,

N1 = n1(L1 + 1), N2 = n2(L2 + 1), n = N1 +N2.
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Theorem 1.1. The fractional 2D discrete-time linear system (1.1) is called prac-
ticaally stable if the time delay system (1.3) or equivalently system (1.4) is asymp-
totically stable [2].

Consider the standard 2D Roesser model (1.4) with the state feedback

Uij =
[
K1 K2

] [ Xh
ij

Xv
ij

]
,

where K =
[
K1 K2

]
∈ Rm×n,K1 ∈ Rm×N1 , and K2 ∈ Rm×N2 . Substituting the

state feedback K into system (1.4) we may have

(1.5)

[
Xh

i+1,j

Xv
i,j+1

]
=

[
Ã11 + B̃1K1 Ã12 + B̃1K2

Ã21 + B̃2K1 Ã22 + B̃2K2

] [
Xh

ij

Xv
ij

]
.

The following equivalent system from (1.4) is considered as

(1.6) Xi+1,j+1 = ÃXij + B̃Uij ,

where

Xi+1,j+1 =

[
Xh

i+1,j

Xv
i,j+1

]
, Xij =

[
Xh

ij

Xv
ij

]
, Ã =

[
Ã11 Ã12

Ã21 Ã22

]
, B̃ =

[
B̃1

B̃2

]
.

By putting state feedback Uij = KXij we obtain Xi+1,j+1 = (Ã+ B̃K)Xij .

Theorem 1.2. The standard discrete-time system (1.6) or equivalently (1.5) is

asymptotically stable if and only if eigenvalues of (Ã+ B̃K) lie in the unit disk [2].

2. Similarity transformation

In this section we describe a method for assigning eigenvalues in closed-loop
matrix Γ = Ã + B̃K and obtaining state feedback K. First, zero eigenvalues are
assigned to this system by F . Then, by the gain F , state feedback K is obtained
easily that assign desired eigenvalues to the closed-loop system of (1.6). Consider
the state transformation

(2.1) Xij = TX̃ij ,

where T can be obtained by elementary similarity operations as described in [4, 5].
Substituting (2.1) into (1.6) yields X̃i+1,j+1 = T−1ÃT X̃ij +T−1B̃Uij . It is noted that
the transformation matrix T is invertible. In this way, N = T−1ÃT,M = T−1B̃ are
in a compact canonical form know as vector companion form [4, 5]

N =

[
G0

In−m , 0n−m,m

]
,M =

[
S0

0n−m,m

]
.

Here G0 is a m× n matrix and S0 is a m×m upper triangular matrix. The state
feedback matrix which assigns all the eigenvalues to zero for the transformed pair
(M,N) is then chosen as F̃ = −S−1

0 G0, which results in the primary state feedback

matrix for the pair (B̃, Ã) defined as F = F̃ T−1. The transformed closed-loop

matrix Γ̃0 = N +MF̃ assumes a compact Jordan form with zero eigenvalues

(2.2) Γ̃0 =

[
0m,n

In−m , 0n−m,m

]
n×n

.

Simple elementary similarity operations can be used to obtain the matrix H̃λ from
H̃ = Γ̃0 + D, where D is a block diagonal matrix of desired eigenvalues Λ =
{λ1, · · · , λn} [4] such that

(2.3) H̃λ =

[
Gλ

In−m , 0n−m,m

]
.



EIGENVALUE ASSIGNMENT IN FRACTIONAL TWO-DIMENSIONAL ... 27

Thus the primary feedback matrix K which gives rise to the assignment of eigen-
values Λ = {λ1, λ2, · · · , λn} to the system (1.6) becomes K = F + S−1

0 GλT
−1.

Example 2.1. Consider the system (1.1) with α = 0.5, β = 0.8, L1 = L2 = 2,Λ =
{0.1± 0.1i, 0.1, 0.2± 0.2i, 0.2, 0.3± 0.3i, 0.3}, and following matrices

A11 =

[
1 2

−0.5 1.2

]
, A12 =

[
1.5
−1

]
, A21 =

[
1.3 −0.9

]
, A22 =

[
−0.7

]
,

B1 =

[
−0.4 0.5
−0.8 −1

]
, B2 =

[
−0.3 0.9

]
.

The results are as follow which K = [K1 K2].

K1 =

[
0.85 1.89 0.24 −0.15 −0.02 0.07
−0.1 −0.09 −1.48 8.8 1.49 −0.7

]
,K2 =

[
0.08 −0.17 0.04
0.38 6.6 −0.94

]
.

Figure 1. Horizontal and vertical state vectors in example 2.1

3. Conclusions

A method for stabilization of fractional 2D Roesser model in form of (1.1) has
been considered. First, by the definitions of horizontal and vertical fractional-order
and defining new horizontal and vertical state vectors, 2D standard model (1.4)
is obtained. Second, desired eigenvalues are assigned by the use of state feedback
and a method based on similarity transformation. Finally, the convergence of the
horizontal and vertical state vectors to zero are shown.
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GENERALIZATION OF SOME QUANTUM INFORMATION

INEQUALITIES

ALI DADKHAH

Abstract. We present some generalizations of quantum information inequal-
ities involving tracial positive linear maps between C∗-algebras. We establish
two noncommutative Heisenberg uncertainty relations.

Keywords: Tracial positive linear map; Trace; Covariance, Variance, C∗-algebra.

1. Introduction

In quantum measurement theory, the classical expectation value of an observable
(self–adjoint element) A in a quantum state (density element) ρ is expressed by
Tr(ρA). Also, the classical variance for a quantum state ρ and an observable element
A is defined by Vρ(A) := Tr(ρA2)−(Tr(ρA))2. The Heisenberg uncertainty relation
asserts that

Vρ(A)Vρ(B) ≥ 1

4
|Tr(ρ[A,B])|2(1.1)

for a quantum state ρ and two observables A and B; . It gives a fundamental
limit for the measurements of incompatible observables. A further strong result
was given by Schrödinger as

Vρ(A)Vρ(B)− |Re(Covρ(A,B))|2 ≥ 1

4
|Tr(ρ[A,B])|2,(1.2)

where [A,B] := AB − BA is the commutator of A,B and the classical covariance
is defined by Covρ(A) := Tr(ρAB)− Tr(ρA)Tr(ρB).

Let B(H) denote the C∗-algebra of all bounded linear operators on a complex
Hilbert space (H, ⟨·, ·⟩) with the unit I. We consider the usual Löwner order ≤ on
the real space of self–adjoint operators.

A linear map Φ : A −→ B between C∗-algebras is said to be positive if Φ(A) ≥ 0
whenever A ≥ 0. We say that Φ is unital if A,B are unital and Φ preserves the
unit. A linear map Φ is called n-positive if the map Φn :Mn(A) −→Mn(B) defined
by Φn([aij ]) = [Φ(aij)] is positive, where Mn(A) stands for the C∗-algebra of n×n
matrices with entries in A. A map Φ is said to be completely positive if it is n-
positive for every n ∈ N. If the range of the positive linear map Φ is commutative,
then Φ is completely positive. It is known (see, e.g., [3] that if Φ is a unital positive
linear map, then

Φ(A♯B) ≤ Φ(A)♯Φ(B).(1.3)

A map Φ is called tracial if Φ(AB) = Φ(BA). The usual trace on the trace class
operators acting on a Hilbert space is a tracial positive linear functional.

2010 Mathematics Subject Classification. Primary 15A60; Secondary 46L05, 47A63.
Speaker: Ali Dadkhah.

28



GENERALIZATION OF SOME QUANTUM INFORMATION INEQUALITIES 29

Definition 1.1. Let Φ : A −→ B be a tracial positive linear map and ρ be a
Φ-density element. Then

Covρ,Φ(A,B) := Φ(ρA∗B)− Φ(ρA∗)Φ(ρB) and Vρ,Φ(A) := Covρ,Φ(A,A),

are called the generalized covariance and the generalized variance A,B, respectively.

It is known that for every tracial positive linear map, the matrix[
Vρ,Φ(A) Covρ,Φ(B,A)

Covρ,Φ(A,B) Vρ,Φ(B)

]
is positive, which is equivalent to

Vρ,Φ(A) ≥ Covρ,Φ(B,A)(Vρ,Φ(B))−1Covρ,Φ(A,B),(1.4)

which is called the variance–covariance inequality.

2. Main results

To achieve our results we need the following lemma.

Lemma 2.1. Let A > 0, B ≥ 0 be two elements in Mn(A). Then the block matrix[
A X
X∗ B

]
is positive if and only if B ≥ X∗A−1X.

Now we prove our first result.

Theorem 2.2. Let Φ : A −→ B be a tracial positive linear map between C∗-algebras
and ρ ∈ A be a Φ-density element. If Φ(A) is a commutative subspace of B, then

Vρ,Φ(A)Vρ,Φ(B)− |Re(Covρ,Φ(A,B))|2 ≥ 1

4
|Φ(ρ[A,B])|2

for all self–adjoint elements A,B.

IfA is a C∗-algebra and B is a C∗-subalgebra ofA, then a conditional expectation
E : A −→ B is a positive contractive linear map such that E(BAC) = BE(A)C for
every A ∈ A and all B,C ∈ B.
Corollary 2.3. Let A be a C∗-algebra and B be a C∗-subalgebra of A. If E : A −→
B is a tracial conditional expectation, then

Vρ,E(A)Vρ,E(B)− |Re(Covρ,E(A,B))|2 ≥ 1

4
|E(ρ[A,B])|2

for all self–adjoint elements A,B ∈ A and each E-density element ρ ∈ A.
Now we give a version of Heisenberg’s uncertainty relation, in the case that B is

not a commutative C∗-algebra. To get this result we need some lemmas.

Lemma 2.4 (Choi–Tsui). Let A,B be C∗-algebras such that either one of them is
W ∗-algebra or B is an injective C∗-algebra. Let Φ : A −→ B be a tracial positive
linear map. Then there exist a commutative C∗-algebra C(X) and tracial positive
linear maps ϕ1 : A −→ C(X) and ϕ2 : C(X) −→ B such that Φ = ϕ2◦ϕ1. Moreover,
in case that Φ is unital, then ϕ1 and ϕ2 can be chosen to be unital. In particular,
Φ is completely positive.

Lemma 2.5. (Kadison’s inequality) If Φ : A −→ B is a unital 2-positive linear
map between unital C∗-algebras, then

Φ(|A|2) ≥ |Φ(A)|2

for every A ∈ A.
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In the case that A is a positive element of A satisfying 0 < mI ≤ A ≤ MI for
some scalers m < M , by [3, Theorem 1.32], the reverse inequality

Φ(A2) ≤ (M +m)2

4Mm
Φ(A)2(2.1)

holds.

Lemma 2.6. Let Φ : A −→ B be a unital 2-positive linear map between unital
C∗-algebras. If A is a normal element of A satisfying sp(A) ⊆ [m,M ]∪ [−M,−m]
for some scalers 0 < m < M , then

|Φ(A)| ≤
√

(M +m)2

4Mm
Φ(|A|).(2.2)

In this paper, we denote
(M +m)2

4Mm
for an element m ≤ A ≤ M by KM,m(A),

which is called the Kantorovich constant of the element A.

The next theorem gives a Heisenberg’s type uncertainty relation for tracial pos-
itive linear maps between C∗-algebras.

Theorem 2.7. Let A,B be C∗-algebras such that either one of them is W ∗-algebra
or B is an injective C∗-algebra. Let Φ : A −→ B be a tracial positive linear map
and ρ ∈ A be a Φ-density element and A,B are self–adjoint elements in A such
that sp(-iρ

1
2 [A,B]ρ

1
2 ) ⊆ [m,M ] for some scalars 0 < m < M , then

Vρ,Φ(A)♯Vρ,Φ(B) ≥ 1

2
√
Km,M (ρ[A,B])

|Φ(ρ[A,B])| ,

where K[m,M ](ρ[A,B]) is the Kantorovich constant of the element -iρ
1
2 [A,B]ρ

1
2 .

Corollary 2.8. For every self–adjoint elements A,B and each density element ρ
we have

Vρ(A)Vρ(B) ≥ 1

4
|Tr(ρ[A,B])|2 .
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ities. Inequalities for Bounded Self–adjoint Operators on a Hilbert Space, Element, Zagreb,
Croatia, 2005.

[4] J. S. Matharu and M. S. Moslehian, Gruss inequality for some types of positive linear maps,

J. Operator Theory 73 (2015), no. 1, 265–278.
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CAPTURING OUTLINES OF 2D SHAPES USING B-SPLINE
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Abstract. In this paper, a new technique is proposed to capture the outline of
2D objects. The outline is divided into various segment and curve fitting is then

performed over each segment. The presented method employs B-spline curve
for curve approximation. The proposed technique approximates each segment
using a straight line first. The number of control points of approximating curve
is increased until the required results are obtained. In this method, optimal

curve approximation is performed using optimal number of control points.

Keywords: Outline capturing; Corner detection; B-spline curve; Curve fitting;
Control points.

1. Introduction

Capturing the outline of 2D objects is an important research area in computer
aided geometric design (CAGD), computer graphics, as well as vision and imag-
ing. This paper introduce a new curve fitting approach with B-spline curve. The
proposed algorithm performs curve approximation using an iterative process. A
B-spline curve of a fixed degree like a quadratic B-spline curves is used to approx-
imate the given shape. The segments obtained after corner detection are initially
approximated with B-spline curve of lowest number of control points, i.e. 2. The
number of control points of approximating curve is then increased iteratively until
the error comes under the user specified limit. This ensures optimal fit with least
number of control points. This is very efficient and useful for data compression,
storage and transmission.

2. Boundary segmentation

Boundary segmentation means dividing the outline of shape into small pieces.
It reduces boundarys complexity and simplifies the fitting process. Also, there are
natural break points in the outline that we like to maintain as they are. These
points are determined by a suitable corner detector. Various algorithms have been
proposed by researchers for corner detection. We use the method proposed in [3]
due to its efficiency and accuracy. The algorithm comprises of two stages. In the
first stage, it finds candidate corners from whole data set while in second stage
some extra points are discarded using certain criteria giving only potential corners.

3. Curve approximation

The objective of curve approximation is to fit a curve over each piece of seg-
mented boundary obtained using a corner detector. These curves are then joined
together to form the complete shape. In curve fitting we use B-spline curves for its
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simple and efficient implementation, which make them highly useful for curve and
surface fitting. A B-spline curve of degree p is defined as

C(u) =
m∑
i=0

Ni,p(u)Pi,(3.1)

where Pi are the control points, and Ni,p are the normalized B-splines defined over
the knot vector

U =

u0 = u1 = · · · , up︸ ︷︷ ︸
p+1

, up+1, · · · , um, um+1 = · · · = um+p+1︸ ︷︷ ︸
p+1

 .

The clear advantage of the B-spline curve is thatm is not coupled with p. This given
us effective control over the shape of the curve together with piecewise polynomial
of low degree.

3.1. Least squares curve approximation. Given a set of unorganized data
points {Qi}ni=0 ⊂ R2 sampled from the outline of a planar shape, the aim of curve
fitting is to find a B-spline curve (3.1) that best approximates the shapes outline.
We suppose that knot vector U and a set of precomputed parameters ti, i = 0, .., n,
are fixed and therefore not subject to optimization. A B-spline curve of degree p
with m+ 1 control points is sought that interpolates the end points; i.e.,

C(t0) = P0 = Q0, C(tn) = Pm = Qn,

and approximates the remaining points in the least square sense, that is,

n−1∑
i=1

|Qi − C(ti)|2

is a minimum with respect to independent variables P1, ..., P(m−1). The standard
least squares method yields the following system of equations [2].

(NTN)P = R,(3.2)

where N is a (n− 1)× (m− 1) matrix N1,p(t1) N2,p(t1) · · · Nm−1,p(t1)
...

...
. . .

...
N1,p(tn−1) N2,p(t2) · · · Nm−1,p(tn−1)

 ,
R is vector of (m− 1) elements N1,p(t1)R1 +N1,p(t2)R2 + · · ·+N1,p(tn−1)Rn−1

...
Nm−1,p(t1)R1 +Nm−1,p(t2)R2 + · · ·+Nm−1,p(tn−1)Rn−1

 ,
with

Ri = Qi −N0,p(ti)Q0 −Nm,p(ti)Qn, i = 1, ..., n− 1,

and P is the vector of unknown control points P1

...
Pm−1

 .
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In the equation ( 3.2 ), NTN is symmetric and positive definite, Therefore, we
solve the least squares problems by the normal equations and the use of Cholesky
factorization [1].

3.2. Iterative process for curve approximation. The strategy for curve ap-
proximation is given as follows:

• In the proposed outline capturing system, user specifies the degree of the
B-spline curve and the limit for approximation error according to his par-
ticular requirements.
• Initially, each segment is approximated using a B-spline curve with two
control point i.e. line. If the error obtained is not below the specified limit,
a B-spline curve with three control point is then used for approximation.
The number of control points of the B-spline curve is iteratively increased
until the maximum error comes below the specified limit.

A B-spline curve can be fitted of any degree, but in computer graphic, the degree
2 or 3 are generally found to be sufficient. In this work, we have used quadratic
B-spline curve for curve fitting because of their being computationally efficient and
having high level of accuracy to approximate 2D shapes.

4. Demonstration

The experimental results of presented method are shown in this section. The
performance of the proposed algorithm has been tested for the shape of Kanji
(Japanese language) character in Figure 1. The original shape to be approximated
is given in Figure 1(a). In Figure 1(b) the boundary extracted from this shape is
presented. Figure 1(c) displays the corner points which are marked with a square.
Curve approximation with the proposed approach is then performed on each of the
extracted segments and the result obtained is shown along with the intermediate
control points (marked with circles) in Figures 1(d) and 1(e). The error tolerance
limit has been kept 3 and 2 for Figures 1(d) and 1(e) respectively. Figure 1(f) is
the final computed outline of the image in Figure 1(e). The detailed quantitative
results for this example are given in Table 1. The algorithm [4] computed this shape
with 198 control point which is about 3.96 times more than the proposed algorithm.
One reason for higher number of control point is due to suboptimal computation
of corner detection and subdivision point by algorithm [4].

Table 1. Performance of the proposed algorithm for the shape Kanji character

Error tolerance Number of Maximum Average Computation
limit control point error error time
3 43 2.39 0.65 0.71
2 50 1.98 0.52 0.90

Sarfraz and Razzak [4] 198 1.40 1.13 3.83

5. Conclusion

A new outline capturing system is presented in this paper. A curve fitting scheme
has been introduced which is based on the B-spline curve. The proposed algorithm
performs curve approximation using an iterative process. This algorithm provides
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(a) Original shape (b) Outline of original

shape

(c) Outline with corner

points.

(d) Captured outline

with error tolerance
limit 3.

(e) Captured outline

with error tolerance
limit 2.

(f) Just captured out-

line with error toler-
ance limit 2.

Figure 1. Outline capturing of Kanji character. The black and
red lines show the original and computed curves respectively.

optimal curve approximation ensuring optimal number of control points. The use
of optimum number of control points in the proposed technique is a very useful in
vector graphics, font designing, computer supported cartooning, data compression,
animations and various other applications of CAD/CAGD.
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A CHARACTERAZATION FOR MOORE-PENROSE INVERTIBLE

OPERATORS ON HILBERT C∗-MODULES

JAVAD FAROKHI-OSTAD AND ALIREZA JANFADA

Abstract. Recently, the interesting characterazation of invertible normal op-
erators has been investigated. In this paper we study and generalize this idea

for Moore-Penrose invertible normal operators on Hilbert C∗-modules. Also,
we find some other characterazition of this operators using some inequalities
related to Corach-Poreta-Recht inequality.

Keywords: EP operators; Hilbert C∗-module; Moore-Penrose inverse; Operator
inequality.

1. Introduction

Hilbert C∗-modules form a category in between Banach spaces and Hilbert
spaces. The basic idea was to consider module over C∗-algebra instead of linear
space and to allow the inner product to take values in a more general C∗-algebra
than C. The structure was first used by Kaplansky [4] in 1952 and more care-
fully investigated by Rieffel [9] and Paschke [8] later in 1972-73. We give only
a brief introduction to the theory of Hilbert C∗-modules to make our explana-
tions self-contained. For comprehensive accounts we refer to the lecture note of
Lance [5]. On the other hand the concept of general inverese and in particular
Moore-Penrose inverse very important. The general inverese do not have all prop-
erties. In this paper we specialize the investigations to the Moore-Penrose inverse
of closed range operators on Hilbert C∗-modules. The notion of EP operator was
extended by Campbell and Meyer for Hilbert Spaces in [1, 2] and so on by Sharifi
[10] and Mohammadzadeh Karizaki [3, 6] for Hilbert A-modules. In fact the op-
erator T ∈ L(X ) is called EP , if T and T ∗ have the same ranges. Throughout
the paper A is a C*-algebra (not necessarily unital). A (right) pre-Hilbert mod-
ule over a C∗-algebra A is a complex linear space X , which is an algebraic right
A-module and λ(xa) = (λx)a = x(λa) equipped with an A-valued inner product
⟨., .⟩ : X × X → A satisfying,

(i) ⟨x, x⟩ ≥ 0, and ⟨x, x⟩ = 0 iff x = 0,
(ii) ⟨x, y + λz⟩ = ⟨x, y⟩+ λ⟨x, z⟩,
(iii) ⟨x, ya⟩ = ⟨x, y⟩a,
(iv) ⟨y, x⟩ = ⟨x, y⟩∗.
for each x, y, z ∈ X , λ ∈ C, a ∈ A. A pre-Hilbert A-module X is called a Hilbert

A-module if it is complete with respect to the norm ∥x∥ = ∥⟨x, x⟩∥
1
2 . Left Hilbert

A-modules are defined in a similar way. For example every C∗-algebraA is a Hilbert
A-module with respect to inner product ⟨x, y⟩ = x∗y, and every Hilbert space is
a left Hilbert C-module. Suppose that X and Y are Hilbert A-modules. Then,
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L(X ,Y) is the set of all maps T : X → Y for which there is a map T ∗ : Y → X ,
the so-called adjoint of T such that ⟨Tx, y⟩ = ⟨x, T ∗y⟩ for each x ∈ X , y ∈ Y. It
is known that any element T of L(X ,Y) must be a bounded linear operator, which
is also A-linear in the sense that T (xa) = (Tx)a for x ∈ X and a ∈ A [5, Page 8].
We use the notations L(X ) in place of L(X ,X ), and ker(·) and ran(·) for the kernel
and the range of operators, respectively. The identity operator on X is denoted by
1X or 1 if there is no ambiguity.

Suppose that X is a Hilbert A-module and Y is a closed submodule of X . We
say that Y is orthogonally complemented if X = Y ⊕ Y⊥, where Y⊥ := {y ∈
X : ⟨x, y⟩ = 0 for all x ∈ Y} denotes the orthogonal complement of Y in X .

Throughout this paper X , Y and Z are Hilbert A-modules. Recall that a closed
submodule in a Hilbert module is not necessarily orthogonally complemented, how-
ever Lance in [5] proved that certain submodules are orthogonally complemented
as follows.

Theorem 1.1. ([5, Theorem 3.2]) Suppose that T ∈ L(X ,Y) has closed range.
Then T ∗ ∈ L(Y,X ) has closed range, and

(i) ker(T ) is orthogonally complemented in X , with (ker(T ))⊥ = ran(T∗).
(ii) ran(T) is orthogonally complemented in Y, with (ran(T))⊥ = ker(T∗).

Definition 1.2. Let T ∈ L(X ,Y). The Moore-Penrose inverse T † of T (if it exists)
is an element in L(Y,X ) which satisfies

(a) T T †T = T ,
(b) T † T T † = T †,
(c) (T T †)∗ = T T †,
(d) (T † T )∗ = T †T .

Motivated by these conditions, T † is unique and T †T and T T † are orthogonal
projections, in the sense that those are selfadjoint idempotent operators. Clearly,
T is Moore-Penrose invertible if and only if T ∗ is Moore-Penrose invertible, and in
this case (T ∗)† = (T †)∗. The following theorem is known.

Theorem 1.3. ([11, Theorem 2.2]) Suppose that T ∈ L(X ,Y). Then the Moore-
Penrose inverse T † of T exists if and only if T has closed range.

By Definition 1.2, we have

ran(T) = ran(TT†), ran(T†) = ran(T†T) = ran(T∗),
ker(T ) = ker(T †T ), ker(T †) = ker(T T †) = ker(T ∗),

and by Theorem 1.1, we have

X = ker(T )⊕ ran(T†) = ker(T†T)⊕ ran(T†T),

Y = ker(T †)⊕ ran(T) = ker(TT†)⊕ ran(TT†).

A matrix form of a bounded adjointable operator T ∈ L(X ,Y) can be induced
by some natural decompositions of Hilbert C∗-modules. Indeed, if M and N are
closed orthogonally complemented submodules of X and Y, respectively, and X =
M⊕M⊥, Y = N ⊕N⊥, then T can be written as the following 2× 2 matrix

T =

[
T1 T2
T3 T4

]
(1.1)
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where, T1 ∈ L(M,N ), T2 ∈ L(M⊥,N ), T3 ∈ L(M,N⊥) and T4 ∈ L(M⊥,N⊥).
Note that PM denotes the projection corresponding toM.

In fact T1 = PNTPM, T2 = PNT (1− PM) T3 = (1− PN )TPM and T4 =
(1− PN )T (1− PM).

Recall that if T ∈ L(X ,Y) has closed range, then TT † = Pran(T) and T †T =
Pran(T∗).

Lemma 1.4. ([6, Theorem 2.2]) Suppose that T ∈ L(X ,Y) has closed range.
Then T has the following matrix decomposition with respect to the orthogonal
decompositions of closed submodules X = ran(T∗) ⊕ ker(T) and Y = ran(T) ⊕
ker(T∗)

T =

[
T1 0
0 0

]
:

[
ran(T∗)
ker(T )

]
7→
[

ran(T)
ker(T ∗)

]
where T1 is invertible. Moreover,

T † =

[
T−1
1 0
0 0

]
:

[
ran(T)
ker(T ∗)

]
7→
[

ran(T∗)
ker(T )

]
.

An operator T with closed range is called EP if N (T ) = N (T ∗). It is easy to
see that,

T is EP⇔ R(T ) = R(T ∗)⇔ TT † = T †T.

2. Main Results

In this section, some characterization of Moore-Penrose invertible normal opera-
tors on Hilbert C∗-modules has been founded. Also, some conditions which is state
that, the product of operators is EP has been presented.

Definition 2.1. Let X and Y be Hilbert A-modules. An operator V ∈ L(X ,Y) is
a partial isometry if for each x ∈ (kerV )⊥; ∥V x∥ = ∥x∥.

Similar to [7, Theorem 2.3.4], each T ∈ L(X ,Y) with closed range has a po-
lar decomposition T = V |T |, where V ∈ L(X ,Y) is a partial isometry, |T | =
(T ∗T )

1
2 , ker(V ) = ker(T ), ran(V) = ran(T), ker(V∗) = ker(T∗), ran(V∗) =

ran(|T|) and V ∗T = |T |.
Suppose that X and Y are Hilbert A-modules and T ∈ L(X ,Y) is an operator

with a polar decomposition T = V |T |. Since V ∈ L(X ,Y) is a partial isometry,

ran(V) = ran(T) = ranT. Then V has a closed range and V † exists. By [5,
Page 30] and the uniqueness of Moore-Penrose inverse, V ∗ = V †. Utilizing polar
decomposition, we have ran(|T|) = ran(T∗), so ran(|T|) is closed. Since V has

closed range, (kerV )⊥ = ran(V∗) = ran(|T|) = ran(|T|). It is clear that, the
reverse order law hold for polar decomposition. We use the above mentioned to
proof of main theorem of this section.

Theorem 2.2. Let X and Y be Hilbert A-modules and T, S ∈ L(X ,Y) have closed
ranges. Then TT ∗ = T †T if and only if ∥T ∗ST †∥ = ∥T †TST †∥

Theorem 2.3. Let X be Hilbert A-module and T ∈ L(X ) has closed ranges. Then
the following statements are equivalent:

(i) T is normal,
(ii) T commute with T ∗ + T †,
(iii) T † commute with T + T ∗.
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Theorem 2.4. Let X be Hilbert A-module and T ∈ L(X ) has closed ranges. Then
the following statements are equivalent:

(i) T is normal,
(ii) TT †T ∗TTT † = TT ∗,
(iii) T †TT ∗TT †T = TT ∗.

Theorem 2.5. Let X be Hilbert A-module and T ∈ L(X ) has closed ranges and
EP operator, then the following statements are equivalent:

(i) T is normal,
(ii) ∀S ∈ L(X ), ∥TST †∥+ ∥T †TS∥ = ∥T ∗ST †∥+ ∥T †ST ∗∥,
(iii) ∀S ∈ L(X ), ∥TST †∥+ ∥T †TS∥ ≥ 2∥TT †ST †T∥.

Theorem 2.6. Let T, S ∈ L(X ) are EP operators with closed ranges. Then TS is
EP if and only if (1− SS†)(TS) = 0.

Theorem 2.7. Let T, S ∈ L(X ). If S is EP and (TS)† = S†T †, then TS is EP.

References

[1] S. Campbell and C.D. Meyer, Continuity properties of the Drazin pseudo inverse, Linear
Algebra and Its Applications, 10 (1975) 77-83.

[2] S. Campbell and C.D. Meyer, EP operators and generalized inverses, Canadian Math. Bull.,
18 (1975) 327-333.

[3] J. Farokhi-ostad and M. Mohammadzadeh Karizaki, The reverse order law for EP modular
operators , J. Math. Computer Sci. 16 (2016), 412-418 .

[4] I. Kaplansky, Algebras of type I, Ann. Math., 56 (1952), 460-472.
[5] E.C. Lance, Hilbert C*-Modules, LMS Lecture Note Series 210, Cambridge Univ. Press, 1995.

[6] M. Mohammadzadeh Karizaki and Dragan S. Djordjevic, Commuting C* modular operators,
Aequationes Mathematicae (2016) 1-12.

[7] G. J. Murphy, C∗-algebras and operator theory, Academic Press, 1990.
[8] W. Paschke, Inner product modules over B∗-algebras, Trans. Amer. Math. Soc., 182 (1973),

443-468.
[9] M. Rieffel, Morita equivalence for C∗-algebra and W ∗-algebra, J. Pure Allpied Algebra, 5

(1974), 51-96.

[10] K. Sharifi and B. Ahmadi Bonakdar, The reverse order law for Moore-Penrose inverses of
operators on Hilbert C*-modules, Bull. Iran. Math. Soc., 42 (2016) 53- 60.

[11] Q. Xu, L. Sheng, Positive semi-definite matrices of adjointable operators on Hilbert C*-
modules, Linear Algebra Appl. 428 (2008), 992–1000.

Department of Mathematics, Faculty of Basic Sciences, Birjand University of Tech-

nology, Birjand, Iran.
E-mail address: j.farokhi@birjandut.ac.ir. javadfarrokhi90@gmail.com

Department of Mathematics, Faculty of Mathematics and Statistics, University of

Birjand, Birjand, Iran.
E-mail address: ajanfada@birjand.ac.ir



The 9th Seminar on Linear Algebra and its Applications

July 5-6, 2017, University of Tabriz, Tabriz, Iran

A SOLUTION OF OPERATOR EQUATION ON HILBERT

C∗-MODULES

JAVAD FAROKHI-OSTAD AND ALIREZA JANFADA

Abstract. In this paper, we study the modular operator equations on Hilbert
C∗-modules. Also, by using some block operator matrix techniques, we find

the sufficient and necessary conditions of solvability for such equations. Fur-
theremore, the explicit solution of ploynomial modular operator equations has
been founded.

Keywords: Modular operator equation; Moore-Penrose inverse; Hilbert C∗-module.

1. Introduction

The operator equations plays important roles in control of system and fault detec-
tion. It is special forms include Lyapanov and Sylvester equations. These equations
are solved in some fields such as matrix equation, or over a finite field, and so on
as operator equations on Hilbert spaces. For details refer to other work in formal
[7]– [11] . In this paper, we should solved such modular operators equations on
Hilbert C∗-modules. The equation TXS∗ − SX∗T ∗ = A was studied by Yuan [16]
for finite matrices and Xu et al. [15] generalized the results to Hilbert C∗-modules,
under the condition that ran(S) is contained in ran(T). When T equals an identity
matrix or identity operator, this equation reduces to XS∗ − SX∗ = A, which was
studied by Braden [1] for finite matrices, and Djordjevic [2] for the Hilbert space
operators. In this paper, by using block operator matrix techniques and proper-
ties of the Moore-Penrose inverse, we present a solution X for adjointable Hilbert
module operators than those with closed ranges as AXA∗ = B. Furthermore, we
solve the operator equation A∗X −X∗A = B. This paper is organized as follows.
In the remainder of this section, some preliminaries is given, which are used in the
following sections. Section 2 the main theorem of our work is appeared, which is
present the solution of modular operator equations by a simple technique of ma-
trix forms of that operators. Hilbert C∗-modules form a category between Banach
spaces and Hilbert spaces. The basic idea was to consider module over C∗-algebra
instead of linear space and to allow the inner product to take values in a more
general C∗-algebra than C. The structure was first used by Kaplansky [5] in 1952
and more carefully investigated by Rieffel [13] and Paschke [12] later in 1972–73.
We give only a brief introduction to the theory of Hilbert C∗-modules to make our
explanations self-contained. For comprehensive accounts we refer to the lecture
note of Lance [6].

We now give the definition of Hilbert C∗-modules.

Definition 1.1. Let A be a C∗-algebra (not necessarily unital). A (right) pre-
Hilbert module over the C∗-algebra A is a complex linear space X , which is an
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algebraic right A-module and λ(xa) = (λx)a = x(λa) equipped with an A-valued
inner product ⟨., .⟩ : X × X → A satisfying,
(i) ⟨x, x⟩ ≥ 0, and ⟨x, x⟩ = 0 iff x = 0,
(ii)⟨x, y + λz⟩ = ⟨x, y⟩+ λ⟨x, z⟩,
(iii)⟨x, ya⟩ = ⟨x, y⟩a,
(iv) ⟨y, x⟩ = ⟨x, y⟩∗.
for each x, y, z ∈ X , λ ∈ C and a ∈ A.

Remark 1.2. Left pre-Hilbert C∗-modules are defined similarly.

If X satisfies all the conditions for an inner-product A-module except for the
second part of (i), then we call X a semi-inner-product A-module. For such modules
there is a useful version of the Cauchy-Schwarz inequality:

Theorem 1.3. If X is a semi-inner-product A-module and x, y ∈ X , then
⟨y, x⟩⟨x, y⟩ ≤ ∥⟨x, x⟩∥⟨y, y⟩.

For x ∈ X , put
∥x∥ = ∥⟨x, x⟩∥ 1

2 .

Then ∥⟨x, y⟩∥2 = ∥⟨x, y⟩∗⟨x, y⟩∥ = ∥⟨y, x⟩⟨x, y⟩∥ ≤ ∥⟨x, x⟩∥ ∥ ⟨y, y⟩∥ = ∥x∥2∥y∥2.
Hence

∥⟨x, y⟩∥ ≤ ∥x∥∥y∥
It follows that ⟨., .⟩ : X × X → A is continuous. Obviously ∥.∥ is a norm on X .

Definition 1.4. A pre-Hilbert C∗-module X is called a Hilbert C∗-module if X
equipped with the above norm is complete. Note that completion of a pre-Hilbert
A-module, is a Hilbert C∗-module.

We have 0 ≤ ⟨xa, xa⟩ = a∗⟨x, x⟩a ≤ a∗∥x∥2a. Taking norm we get

∥⟨xa, xa⟩∥ ≤ ∥a∗∥x∥2a∥∥xa∥2 ≤ ∥x∥2∥a∥2or∥xa∥ ≤ ∥x∥∥a∥.
Hence X is a normed A-module. There is also an A-valued norm | . | on X given
by |x| = ⟨x, x⟩1/2.

Note that submodules in Hilbert C∗-modules need not be complementable in
general; however, Lance [6] proved that certain submodules are orthogonally com-
plemented as follows.

Throughout this paper, X and Y are Hilbert A-modules. We use the notations
ker(·) and ran(·) for the kernel and the range of operators, respectively. The identity
operator on X is denoted by 1X or 1 if there is no ambiguity. The reader is referred
to [3, 4, 6] and the references cited therein for more details in Hilbert C∗-module.

Theorem 1.5. (see [6, Theorem 3.2]) Let X , Y be Hilbert A-modules and A ∈
L(X ,Y) have closed range. Then

• ker(A) is orthogonally complemented in X , with complement ran(A∗).
• ran(A) is orthogonally complemented in Y, with complement ker(A∗).
• The map A∗ ∈ L(Y,X ) has closed range.

Remark 1.6. The proof of [6, Theorem 3.2] indicates that if A ∈ L(X ,Y) with
closed range, then ran(AA∗) = ran(A), and thus ran(AA∗) is also closed. On the
other hand, if ran(AA∗) is closed, then

Y = ran(AA∗)⊕ ker(AA∗) = ran(TAA∗)⊕ ker(A∗) ⊆ ran(A)⊕ ker(A∗) ⊆ Y,
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so that ran(A)⊕ ker(A∗) = Y, which implies that ran(A) is closed. Replacing A by
A∗, we conclude that

ran(A) is closed ⇐⇒ ran(A∗) is closed ⇐⇒ ran(AA∗) is closed ⇐⇒ ran(A∗A) is closed.

A generalized inverse of A ∈ L(X ,Y) is an operator A× ∈ L(Y,X ) such that

(1.1) AA×A = A and A×AA× = A×.

It is known that a bounded adjointable operator A has generalized inverse if and
only if ran(A) is closed.

Definition 1.7. Let TA ∈ L(X ,Y). The Moore-Penrose inverse A† of A (if it
exists) is an element of L(Y,X ) which satisfies:

(a) AA†A = A,
(b) A†AA† = A†,
(c) (AA†)∗ = AA†,
(d) (A†A)∗ = A†A.

Clearly, A is Moore-Penrose invertible if and only if A∗ is Moore-Penrose invert-
ible, and in this case (A∗)† = (A†)∗ and A†A and AA† are orthogonal projections.

By Theorem 1.5, we know that

X = ker(A)⊕ ran(A†) = ker(A†A)⊕ ran(A†A)

Y = ker(A†)⊕ ran(A) = ker(AA†)⊕ ran(AA†).

Xu and Sheng in the Theorem 1.8 showed that a bounded adjointable operator
between two Hilbert A-modules admits a bounded Moore-Penrose inverse if and
only if it has closed range.

Theorem 1.8. Let X , Y be Hilbert A-modules and A ∈ L(X ,Y). Then the Moore-
Penrose inverse A† of A exists if and only if A has closed range.

2. Main results

In this section, by using some block operator matrix techniques, we find the
sufficient and necessary conditions of solvability for operator equations on Hilbert
C∗-modules. Furthermore, we solve the operator equation AXA∗ = B.

Theorem 2.1. Let X , Y and Z are Hilbert A-modules and A ∈ L(X ,Y), B ∈
L(Z,Y) has closed range, then

AX = B hassolutionifandonlyif λAA∗ −BB∗ ≥ 0, forsomeλ > 0.

Lemma 2.2. Let X , Y and Z are Hilbert A-modules and A ∈ L(X ,Y), then AA∗

and A∗A are positive.

Theorem 2.3. Let X , Y and Z are Hilbert A-modules and A ∈ L(X ,Y) has closed
range, then AX = B has a positive solution if and only if ran(B) ⊆ ran(A) and
BA∗ ≥ 0.

Theorem 2.4. Let X , Y and Z are Hilbert A-modules and A ∈ L(X ,Y) has closed
ranhe, then AXA∗ = B has a solution if and only if AA†B(A∗)†(A∗) = B.

Theorem 2.5. Let X , Y and Z are Hilbert A-modules and A ∈ L(X ) has closed
range and B ∈ L(Y), then

A∗X −X∗A = BhassolutionifandonlyifB = −B∗.
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Lemma 2.6. Let A ∈ L(X ) has closed range. If AX − XA∗ = B has solution,

then for a positive integer n we have AnX −X(A∗)n =
n∑

i=1

An−iB(A∗)i−1.

Theorem 2.7. Let A ∈ L(X ) has closed range. If p(x) = xn+a1x
n−1+ ...a1x+a0

is a ploynomial over ran(A), then

P (A)X = Bn + a1Bn−1 + ...+ an−1B1,

where Bk =
n∑

i=1

Ak−iB(A∗)i−1.
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Abstract. In this paper we speak about reproducing kernels whose ranges
are subsets of a C∗-algebra or a Hilbert C∗-module. In particular, we show
how such a reproducing kernel can naturally be expressed in terms of operators

on a Hilbert C∗-module. We focus on relative reproducing kernels and extend
this concept to such spaces associated with cocycles.
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1. Introduction

The theory of reproducing kernels is fundamental theory in recent decades and
has widely application in mathematics. Special application of reproducing kernel
theory appears inside the domain of physics and provides an extension in basis of
stochastic processes and signal processing. Bergman kernels, the harmonic kernels,
and the Szego kernels are important examples of reproducing kernels. Related to
these spaces, Alpay produced a new constructer, relative reproducing kernels which
is a wider concept and has some application in electric circuits. Hashemi Sababe
and his co-authors tried to express and develop this concept in [1, 2, 3].

The purpose of this paper is to discuss positive definite kernels on semigroups,
reproducing kernels on locally compact spaces, and their decompositions via Hilbert
C∗-modules. Unitary representations of a group G acting on a space S in which the
Hilbert C∗-module is an operator-valued function space on S and the representation
is a representation associated by a cocycle on S ⊂ G is studied befor by Heo [4].
In the following of his works, we try to extend relative reproducing property to
reproducing kernels associated with cocycles.

2. Preliminaries

We start with fundamental definitions and theorems. Most interesting properties
of C∗-Hilbert modules and relative reproducing kernels is worked before and we refer
readers to [1, 2, 3, 4] for more details.

Throughout this article, S and A denote a nonempty set and a C∗-algebra,
respectively. We denote by X a self-dual Hilbert A-module of A-valued functions
on S such that each valuation f 7→ f(s) ∈ A is continuous and linear. Then, for
each s ∈ S and f ∈ X there exists an element gs ∈ X such that

f(s) = ⟨gs, f⟩X .
The corresponding reproducing kernel κ : S × S → A is given by

κ(s, t) = ⟨gs, gt⟩X ∈ A.
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For every t ∈ S the function gt ∈ X will be denoted by κ(·, t).

Theorem 2.1 (Theorem 3.2 [4]). If a kernel κ : S × S → A is positive definite,
then there exists a Hilbert A-module X of A-valued functions on S such that κ is
the reproducing kernel of X.

Definition 2.2. Let B be a C∗-algebra. A kernel κ : S×S → B is positive definite
if for every n ∈ N and s1, . . . , sn ∈ S the matrix [κ(si, sj)]

n
i,j=1 is positive inMn(B).

It follows from the definition that a kernel κ : S × S → B is positive definite if and
only if for all s1, . . . , sn ∈ S and b1, . . . , bn ∈ B, the sum

∑n
i,j=1 b

∗
i κ(si, sj)bj is

positive in B. If a kernel κ from S × S into LA(X) can be written in the form

κ(s, t) = υ(s)∗υ(t) for any s, t ∈ S,

where υ is a map from S to LA(X,Xυ) for some right Hilbert A-module Xυ, then
κ is automatically positive definite. Such a map υ is called the Kolmogorov decom-
position for κ.

We continue our work with an important example.

Example 2.3. Let G be a locally compact group with a left Haar measure µ, A a
unital C∗-algebra, and X a Hilbert A-module. Assume that G is unimodular. We
denote by K(G,A) the right A-module of continuous functions from G to A with
compact supports. For all f, g in K(G,A), we define an A-valued map ⟨·, ·⟩ by

⟨f, g⟩ =
∫
G

f(a)∗g(a)dµ(a).

We denote by L2(G,A) its completion. Let π : G → LA(X) be a strongly continuous
unitary representation and let x0 ∈ X be fixed. Let θ be the A-module map from
the Hilbert A-module X into the space of A-valued continuous maps defined by

[θ(x)](a) = ⟨π(a)x0, x⟩X x ∈ X, a ∈ G

It is not hard to see that [θ(π(a)x)](b) = [θ(x)](a−1b) for all x ∈ X and all a, b ∈ G.
Let Y denote the image θ(X) of X under θ. Assume that ⟨x0, x0⟩ = I and x0
is a cyclic unit vector for the representation π, that is, the closed span of the set
{π(a)x0α : a ∈ G,α ∈ A} is the whole of X. Then the map θ : X → Y is an
A-module isomorphism, so that the right A-module Y can be given the structure of
a Hilbert A-module isometric to X. Indeed, for all x, y ∈ X, we have

⟨θ(x), θ(y)⟩Y =

∫
G
[θ(x)](a)∗[θ(y)](a)dµ(a)

=

∫
G
⟨π(a)x0, x⟩∗X ⟨π(a)x0, y⟩X dµ(a) = ⟨x, y⟩X

If G is a transformation group on S acting on the right, then there is a canonical
action π of G on the space of A-valued functions according to the formula

(π(a)f)(s) = f(sa) a ∈ G, s ∈ S,

where f : S → A is a function. If X is a self-dual Hilbert A-module of A-valued
functions on S with a unitary representation π of G on X, that is, π(a)f ∈ X and
∥π(a)f∥ = ∥f∥ for all a ∈ G and f ∈ X, then X is called a (G, π)-Hilbert A-module.
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Definition 2.4. Let X be a Hilbert A-module of A-valued functions on S such that
each evaluation f 7→ f(s) is continuous and κ is the reproducing kernel of X. Let G
be a transformation group on S acting on the right. We denote by Z(A) the center
of A. A continuous function α : S × G → Z(A)\{0} is called a cocycle if

α(s, ab) = α(s, a)α(sa, b)

for all a, b ∈ G and s ∈ S. For each cocyle α, there is an action πα of a group G
on the space of A-valued functions on S such that

(πα(a)f)(s) = f(s, a)α(s, a).

Let α : S × G → LA(X) be a cocycle. A kernel κ : S × S → LA(X) is a G-kernel
associated with κ if for all s, t ∈ S and all a ∈ G

κ(s, t) = α(s, a)κ(sa, ta)α(t, a)∗.

3. Main results

Heo defines reproducing kernel associated with cocycles in [4]. In following we
extend this notion to relative reproducing kernel associated with cocycles.

Definition 3.1. Let S be a non empty set, A a C∗-algebra and X a Hilbert A-
module such that for any s, t ∈ S and f ∈ LX we have f → f(s)−f(t) is continuous.
A functionMs,t : S × S → A is called a relative kernel if

f(s)− f(t) = ⟨f,Ms,t⟩ ∀f ∈ LA(X), s, t ∈ S.

Theorem 3.2. For any strictly negative definite kernelM : S×S → LA(X) there
exists a unique Hilbert A-module YM of continuous functions f : S → X such that

• Y0
M is a dense submodule of YM.

• For each s ∈ S, the evaluation map es is continuous from YM to X.

Definition 3.3. Let α : S × G → LA(X) be a cocycle. A relative kernel M :
S × S → LA(X) is a relative G-kernel associated with α if for all s, t ∈ S and all
a ∈ G,

M(s, t) = α(s, a)M(sa, ta)α(t, a)∗.

Theorem 3.4. For any relative G-kernelM associated with a cocycle α, the equa-
tion

[π(a)f ] (s) = α(s, a)f(s, a),

defines a unitary representation π of G on the Hilbert A-module YM.

Theorem 3.5. Let M be a relative G-kernel associated with a cocycle α and let
A be an invertible operator in LA(X). The kernel MA defined by MA(s, t) =
A∗M(s, t)A is a positive definite relative G-kernel associated with a cocycle αA

given by

αA(s, a) = A∗α(s, a)(A−1)∗ s ∈ S, a ∈ G.

In following, we take an important example which leads us to application of
above theorems.
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Example 3.6. Let X = G be a unimodular locally compact group and suppose
that φ : G → C is a continuous hermitian positive function. It is well known
that φ defines a reproducing kernel Hilbert space. Let C0(G) denote the continuous
functions of compact support on G. Define

φ(G) = {f ∗ φ|f ∈ C0(G)}
where

(f ∗ φ)(x) =
∫
f(y)φ(y−1x)dy.

Let φ(f) = f ∗ φ and define an inner product on φ(G) by

⟨φ(f), φ(g)⟩ =
∫
φ(y−1x)f(x)g(y)dxdy

where dx is Haar measure on G. Let H(φ) be the completion of φ(G) in the norm
comes from above inner product. It is easy to see that in such a way, H(φ) is a
relative reproducing Hilbert module. Representation associated to H(φ) is definrd
as

[πx(φ)f ] (y) = φ(f)(x−1y).

Relative reproducing kernels have important application in several fields. One
of the most important field is graphs on C∗ Hilbert modules. It is known that
every weighted graph induces a relative reproducing kernel Hilbert space, and an
associated graph Laplacian. The converse is also holds. It means for a given relative
reproducing kernel C∗-Hilbert moduleX on a set S, it is then possible in a canonical
way to construct a weighted graph G such that S is the set of vertices in G, and
such that its energy Hilbert space coincides with X itself.
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Abstract. Let S be a unital ring in which 2 is invertible, and let R = H(S) be
the quaternion ring over S. The main results of this paper is a characterization
of Jordan centralizers of R and determining the conditions under which every
Jordan centralizer of R is a centralizer.
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1. Introduction

Let R be a ring and Z(R) be the center of R. For each x, y in R, denote the
Jordan product of x, y by x◦y = xy+yx. Recall that R is prime if for any a, b ∈ R,
aRb = 0 implies that a = 0 or b = 0, and R is called semiprime if aRa = 0 with
a ∈ R implies a = 0. An additive map φ : R −→ R is said to be a centralizer
(or multiplier) if φ(xy) = φ(x)y = xφ(y) for each x, y ∈ R. In case R has an
identity 1, φ is a centralizer if and only if φ(x) = φ(1)x for each x ∈ R, where
φ(1) ∈ Z(R). We define a Jordan centralizer to be an additive mapping φ on R
that satisfies φ(x◦y) = φ(x)◦y = x◦φ(y) for all x, y ∈ R. Clearly, each centralizer
is a Jordan centralizer, but the converse is, in general, not true (see [5], Example
2.6). An additive mapping f : R −→ R is said to be a derivation if for all x, y ∈ R,
f(xy) = f(x)y + xf(y). Also, f is called a generalized derivation if there exists
an additive map d : R −→ R such that f(xy) = f(x)y + xd(y) for all x, y ∈ R.
The mapping Ia : R −→ R given by Ia(x) = [x, a] for all x ∈ R is called the
inner derivation induced by a. Also, a generalized inner derivation is an additive
mapping φ : R −→ R defined by φ(x) = mx+ xn, for some m,n ∈ R.

There has been a great interest in the study of Jordan derivations of rings or
algebras as well as other operator algebras in the last decades. In most cases, each
Jordan derivation is a derivation. On the other hand, it is obvious that central-
izers are generalized derivations. Hence there exists a natural connection between
generalized derivations and centralizers. But, what is natural and intresting is to
find some conditions under which a Jordan centralizer is a centralizer. Zalar [11]
showed that any Jordan centralizer on a 2-torsion free semiprime ring is a cen-
tralizer. Vukman [10] proved that an additive map φ : R −→ R, where R is a
2-torsion free semiprime ring, with the property that 2φ(xyx) = φ(x)yx+ xyφ(x)
for all x, y ∈ R, is a centralizer. Benkovič et al. [3] proved that if there exists an
additive mapping φ : R −→ R, where R is a prime ring with suitable characteristic
restrictions satisfying the relation 2φ(xn+1) = φ(x)xn + xnφ(x) for all x ∈ R and
some fixed integer n, then φ is a centralizer. Ghahramani [4] has shown that every
Jordan centralizer of 2-torsion free triangular algebra through zero product is a

2010 Mathematics Subject Classification. 16W25.
Speaker: Leila Heidaryzadeh.

47



48

centralizer. We refer the reader to [3, 4, 5, 10, 11] and references therein for results
concerning centralizers on rings and algebras.

In this paper, motivated by the results mentioned above, we characterize Jor-
dan centralizers of quaternion rings and consider some sufficient conditions on these
rings so that every Jordan centralizer is a centralizer. Among the reasons for study-
ing the mappings on quaternion rings, are the recently published books and papers
[1, 2, 6, 7, 9] in which the authors have considerd the important roles of quaternion
algebras in different sciences such as diferential geometry, analysis, mechanics and
quantum fields. One of the latest work in this contex is done by Ghahramani et
al. [6] in which the authors have described the superderivations of quaternion rings
considered as Z2-graded rings. They have also considered the quaternion ring as a
suitable context for answering some questions on superalgebras.

2. Main results

Definition 2.1. Let S be a ring with identity. Set

H(S) = {s0 + s1i+ s2j + s3k : si ∈ S} = S ⊕ Si⊕ Sj ⊕ Sk,
where i2 = j2 = k2 = ijk = −1, and ij = −ji. Then, with the componentwise
addition and multiplication subject to the given relations and the convensions that
i, j, k commute with S elementwise, H(S) is a ring called quaternion ring over
S, which is a generalization of the Hamilton’s division ring of real quaternions
H = H(R). In general, H(S) is not commutative unless S is commutative with
char(S) = 2.

Remark 2.2. It is worthwhile to mension that in some special cases, it turns out
that the quaternion ring R = H(S) is (isomorphic to) a 2 × 2 full matrix ring.
For instance, assume that there are elements a and f ∈ R such that a2 = f2 = 0
and af + fa = 1. Then by Theorem 17.10 in [8], R is isomorphic to a 2 × 2 full
matrix ring. In such cases then any characterization of a mapping on R has a
similar characterization when this map is considered on the associated matrix ring
and conversely.

From now on, we assume that S is a ring with identity such that
1

2
∈ S and

R = H(S).

Lemma 2.3. Let S and R be as above. Then Z(R) = Z(S).

The structure of ideals of quaternion rings is similar to matrix rings:

Theorem 2.4. I is an ideal of R iff there exists an ideal A of S such that

I = H(A) = A⊕Ai⊕Aj ⊕Ak.

Lemma 2.5. For every ideals I, J of R we have H(I)H(J) = H(IJ).

Theorem 2.6. Let S and R be as above. Then R is a prime (resp. semiprime)
ring iff so is S.

Theorem 2.7. Let φ : R −→ R be a Jordan centralizer. Then φ is a generalized
inner derivation. Inparticular, if the ring S is commutative then φ is a centralizer.
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Proof. Let φ be a Jordan centralizer on R, and assume that φ(i) = a+ bi+ cj+dk,
φ(j) = a′ + b′i + c′j + d′k, for some suitable coefficients in S. Recalling that
φ(x◦y) = xφ(y)+φ(y)x = yφ(x)+φ(x)y for all x, y ∈ R, applying φ on ij+ji = 0
we have 2a′i − 2b′ = 0 = 2aj − 2c. Therefore, a′ = b′ = 0 = c = a. Hence,
φ(i) = bi+ dk, φ(j) = c′j + d′k.

Also, since −φ(1) = φ(i2) = φ(j2) = φ(k2), if φ(1) = a′′ + b′′i + c′′j + d′′k, for
some a′′, b′′, c′′, d′′ ∈ S, then applying φ on ii+ ii = −2, we get b′′ = c′′ = d′′ = 0,
a′′ = b, and so φ(1) = b.

Similarly, applying φ on jj + jj = −2, we find that c′ = b, so φ(i) = bi + dk,
φ(j) = bj + d′k.

Now, put φ(k) = a′′′ + b′′′i + c′′′j + d′′′k. Applying φ on ik + ki = 0, we have
a′′′ = b′′′ = 0, d = 0. Hence, φ(i) = bi, φ(k) = c′′′j + d′′′k. Applying φ on
jk + kj = 0 and kk + kk = −2, we observe that

φ(i) = bi, φ(j) = bj and φ(k) = bk.

Consequently, we can find φ(s), φ(si), φ(sj), φ(sk) for each s ∈ S, by applying
φ on the identities 2s = s1 + 1s , 2si = si + is, 2sj = sj + js and 2sk = sk + ks,
respectively. We obtain

φ(s) =
1

2
(s ◦ b), φ(si) = 1

2
(s ◦ b)i, φ(sj) = 1

2
(s ◦ b)j, φ(sk) = 1

2
(s ◦ b)k,

where b = φ(1).
Now, let t = x + yi + zj + wk ∈ R be arbitray. Using the above equations we

find that

φ(t) =
1

2
(tφ(1) + φ(1)t),

concluding that φ is a generalized inner derivation. Finally, if S is commutative, by
Lemma 2.1, φ(1) ∈ Z(R) and so, φ(t) = φ(1)t, proving that φ is a centralizer. �

Corollary 2.8. Assume that the ring S is semiprime. Then every Jordan central-
izer of R is a centralizer.
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Abstract. In this paper we present a block version of left-looking AINV
preconditioner. In the numerical tests, we compare the quality of the plain

and block versions of this preconditioner.
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1. Introduction

Consider the linear system

Ax = b

where A ∈ Rn×n is real, nonsymmetric and invertible matrix and x, b ∈ Rn×1. The
left-looking A-biconjugation algorithm can be used to factorize A−1 in the following
form

A−1 = ZD−1WT .

In this factorization Z and W are unit upper triangular matrices and D is a
diagonal matrix [1]. If we apply dropping in this algorithm, then the left-looking
AINV will be obtained. In [2], we have presented a block format of left-looking
A-biconjugation algorithm. In this case, Z and W factors are agin unit upper
triangular while D is a block diagonal matrix. The diagonal blocks of D are of
order 1 × 1 or 2 × 2. Applying the dropping strategy in this block algorithm will
give us a block version of left-looking AINV preconditioner. In this paper, we will
compare the quality of the block and plain left-looking AINV preconditioners at
reducing the number of iterations of the GMRES [4] Krylov subspace method.

2. Algorithms of plain and block left-looking AINV preconditioners

In this section, we have presented three algorithms. Algorithm 1 and 2 are
used to compute the block version of left-looking AINV preconditioner. We call
Algorithm 2 inside Algorithm 1 to construct a column of matrices Z and W .
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Algorithm 1 (A block format of left-looking AINV preconditioner)

Input: A ∈ Rn×n a nonsymmeetric matrix, τw, τz ∈ (0, 1) are the drop tolerance parameters for W and Z.

Output: A−1 ≈ ZD−1WT , Z and W are unit upper triangular and D is a block diagonal matrix.

1. logic z = logic w = true
2. status(i) = 0, 1 ≤ i ≤ n

3. Z = [z
(0)
1 , z

(0)
2 , ..., z

(0)
n ] = In×n,W = [w

(0)
1 , w

(0)
2 , ..., w

(0)
n ] = In×n, D = 0 ∈ Rn×n

4. i = 1
5. while i < n do
6. if logic z then
7. call column − const(Z, τz , A,D, i, status)

8. else
9. logic z = true
10. end if
11. call column − const(Z, τz, A,D, i + 1, status)

12. S
(i−1)
ii = eTi Az

(i−1)
i

13. for j = i + 1 to n do

14. S
(i−1)
ji = eTj Az

(i−1)
i , S

(i−1)
j,i+1 = eTj Az

(i−1)
i+1

15. end for
16. if logic w then

17. column-const(W, τw, AT , DT , i, status)

18. else
19. logic w = true
20. end if
21. call column − const(W, τw, AT , DT , i + 1, status)

22. S
(i−1)
ij = (w

(i−1)
i )TAej , j ≥ i + 1

23. S
(i−1)
i+1,j = (w

(i−1)
i+1 )TAej , j ≥ i + 2

24. vi = max{ 1

|s(i−1)
ij

|

∑n
j=i+1 |S(i−1)

ii |, 1

|s(i−1)
ii

|

∑n
j=i+1 |S(i−1)

ji |

25. w1
i =

∑n
j=i+2 ||

S(i−1)
ii S

(i−1)
i,i+1

S
(i−1)
i+1,i S

(i−1)
i+1,i+1

−1S
(i−1)
ij

S
(i−1)
i+1,j

 ||∞

26. w2
i =

∑n
j=i+2 ||

(
S
(i−1)
ij S

(i−1)
i+1,j

)S(i−1)
ii S

(i−1)
i,i+1

S
(i−1)
i+1,i S

(i−1)
i+1,i+1

−1

||∞

27. wi = max{w1
i , w

2
i }

28. if vi < wi then

29. Dii = S
(i−1)
ii

30. z
(i)
i+1 = z

(i−1)
i+1 − (

eTi Az
(i−1)
(i+1)

Dii
)z

(i−1)
i . For all l ≤ i apply dropping rule to z

(i)
l,i+1

if its absolute value

is less than τz

31. w
(i)
i+1 = w

(i−1)
i+1 − (

(w
(i−1)
i+1

)T Aei

Dii
)w

(i−1)
i . For all l ≤ i apply dropping rule to w

(i)
l,i+1

if its absolute

value is less than τw
32. logic z = false, logic w = false
33. status(i) = 1

34. i = i + 1
35. else

36. Di:i+1,i:i+1 =

S(i−1)
ii S

(i−1)
ii+1

S
(i−1)
i+1i S

(i−1)
i+1i+1


37. z

(i)
i+1 = z

(i−1)
i+1 , w

(i)
i+1 = w

(i−1)
i+1

38. status(i) = 2

39. i = i + 2
40. end if
41. end while
42. if status(n − 1) = 0 then

43. call column − const(Z, τz, A,D, n, status)

44. call column − const(W, τw, AT , DT , n, status)

45. Dn,n = eTnAz
(n−1)
n

46. end if
47. if status(n − 1) = 1 then

48. Dn,n = eTnAz
(n−1)
n

49. end if

50. Return Z = [z
(0)
1 , z

(1)
2 , ..., z

(n−1)
n ],W = [w

(0)
1 , w

(1)
2 , ..., w

(n−1)
n ] and D

Algorithm 3 gives the plain left-looking AINV preconditioner. This algorithm
was first introduced by Benzi and Tuma in reference [1].
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Algorithm 2 (Column construction of a matrix)
Column Const(Z, τz, A,D, i, status)

Input: Z = [z
(0)
1 , z

(1)
2 , · · · , z(i−2)

i−1 , z
(0)
i , · · · , z(0)

n ] ∈ Rn×n, τz ∈ (0, 1) is the drop tolerance for Z,

A ∈ Rn×n a nonsymmetric matrix, D ∈ Rn×n a block diagonal matrix, i is an integer,
status is an integer array

Output: updated Z

1. j = 1
2. while j ≤ i − 1 do
3. k = j + status(j) − 1
4. if status(j) = 1 then

5. z
(k)
i = z

(j−1)
i − z

(j−1)
j × 1

Djj
× Aj,: × z

(j−1)
i

6. j = j + 1
7. else if status(j) = 2 then

8. z
(k)
i = z

(j−1)
i − [z

(j−1)
j z

(j)
j+1] × [D(j : j + 1, j : j + 1)]−1 × Aj:j+1,: × z

(j−1)
i

9. j = j + 2
10. end if
11. Consider z

(k)
i = (z

(k)
li ). For all l, apply dropping rule to z

(k)
li if its absolute value is less than τz

12. end while
13. Return Z

Algorithm 3 (Left-looking AINV preconditioner)

Input: A ∈ Rn×n a nonsymmetric matrix, τw, τz ∈ (0, 1) the drop tolerances for W and Z.
Output: A−1 ≈ ZD−1WT .

1. D = 0 ∈ Rn×n

2. for i = 1 to n do

3. w
(0)
i = ei, z

(0)
i = ei

4. for j = 1 to i− 1 do

5. w
(j)
i = w

(j−1)
i − (

(w
(j−1)
i )TAej

Djj
)w

(j−1)
j , z

(j)
i = z

(j−1)
i − (

eTj Az
(j−1)
i

Djj
)z

(j−1)
j

6. for all l ≤ j apply a dropping rule to w
(j)
li and to z

(j)
li if their absolute values are less

than τw and τz.

7. end for
8. Dii = eTi Az

(i−1)
i

9. end for
10. Return Z = [z

(0)
1 , z

(1)
2 , · · · , z(n−1)

n ], W = [w
(0)
1 , w

(1)
2 , · · · , w(n−1)

n ] and D = diag(Dii)1≤i≤n.

3. Numerical tests

In this section, we have reported the results of numerical experiments.We have
implemented 3 algorithms in Matlab. We have selected 4 matrices from [3]. Then,
we constructed the artificial linear systems A[1, · · · , 1]T = b. These systems have
been solved by theGMRES(15) Krylov subspace method. The commandGMRES
in Matlab provides us this method. The matrix information and the convergence
results of the GMRES(15) can be found in Table 1. In this table, n and nnz are
the dimension and number of nonzero entries of the matrix. iter(1) and iter(2) are
the number of external and internal iterations of GMRES(15), respectively. Time
is the iteration time which is in seconds.

Table 1. matrix properties and results of GMRES(15)

Matrix properties GMRES(15)

name n nnz iter(1) iter(2) Time

sherman4 1104 3786 37 12 0.305
orsirr-2 886 5970 397 9 1.629

sherman1 1000 2375 132 15 0.559
cdde1 961 4681 9 2 0.035
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In Table 2, we have set τz = τw = 0.1 and computed both the plain and
the block left-looking AINV preconditioners. The notations LLAINV (0.1) and
BLLAINV (0.1) refer to these two cases. Then, these two preconditioners have
been used as the right preconditioner for linear systems. After that, the precondi-
tioned systems have been solved by the GMRES(15) method. The resuls of these
tests can be found in Table 2. In this table, ptime is the preconditioning time which
is in seconds and density is defined as

density =
nnz(Z) + nnz(W )

nnz(A)
,

where nnz(Z), nnz(W ) and nnz(A) are the number of nonzero entries of matrices
Z,W and A, respectively. In this table, iter(1) and iter(2) have the same definition
as in Table 1 and Ttime is the summation of preconditioning time and the iteration
time of the GMRES(15) method.

Table 2. properties of the preconditioners and results of GMRES(15) to

solve the preconditioned systems

LLAINV(0.1)+GMRES(15) BLLAINV(0.1)+GMRES(15)

matrix ptime density iter(1) iter(2) Ttime ptime density iter(1) iter(2) Ttime

sherman4 40.84 1.331 7 13 41.0025 5641.11 4.079 7 3 5641.44
orsirr-2 26.05 0.919 4 10 26.1109 3321.73 3.458 4 9 3321.79

sherman1 29.61 1.350 1 6 29.621 3589.79 1.551 1 6 3589.8
cdde1 34.41 1.558 20 14 34.7793 4550.61 15.341 9 1 4550.76

The results in Table 2 indicate that for matrices sherman4, orsirr-2 and cdde1,
the block left-looking AINV preconditioner is more effective than the plain left-
looking AINV at reducing the number of iterations of GMRES(15) method. For
matrix sherman1, both preconditioners make the GMRES(15) method convergent
in the same number of iterations. Comparing the preconditioning time of both
preconditioners show that the block left-looking AINV needs more time to be
constructed. By analyzing the number of iterations in Tables 1 and 2 one may
come to conclusion that both preconditioners are effective tools at reducing the
number of iterations of GMRES(15) method.
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Abstract. In this paper, the author proposes a local shift-splitting precon-
tioner for the double saddle piont matrices. Some properties of the local shift-
splitting precontioned double saddle piont matrix are studied. Finally, nu-
merical experiments of a model Stokes problem are presented to show the

effectiveness of the proposed preconditioner.

Keywords: Double saddle point problem; Preconditioner; Local shift-splitting;
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1. Introduction

We consider the solution of the system of linear equations with the following
block 3× 3 structure

(1.1) Au ≡

 A BT CT

−B 0 0
−C 0 D

 x
y
z

 =

 b1
b2
b3

 ≡ b,
where A ∈ Rn×n and D ∈ Rp×p are symmetric positive definite(SPD), B ∈ Rm×n

with rank(B) = m < n, C ∈ Rp×n , x, b1 ∈ Rn, y, b2 ∈ Rm and z, b3 ∈ Rp.
Throughout the paper we assume that n ≥ m+ p. The linear system (1.1) is called
double saddle point problem. Linear systems of the form (1.1) arise frequently from
mixed and mixed-hybrid formulations of second-order elliptic equations [5]. The
solvibity conditions and numerical methods have been investigated in [1, 6].

Proposition 1.1. Assume that A and D are symmetric positive definite(SPD).
Then matrix A is invertible if and only if BT has full column rank.

Both Uzawa-type stationary methods and block preconditioned Krylov subspace
methods are discussed in [1] for double saddle point problem (1.1).

2. Main results

Based on the iteration methods studied in [2, 3], a local shift-spliting of the
double saddle point matrix A can be constructed as follows

A = PLSS −QLSS

=
1

2

 A BT CT

−B αI 0
−C 0 D

− 1

2

 −A −BT −CT

B αI 0
C 0 −D

 ,(2.1)

where α > 0 is a constant and I is the identity matrix with appropriate dimension.

2010 Mathematics Subject Classification. 65F10, 65F50, 65N22.
Speaker: Mohammad Mahdi Izadkhah.

55



56

We can do the following matrix factorization for PLSS

(2.2) PLSS =
1

2

 I 1
αB

T CTD−1

0 I 0
0 0 I

 S 0 0
0 αI 0
0 0 D

 I 0 0
− 1

αB I 0
−D−1C 0 I

 ,
where S = A + 1

αB
TB + CTD−1C. In the following, we turn to study some

properties of the preconditioned matrix P−1
LSSA.

Theorem 2.1. Assume that A ∈ Rn×n and D ∈ Rp×p are symmetric positive
definite(SPD), B ∈ Rm×n with rank(B) = m < n, C ∈ Rp×n. Let α be a positive
constant. The local shift-splitting preconditioner PLSS defined as in (2.1). Then
the preconditioned matrix PLSS has an eigenvalue 2 with multiplicity n + p, the

remaining eigenvalues are
2σ2

i

α+σ2
i
for i = 1, 2, . . . ,m, where σi is the positive singular

values of the matrix BA− 1
2 .

Proof. By using the factorization in (2.3), we have

(2.3) P−1
LSSA =

 2I 2S−1BT 0
0 2

αBS
−1BT 0

0 2D−1CS−1BT 2I

 .
Consider the block diagonal matrix

P =

 A
1
2 0 0
0 I 0

0 0 D
1
2

 .
Then the preconditioned matrix P−1

LSSA is similar to the following matrix P̃

P̃ = PP−1
LSSAP

−1 =

 2I 2S−1
1 A− 1

2BT 0

0 2
αB

− 1
2S−1

1 A− 1
2BT 0

0 2D− 1
2CA− 1

2S−1
2 A− 1

2BT 2I

 ,
where S1 = I+ 1

αA
− 1

2BTBA− 1
2 and S2 = I+ 1

αA
− 1

2BTBA− 1
2+A− 1

2CTD− 1
2D− 1

2CA− 1
2 .

Let σi for i = 1, 2, . . . ,m and δj for j = 1, 2, . . . , p are the positive sigular values

of the matrices BA− 1
2 and D− 1

2CA− 1
2 , respectively. Consider the singular value

decomposition of the matrixBA− 1
2 = UT

1 Σ̃1V1 = UT
1 [Σ1 0]V1 and D− 1

2CA− 1
2 =

UT
2 Σ̃2V2 = UT

2 [Σ2 0]V2, where U1 ∈ Rm×m, V1 ∈ Rn×n, U2 ∈ Rp×p and V2 ∈
Rn×n are orthogonal matrices. Also Σ1 = diag(σ1, σ2, . . . , σm) and Σ2 = diag(δ1, δ2, . . . , δp)
are diagonal matrices with σ1 ≥ σ2 ≥ . . . ≥ σm > 0 and δ1 ≥ δ2 ≥ . . . ≥ δp > 0

being the nonzero singular values of BA− 1
2 and D− 1

2CA− 1
2 , respectively.

Then P̃ can be written as 2I 2(I + 1
αV

T
1 Σ̃T

1 Σ̃1V1)
−1V T

1 Σ̃T
1 U1 0

0 2
αU

T
1 Σ̃1V1(I +

1
αV

T
1 Σ̃T

1 Σ̃1V1)
−1V T

1 Σ̃T
1 U1 0

0 2UT
2 Σ̃2V2(I +

1
αV

T
1 Σ̃T

1 Σ̃1V1 + V T
2 Σ̃T

2 Σ̃2V2)
−1V T

1 Σ̃T
1 U1 2I

 .
Define

Q =

 V1 0 0
0 U1 0
0 0 U2

 .
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Then Q is an orthogonal matrix and it holds that

P̂ = QP̃QT =


2I 0 2(I + 1

αΣ
2
1)

−1Σ1 0
0 2I 0 0
0 0 2

αΣ1(I +
1
αΣ

2
1)

−1Σ1 0

0 0 2Σ̃2(V1V
T
2 + 1

αV1Σ̃
T
1 Σ̃1V

T
2 + V1V

T
2 Σ̃T

2 Σ̃2)
−1Σ̃1 2I

 .
It is easy to check that the matrix P̂ has an eigenvalue 2 with multiplicity n + p,

the remaining eigenvalues are of the form
2σ2

i

α+σ2
i
for i = 1, 2, . . . ,m. �

Theorem 2.2. Let the local shift-splitting preconditioner PLSS be defined as in
(2.1), then the degree of the minimal polynomial of the preconditioned matrix P−1

LSSA
is at most m + 1. Thus, the dimention of the Krylove subspace K(P−1

LSSA, b) is at
most m+ 1.

Proof. We know that the preconditioned matrix P−1
LSSA takes the form

(2.4) P−1
LSSA =

 2I Θ2 0
0 Θ1 0
0 Θ3 2I

 ,
where Θ1 = 2

αBS
−1BT ∈ Rm×m, Θ2 = 2S−1BT ∈ Rm×m and Θ3 = 2D−1CS−1BT ∈

Rm×m. Let µi for i = 1, 2, . . . ,m be the eigenvalues of Θ1. Note that µi for
i = 1, 2, . . . ,m are also the eigenvalue of the preconditioned matrix P−1

LSSA. Then
from (2.4), we obtain the characteristic polynomial of the preconditioned matrix
P−1
LSSA is

Φ(λ) = (λ− 2)n+p
m∏
i=1

(λ− µi).

Consider the polynomial Ψ(λ) = (λ−2)
∏m

i=1(λ−µi) of degreem+1, and expanding

the polynomial Ψ(P−1
LSSA), we obtain

(P−1
LSSA− 2I)

m∏
i=1

((P−1
LSSA− µiI) =

 0 Θ2

∏m
i=1(Θ1 − µiI) 0

0 (Θ1 − 2I)
∏m

i=1(Θ1 − µiI) 0
0 Θ3

∏m
i=1(Θ1 − µiI) 0

 .
Since µi for i = 1, 2, . . . ,m are the eigenvalues of Θ1, by Cayley-Hamilton theorem,
we have

m∏
i=1

(Θ1 − µiI) = 0.

Therefor, from [4], we know that the degree of the minimal polynomial is equal to
the dimention of the corresponding Krylov subspace K(P−1

LSSA, b). This completes
the proof. �

3. Numerical experiments

Example 3.1. By the finite difference scheme of the Stokes problem, the submatri-
ces of the coefficient matrix in the double saddle point problems have the folloinwing
form

A =

[
I ⊗ T + T ⊗ I 0

0 I ⊗ T + T ⊗ I

]
∈ R2q2×2q2 , BT =

[
I ⊗ F
F ⊗ I

]
∈ R2q2×q2 ,

D = I ⊗ T + T ⊗ I ∈ Rq2×2q2 , CT =

[
I ⊗ F
F ⊗ I

]
∈ R2q2×q2 ,
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Figure 1. Eigenvalue distribution for Example 3.1 with 32 × 32
grids for ν = 0.1

Figure 2. Eigenvalue distribution for Example 3.1 with 40 × 40
grids for ν = 0.01

where

T =
ν

h2
tridiag(−1, 2,−1) ∈ Rq×q, F =

1

h
tridiag(−1, 1, 0) ∈ Rq×q,

with ⊗ being the Kronecker product symbol and h = 1
q+1 the discretization mesh

size.

From Figure 1 and Figure 2, we see that most eigenvalues of the local shift-
splitting preconditioned matrix P−1

LSSA are 2. These results are in good agreement
with the theorical ones in Theorem 2.1 and 2.2.
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Abstract. In this paper, the author present a parametered variant of gener-
alized two-step iterative refinement procedure to solve ill-conditioned system

of linear equations. Numerical examples are examined to demonstrate the
accuracy and efficiency of the proposed algorithms for solving ill-conditioned
system of linear equations.
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1. Introduction

Consider the following linear system of equations

(1.1) Ax = b

where A ∈ Rn×n is a known symmetric positive definite matrix, b ∈ Rn is given
and x ∈ Rn is the unknown vector to be determined. Throughout this paper, it is
assumed that A is ill-conditioned. that is κ(A) = ∥A∥∥A−1∥ is very large where
κ(A) is referred to the condition number of A and ∥ · ∥ is the spectral matrix norm.
It is well-known that the obtained solutions computed by iterative methods are not

Algorithm 1 Wu’s iterative refinement

1: Set x0 = 0, choose parameters u > 0 and compute the Cholesky factor L
of uI +A

2: begin
3: for k = 0, 1, 2, . . . , until convergence do
4: rk = b−Axk
5: Solve LLT yk = rk for yk
6: xk+1 = xk + yk
7: end
8: end

sufficiently accurate when A is ill-conditioned [6]. To overcome this difficulty, so
far, some iterative refinements have been offered in the literature. For instanse,
Wilkinson’s iterative refinement has been proposed in [1, 2]. Wu’s iterative refine-
ment has been given in [3], presented in Algorithm 1. Recently, Two-step method
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(TSM) [4] and generalized Two-step method (GTSM)[5] have been proposed to
solve ill-conditioned system of linear equations.

2. Main results

The current paper deals with a parametered variant of generalized Two-step
method [5]. The decomposition A = M − N is called a splitting, if M and N
belong to Rn×n and M is nonsingular.

We split A into (M + ωI) − (N + ωI), where M is symmetric positive definite
matrix and N is a symmetric matrix, and ω ≥ 0. Consider Equation (1.1), we set

(2.1) (M + ωI)x = (N + (ω + β)I)x− βx+ b

where ω ≥ 0 and β ∈ R.
Using the Equation (2.1), one may derive the following recursive formula

(2.2) (M + ωI)xk+1 = (N + (ω + β)I)xk − βxk−1 + b

By some strightforward computations from Equation (2.2), we have

xk+1 = (M + ωI)−1(rk + β(xk − xk−1)) + xk,

where r = b−Axk. therefore, the (k + 1)th approximate solution can obtained by

yk = (M + ωI)−1(rk + β(xk − xk−1))

xk+1 = xk + yk(2.3)

Remark 2.1. If we consider M = A + αI and N = αI, then for ω ̸= 0 and
β ̸= 0 the iterative method (2.3) reduces to the method given in [4]. Furthermore,
for β = 0, Equation (2.3) is equivalent to the method proposed in [3]. Also, we have
the presented iterative method in [5], if ω = 0.

Algorithm 2 Parametered iterative refinemment

1: Set x0 = 0, choose parameters ω and β and the splitting
A = (M +ωI)− (N +ωI) such that the assumptins of Theorem 2.2 hold

2: Compute the Cholesky factor L of M + ωI
3: Compute x1 by Algorithm 1
4: begin
5: for k = 1, 2, . . . until convergence do
6: rk = b−Axk
7: Solve LLT yk = rk + β(xk − xk−1) for yk
8: xk+1 = xk + yk
9: end
10: end

In the sequel, we present Theorem 2.3 in [5], which supplies a sufcient condition
which guarantees the convergence of the iterative scheme (2.3).

Theorem 2.2. Let A = M − N be a splitting for A such that M is a symmetric
positive defnite and N is a symmetric matrix. If

(2.4) max

{(
λmin(N) +

1

2
λmin(A)

)
,−λmin(M)

}
< β < λmin(M)

then the iterative method (2.3) is convergent to the exact solution of Equation (1.1).
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3. Numerical experiments

In this section, some numerical experiments are given to show the efficiency of
the PGTSM and comparing it with the Wilkinson [1, 2], Wu [3], TSM [4] and
GTSM [5]. For this end, we give three examples being from [4, 5]. The stopping
criterion

∥xm+1 − xm∥2 < 5× 10−6

is always used, and the maximum number of iterations is 100, 000. In what follows,
the matrix D is a diagonal matrix obtained by considering the diagonal part of the
coefficient matrix. In Algorithm GTSM in [5], we set M = αD + A. Also, for all
of examples, we set u = α = 10−5, β = 10−6 and ω = 10−6. We see the results of
the numerical experiments in Table 1, Table 2, and Table 3 for different values of
n. For each method, the number of iterations for the convergence and the relative

error RE = ∥xm−x∗∥2

∥x∗∥2
are given. † shows that the method fails.

Example 3.1. consider the well-known ill-conditioned system of linear equations
(1.1) where A = [aij ] is the Hilbert matrix of order n,i.e. aij = 1

i+j−1 , and the

right-hand side b = (b1, b2, . . . , bn)
T is constructed such that bi =

∑n
j=1 aij × j for

i = 1, 2, . . . , n, that is, x∗ = (1, 2, . . . , n)T is the exact solution of the

Table 1. The numerical results for Example 3.1

n
method 20 50 90
Wilkinson [1, 2] † † †

- - -
Algorithm 1 [3] 2080 4225 11201

2.80e-04 2.48e-04 1.50e-04
TSM[4] 1941 4101 10620

2.78e-04 2.42e-04 1.47e-04
GTSM [5] † † †

- - -
Algorithm 2 177 110 426

1.38e-05 8.39e-09 3.77e-06

Example 3.2. In this instance, we focus on the ill-conditioned linear system of
equations (1.1) where A = [aij ] ∈ Rn×n with

aij =

{
1 i ̸= j
1 + p2 i = j.

The right-hand side b = (b1, b2, . . . , bn)
T is constructed such that x∗ = (1, 2, . . . , n)T

is the exact solution (1.1). As described in [4], the spectral condition number of A
is κ(A) = (n+ p2)/p2. We set p = 5× 10−4 which results κ(A) = 1 + 4n× 106.

Example 3.3. Consider the matrix A = BTB, where B = [bij ] is a symmetric
matrix of order n with bij = i/j, for i ≥ j. The right-hand side b = (b1, b2, . . . , bn)

T

is chosen in such a way that bi =
∑n

j=1 aij×j, i = 1, 2, . . . , n. Obviously, the exact

solution is x∗ = (1, 2, . . . , n)T
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Table 2. The numerical results for Example 3.2

n
method 150 170 200
Wilkinson [1, 2] † † †

- - -
Algorithm 1 [3] 598 606 619

1.96e-07 1.61e-07 1.25e-07
TSM[4] 541 549 557

1.76e-07 1.44e-07 1.23e-07
GTSM [5] 541 549 559

1.78e-07 1.42e-07 1.17e-07
Algorithm 2 598 603 614

1.88e-07 1.65e-07 1.33e-07

Table 3. The numerical results for Example 3.3

n
method 400 425 450 500
Wilkinson [1, 2] 44 169 16707 †

3.16e-09 2.73e-09 4.23e-09 -
Algorithm 1 [3] 12 348 8001 †

3.87e-09 4.63e-09 4.90e-09 -
TSM[4] 99 364 10983 †

2.89e-09 2.63e-09 4.15e-09 -
GTSM [5] 4 4 4 4

1.17e-08 1.03e-08 1.03e-08 7.80e-09
Algorithm 2 4 4 4 4

1.17e-08 1.03e-08 1.02e-08 7.80e-09
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BERNSTEIN POLYNOMIALS MATRICES

MOSTAFA JANI, SHAHNAM JAVADI, AND ESMAIL BABOLIAN

Abstract. Matrix transformation from Bernstein to some other polynomial
basis to other basis functions is ill-conditioned. In this paper, we present a
new compact formula for higher derivatives of Bernstein polynomials. Then,
we introduce the associated exact operational matrices without using any ma-

trix transformation. Then, we present a stable spectral Galerkin method based
on Bernstein polynomial basis. The accuracy and stability of the method is
proved and supported by some numerical experiments on fractional advection-
dispersion equations. It is seen that the method has a spectral order of con-

vergence.

Keywords: Bernstein matrices.

1. Introduction

It is common in literature that a basis transformation, commonly to the power
basis {1, x, . . . , xN}, is used in order to derive the operational matrices for the
derivatives and integrals of Bernstein polynomials. The developed numerical method
for differential and integral equations based on those matrices leads to a linear sys-
tem whose coefficient matrix is neither banded nor sparse. It is also worth to note
that the explicit conversion between the Bernstein basis and the power basis is
exponentially ill-conditioned [5].

In this paper, we directly derive narrow-banded operational matrices for the
derivatives of Bernstein polynomials without using any basis transformation and
we show that it leads to less computational cost and less round-off errors. As
an application, we propose a numerical scheme for the time fractional advection-
dispersion equation (FAD). We use the Bernstein polynomials as the trial functions
and the dual Bernstein polynomials as the test functions for the Petrov-Galerkin
variational formulation. We then show that under some reasonable assumptions,
the derived linear system has a unique solution.

2. Main results

Definition 2.1. The Bernstein polynomials of degree N ≥ 0 on [a, b] are defined
by

Bi,N (x) =

(
N

i

)
(x− a)i(b− x)N−i

(b− a)N
, 0 ≤ i ≤ N.(2.1)

We adopt the convention Bi,N (x) ≡ 0 for i < 0 and i > N . The set BN =
{Bi,N (x) : i = 0, . . . , N} is a basis for PN , the space of polynomials of degree not
exceeding N .
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for N ≥ 1, the basis has the following degree elevation property:

Bi,N−1(x) =
1

N
[(N − i)Bi,N (x) + (i+ 1)Bi+1,N (x)] , 0 ≤ i ≤ N.

This relation may be recursively used to get the following general formula [4].

Lemma 2.2. Let i, j and N be nonnegative integers, j ≤ N and i ≤ N − j. Then,

Bi,N−j(x) =

(
N − j
i

) j+i∑
r=i

(
j

r−i

)(
N
r

) Br,N (x).(2.2)

The derivatives of the Bernstein polynomials satisfy the following recurrence
relation [4].

B′
i,N (x) =

N

b− a
(Bi−1,N−1(x)−Bi,N−1(x)) , 0 ≤ i ≤ N.

Using the Leibniz’s rule we have, (see [3]).

Lemma 2.3. Let N and p be nonnegative integers and p ≤ N . Then, for 0 ≤ i ≤ N,

B
(p)
i,N (x) = cp,N

min (i,p)∑
k=max (0,i+p−N)

(−1)k
(
p

k

)
Bi−k,N−p(x),(2.3)

where

cp,N =
(−1)pN !

(b− a)p(N − p)!
.(2.4)

Theorem 2.4. citejuttler The elements of the dual basis B⋆
N =

{
B⋆

i,N (x) : i = 0, . . . , N
}

associated with the Bernstein basis BN on [a, b] are given by

B⋆
i,N (x) =

N∑
j=0

di,jBj,N (x), 0 ≤ i ≤ N,(2.5)

with the coefficients

di,j =
(−1)i+j

(b− a)
(
N
i

)(
N
j

) min(i,j)∑
r=0

(2r + 1)

(
N + r + 1

N − i

)(
N − r
N − i

)(
N + r + 1

N − j

)(
N − r
N − j

)
,

for i, j = 0, 1, . . . , N . Two sets BN and B⋆
N form a biorthogonal system, i.e.∫ b

a

Bi,N (x)B⋆
j,N (x)dx = δij ,(2.6)

for i, j = 0, 1, . . . , N .

Theorem 2.5. Let N be any nonnegative integer and 0 ≤ i ≤ N . Then, for p ≤ N,
we have the following at most (2p+ 1) term relation

B
(p)
i,N (x) = cp,N

min(N,i+p)∑
j=max(0,i−p)

ωi,jBj,N (x), 0 ≤ i ≤ N,(2.7)
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where cp,N is defined as (2.4) and

ωi,j =

min(p,i−j+p)∑
k=max(0,i−j)

µi,k,j ,

µi,k,j = (−1)k
(
p
k

)(
N−p
i−k

)(
p

j−i+k

)(
N
j

) .(2.8)

Remark 2.6. For p = 1 and p = 2, the relation (2.7) reads as

B′
i,N (x) =

1

b− a
((N − i+ 1)Bi−1,N (x)− (N − 2i)Bi,N (x)− (i+ 1)Bi+1,N (x)),

(2.9)

B′′
i,N (x) =

1

(b− a)2
((N − i+ 2)(N − i+ 1)Bi−2,N (x)− 2(N − i+ 1)(N − 2i+ 1)Bi−1,N (x)

(2.10)

+ (N2 − 6Ni+ 6i2 −N)Bi,N (x) + 2(i+ 1)(N − 2i− 1)Bi+1,N (x) + (i+ 2)(i+ 1)Bi+2,N (x)),

for i = 0, 1, . . . , N .

Let ϕ = [Bi,N (x) : i = 0, 1, ..., N ]T . By using (2.7), we have

dp

dxp
ϕ = Dpϕ, p ≥ 1,

where Dp is a (2p+ 1)-diagonal, or (p, p)-banded, matrix expressed as

Dp = cp,N



ω0,0 · · · ω0,p

ω1,0 · · · ω1,p+1

...
ωp,0 ωp,2p

ωp+1,1 · · · ωp+1,2p+1

ωp+2,2 · · · ωp+2,2p+2

. . .
. . .

ωN,N−p · · · ωN,N



.

The above matrix, written according to Theorem 2.5, avoids matrix multiplications
Dp = Dp

1.

Remark 2.7. We especially note that D0 = I, the identity matrix, D1 is the
following tridiagonal matrix:

D1 =
1

b− a



−N −1 0 · · · 0

N 2−N −2 0
...

0 N − 1 4−N −3 0

0
. . .

. . .
. . . 0

... 0 2 N − 2 −N
0 · · · 0 1 N


,



66

and D2 is a pentadiagonal matrix with elements given by

(D2)i,j =
1

(b− a)2
×



(N − i+ 2)(N − i+ 1), i− j = −2,
−2(N − i+ 1)(N − 2i+ 1), i− j = −1,

N2 − 6Ni+ 6i2 −N, i− j = 0,

2(i+ 1)(N − 2i− 1), i− j = 1,

(i+ 2)(i+ 1), i− j = 2,

0, |i− j| > 2.

i, j = 0, . . . ., N.

Remark 2.8. For D1, it is seen that sum of the elements in each column is zero.
This holds for Dp, p ≥ 1. To see this, let 0 ≤ j ≤ N and p > 1. Then,

N∑
i=0

(Dp)i,j =
N∑
i=0

(D1Dp−1)i,j =
N∑
i=0

N∑
k=0

(D1)i,k(Dp−1)k,j

=
N∑

k=0

(Dp−1)k,j

N∑
i=0

(D1)i,k = 0.
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A BLOCK VERSION OF RIGHT-LOOKING A-BICONJUGATION

PROCESS

AMIN RAFIEI AND LEILA KAKHKI BEYDOKHTI

Abstract. In this paper, we present a block algorithm to factorize the inverse
of a nonsymmetric and real matrix. This factorization has two unit upper

triangular factors and a block diagonal matrix.

Keywords: Right-looking A-biconjugation process.

1. Introduction

Consider a nonsymmetric, real, square and invertible matrix A. In [1], the
authors have used an algorithm called right-looking A-biconjugation to factorize
the inverse of matrix A as the following

A−1 = ZD−1WT ,(1.1)

where Z and W are unit upper triangular matrices and D is a diagonal matrix.
Suppose that matrix A has the factorization

A = LDU,

where L and UT are unit upper triangular matrices and D is a diagonal matrix.
This factorization can be computed by the Gaussian elimination process [3]. At
step i of this process, relation

A =



1
1

. . .

1
g1 g2 gi−1 1

. . .

1


︸ ︷︷ ︸

L


D11

. . .

Di−1,i−1

(S(i−1))j,k≥i


︸ ︷︷ ︸

S(i−1)

×



1 h1

1 h2

. . .

1 hi−1

1

. . .

1


︸ ︷︷ ︸

U

.(1.2)

holds. In (1.2), the submatrix (S(i−1))j,k≥i is termed the Schur-Complement ma-
trix. In [2], the author has presented a block version of this algorithm. In this
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Algorithm 1 ( A block format of right-looking A-biconjugation process )

Input: A ∈ Rn×n a nonsymmetric matrix.

Output: A = ZD−1WT . Z and W are unit upper triangular and D is a block diagonal .

1. status(i) = 0, 1 ≤ i ≤ n
2. i = 1
3. while i < n do
4. for j = i to n do

5. S
(i−1)
ij = (w

(i−1)
i )TAz

(i−1)
j

6. S
(i−1)
i+1,j = (w

(i−1)
i+1 )TAz

(i−1)
j

7. end for
8. for j = i + 2 to n do

9. S
(i−1)
ji = (w

(i−1)
j )TAz

(i−1)
i

10. S
(i−1)
j,i+1 = (w

(i−1)
j )TAz

(i−1)
i+1

11. end for
12. vi = max{ 1

|S(i−1)
ii

|

∑n
j=i+1 |S(i−1)

ij |, 1

|S(i−1)
ii

|

∑n
j=i+1 |S(i−1)

ij |}

13. w1
i =

∑n
j=i+2 ||

[
S

(i−1)
ii S

(i−1)
i,i+1

S
(i−1)
i+1,i S

(i−1)
i+1,i+1

]−1(
S

(i−1)
ij

S
(i−1)
i+1,j

)
||∞

14. w2
i =

∑n
j=i+2 ||

(
S

(i−1)
ji S

(i−1)
j,i+1

)[S(i−1)
ii S

(i−1)
i,i+1

S
(i−1)
i+1,i S

(i−1)
i+1,i+1

]−1

||∞

15. wi = max{w1
i , w

2
i }

16. if vi < wi then

17. Dii = S
(i−1)
ii

18. status(i) = 1
19. Column-Const (Z ,A , D , i , status )

20. Column-Const (W , AT , DT , i , status )
21. i = i + 1
22. end if
23. if vi ≥ wi then

24. Di:i+1,i:i+1 =

[
S

(i−1)
ii S

(i−1)
i,i+1

S
(i−1)
i+1,i S

(i−1)
i+1,i+1

]
25. z

(i)
i+1 = z

(i−1)
i+1

26. w
(i)
i+1 = w

(i−1)
i+1

27. status(i) = 2
28. Column − Const(Z,A,D, i, status)

29. Column − Const(W,AT , DT , i, status)
30. i = i + 2
31. end if
32. end while
33. if status(n − 1) = 0 || status(n − 1) = 1 then

34. Dnn = (w(i−1)
n )TAz(i−1)

n
35. end if
36. Return Z = [z

(0)
1 , z

(1)
2 , · · · , z(n−1)

n ], W = [w
(0)
1 , w

(1)
2 , · · · , w(n−1)

n ] and D

block format, L and UT are again unit upper triangular and D is a block diagonal
matrix. The diagonal blocks of D are of order 1× 1 or 2× 2. In this paper we use
the method in [2] and present a block format for the right-looking A-biconjugation
process.

2. Block algorithm to factorize A−1

Algorithm 1 is the block version of A-biconjugation process. It computes the
factorization in (1.1). Z and W are unit upper triangular while D is a block
diagonal matrix with blocks of order 1× 1 or 2× 2. Here we explian step i of this
algorithm. Before this step, we first initialize the array status. Then i is set to
1 and we enter the internal while loop. In lines 4-11 we obtain the first two rows
and columns of the Schur-Complement matrix (S(i−1))j,k≥i in (1.2). In line 12, the
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Algorithm 2 ( Column construction )

1. Column − Const(Z,A,D, i, status)
2. if status(i) = 1 then
3. for j = i + 1 to n do

4. z
(i)
j = z

(i−1)
j − z

(i−1)
i

1
Dii

Ai,:z
(i−1)
j

5. end for
6. end if
7. if status(i) = 2 then
8. for j = i + 2 to n do
9. k = i + status(i) − 1

10. z
(k)
j = z

(i−1)
j − [z

(i−1)
i z

(i)
i+1]D

−1
i:i+1,i:i+1Ai:i+1z

(i−1)
j

11. end for
12. end if

parameter vi is defined. Then, in lines 13 and 14 we compute the two parameters
w1

i and w2
i and in line 15, wi is considered as the maximum of these two values.

After that, we check in line 16 if vi < wi. In this case, Dii is considered as S
(i−1)
ii ,

status(i) is set to 1 and we call Algorithm 2 in lines 19 and 20 to update the
columns (i + 1)st to n of matrices Z and W . At the end, i is incremented by 1.
If vi ≥ wi, then in lines 24-30 we define a 2 × 2 block diagonal, the final (i + 1)st
columns of W and Z are introduced, status(i) is set to 2 and we call Algorithm 2
twice in lines 28 and 29. Finally, i is inceremented by 2. After the while loop, if
status(n− 1) is equal to 0 or 1, then the last 1× 1 diagonal entry is computed.

3. Numerical example

We have implemented Algorithms 1 and 2 in MATLAB. Consider the nonsym-
metric and invertible matrix A as

A =



3 3 1 1 4 2 2
3 2 2 1 4 3 3
4 4 2 2 2 3 1
4 4 1 2 1 1 2
3 3 4 4 2 1 4
2 3 1 2 2 2 1
4 3 1 1 3 2 4


.

If we provide this matrix as the input argument of Algorithm 1, then the com-
puted Z, D and W are

Z =



1.0000 0 −1.3333 1.0000 −8.0000 0.1154 −2.0385

0 1.0000 1.0000 −1.0000 5.0000 −1.1923 2.7308
0 0 1.0000 −1.0000 5.0000 −2.1923 1.7308
0 0 0 1.0000 0 2.6538 −2.8846

0 0 0 0 1.0000 0.1923 −0.7308
0 0 0 0 0 1.0000 0
0 0 0 0 0 0 1.0000



D =



3.0000 3.0000 0 0 0 0 0
3.0000 2.0000 0 0 0 0 0

0 0 0.6667 0 0 0 0
0 0 0 1.0000 −6.0000 0 0
0 0 0 0 13.0000 0 0
0 0 0 0 0 2.1538 −0.3846

0 0 0 0 0 −0.0769 0.6923
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W =



1.0000 0 −1.3333 −2.0000 5.0000 −1.3077 0.1538
0 1.0000 0 0 0 1.0000 −1.0000
0 0 1.0000 0.5000 −4.5000 0.0769 0.4615

0 0 0 1.0000 0 0 −1.0000
0 0 0 0 1.0000 −0.4615 0.2308
0 0 0 0 0 1.0000 0

0 0 0 0 0 0 1.0000
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SOME RESULTS ON POLYNOMIAL NUMERICAL HULL OF

DEGREE n− 1

SAEED KARAMI

Abstract. Let Jk(λ) be the k × k Jordan block with eigenvalue λ and let N

be an m×m normal matrix. In this paper we study the polynomial numerical
hull of order n − 1. In particular for A = Jn1 (λ1) ⊕ . . . ⊕ Jnk (λk) ⊕ N , we

show that if σ(N) is neither co-linear nor co-circular, then V n−1(A) has at
most one point more than σ(A), where n = n1 + . . .+ nk +m.

Keywords: Polynomial numerical hull; Jordan block; Direct Sum.

1. Introduction

Let Mn be the set of all n × n complex matrices. Polynomial numerical hull of
degree k for a matrix A ∈Mn, is a useful tool for analysis of convergence behavior
of Krylov subspace methods for solving linear systems, which was introduced by
Nevanlinna in [1] and further studied by Greenbaum in [8]. It is defined as

(1.1) V k(A) = {z ∈ C : |p(z)| ≤ ∥p(A)∥, ∀p ∈ Pk},

where Pk is the set of complex polynomials with degree at most k. Polynomial
numerical hulls give more information than the spectrum alone can provide about
the behavior of the matrix under the action of polynomials and other functions.
If k = 1, then V 1(A) coincides with the classical numerical range of matrices i.e,
V 1(A) = W (A) = {x∗Ax : x ∈ Cn, ∥x∥ = 1} [1]. In the following lemma we
summarize useful properties of polynomial numerical hulls.

Lemma 1.1 ( [8, 4]). Let A ∈Mn. Then the following properties hold for polyno-
mial numerical hulls of order k:

(1) σ(A) = V n(A) ⊆ V k+1(A) ⊆ V k(A) ⊆ V 1(A) = W (A) for all k =
2, . . . , n− 1.

(2) V k(A) is not convex in general, but is polynomially convex of degree k and
pcok(∂V

k(A)) = V k(A).
(3) V k(.) is invariant under unitary similarity transformations.
(4) V k(αA+ βI) = αV k(A) + β for any scalars α, β ∈ C.
(5) Let A be a Hermitian matrix. Then V 2(A) = σ(A).

Theorem 1.2. [7] Let A ∈Mn. Then

V k(A) = {z ∈ C : p(z) ∈W (p(A)), ∀ p ∈ Pk}.(1.2)
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We denote the n× n Jordan block with eigenvalue λ by

Jn(λ) =


λ 1 ··· 0 0
0 λ ··· 0 0
...
...
. . .

...
...

0 0 ··· λ 1
0 0 ··· 0 λ

 .

In [9], it has been shown that the polynomial numerical hulls of order k < n for a
Jordan block Jn(λ) is a disk about λ and the radius of the disk has been obtained
when k = n − 1. Also in [4] the polynomial numerical hulls of normal matrices
has been studied, specially in [5] the polynomial numerical hull of order two for all
normal matrices and matrices whose squares are Hermitian have been characterized.

In this paper, by using the results in [3], [9] and [5], we study polynomial nu-
merical hulls of particular nonnormal matrice.

2. Polynomial numerical hull of order n− 1

Polynomial numerical hull of degree k provides a convenient lower bound on the
norm of polynomials of degree k or less; i.e, ∥p(A)∥ ≥ maxz∈V k(A) |p(z)|. Since any
primary matrix function f(A) such as etA can be written as a polynomial of degree
at most n− 1 in A [9], we can write

∥f(A)∥ = ∥pf (A)∥ ≥ max
z∈V n−1(A)

|pf (z)|.

Therefore characterizing of the set V n−1(A) is a valuable tools for studding norm
behavior of matrix functions. In this section we study V n−1(A) for some special
matrices. First we state the following theorem for normal case.

Theorem 2.1. [5] Let A ∈ Mn be a normal matrix with n ≥ 3. Then V n−1(A)
has at most n+ 1 points.

In [6], we generelized the result of Theorem 2.1 for matrices which are direct
sum of a Jordan block and a normal matrix. We say that the points z1, . . .
, zm are co-circular if there exists a circle passing through z1, . . . , zm. For every
three non co-linear points we know that there exists a circle passing through all of
these three points.

Theorem 2.2. [6] Let A = Jk(λ) ⊕ N where N is a normal matrix with σ(N) =
{z1, . . . , zm} and let n = k +m. If the points z1, . . . , zm are neither co-linear nor
co-circular, then V n−1(A) has at most one point more than σ(A).

In the following theorem we generalize the result of Theorem 2.2 for matrice
which are direct sum of a normal matrix and several Jordan blocks with different
eigenvalues.

Theorem 2.3. Let A = Jn1(λ1) ⊕ . . . ⊕ Jnk
(λk) ⊕ diag{z1, . . . , zm}, and n =

n1 + . . . + nk +m . If the points z1, . . . , zm are neither co-linear nor co-circular,
then V n−1(A) has at most one point more than σ(A).

Proof. If there exist 1 ≤ i ≤ k and ≤ j ≤ m such that zj = λi or there exist i ̸= j
such that zi = zj or λi = λj , then by [4, Lemma 1.2] and part (1) of Lemma 1.1 we
obtain that V n−1(A) = σ(A) and the result holds, so we assume λj , zi, j = 1, . . . , k



SOME RESULTS ON POLYNOMIAL NUMERICAL HULL OF DEGREE n − 1 73

and i = 1, . . . ,m are distinct complex numbers. Since z1, . . . , zm are neither co-
linear nor co-circular we conclude that m ≥ 4. For j = 1, . . . ,m let

(2.1) Qj(z) =

∏m
i=1,i ̸=j(z − zi)∏m
i=1,i ̸=j(zj − zi)

,

and Pj(z) =
(z−λ1)

n1 ...(z−λk)
nk

(zj−λ1)n1 ...(zj−λk)
nk
Qj(z).

Note that Pj(z) is a polynomial of degree n− 1. Let z0 = x0 + iy0 ∈ V n−1(A)−
σ(A). Since Pj(zi) = δij and (Jk(λ) − λIk)

k = 0k by equation (1.2) we obtain
that Pj(z0) ∈ W (Pj(A)) = [0, 1]. Whereas Pj(z) = 0 if and only if z ∈ σ(A), we
conclude that 0 < Pj(z0) ≤ 1. For j ̸= 1 easy calculation shows that

Pj(z0)

P1(z0)
=
γ1(z0 − z1)
γj(z0 − zj)

,

where γj = (zj − λ)k
∏m

i=1,i̸=j(zj − zi), j = 1, ...,m. Suppose zj = aj + ibj and
γj = αj + iβj , j = 1, . . . ,m. By the above equation we obtain that

Pj(z0)[((x0 − aj) + i(y0 − bj))(αj + iβj)]

= P1(z0)[((x0 − a1) + i(y0 − b1))(α1 + iβ1)].

Since the real and imaginary parts of the above equation are equal, easy calculation
shows that

(2.2)
(α1βj − αjβ1)(x0 − a1)(x0 − aj) + (α1βj − αjβ1)(y0 − b1)(y0 − bj)
+ (α1αj + β1βj)(x0 − a1)(y0 − bj)− (α1αj + β1βj)(x0 − aj)(y0 − b1) = 0.

We can rewrite the left hand side of equation (2.2) as a two variable function in the
following form:

(2.3)

fj(x, y) =
(
α1βj − αjβ1

)
(x2 + y2)

+
(
(b1 − bj)(α1αj + β1βj)− (a1 + aj)(α1βj − αjβ1)

)
x

+
(
(aj − a1)(α1αj + β1βj)− (b1 + bj)(α1βj − αjβ1)

)
y

+
(
(a1aj + b1bj)(α1βj − αjβ1) + (a1bj − ajb1)(α1αj + β1βj)

)
,

where fj(x0, y0) = 0. For j = 2, . . . ,m let Cj := {z = x + iy : fj(x, y) = 0}.
According to (2.2) any z0 ∈ V n−1(A)−σ(A) must lies on Cj , j = 2, . . . ,m and hence
V n−1(A)−σ(A) ⊆ ∩mj=2Cj . By (2.3), it is easy to see that the sets Cj , j = 2, . . . ,m
are circles or lines and by (2.2) we conclude that Cj passes through the points z1
and zj . Thus z1 ∈ ∩mj=2Cj . Whereas z1, . . . , zm are neither co-linear nor co-circular,
there exist 2 ≤ i < j ≤ m such that Ci and Cj are not identical. Since Ci∩Cj has at
most two points which one of them is z1 ∈ σ(A), we conclude that V n−1(A)−σ(A)
has at most one point. Thus V n−1(A) has at most one point more than σ(A). �

Remark 2.4. Note that for a general matrix the polynomial numerical hull of
order n − 1 may has infinite many points! For instance in [9] it is shown that the
polynomial numerical hull of order n−1 for a Jordan block is a circular disk around
its eigenvalue with positive radius rn−1,n, where

1− log(2n)

n
≤ rn−1,n ≤ 1− log(2n)

n
+

log(log(2n))

n

Example 2.5. Let A = J5(0). Then V 4(A) is a circular disk with the radius r4,5,
where 0.5395 < r4,5 < 0.7063.
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of linear equations (W+iT )x = b, where the matrix W ∈ Rn×n and T ∈ Rn×n

are symmetric.
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1. Introduction

We are concerned with the iteration solution of the system of linear equations

(1.1) Au = (W + iT )u = b,

where W,T ∈ Rn×n, u = x + iy and b = p + iq, such that the vectors x, y, p
and q are in Rn and i =

√
−1. We assume that W and T are symmetric. Several

iterative methods have been presented for solving the system (1.1) in the literature.
Based upon the Hermitian and skew-Hermitian splitting (HSS) of the matrix A,
Bai et al. in [3] introduced the Hermitian/skew-Hermitian splitting (HSS) method
to solve non-Hermitian positive definite system of linear equations. Next, Bai et al.
presented a modified version of the HSS iterative method say MHSS [1] to solve the
systems of the form (1.1). Then, a preconditioned version of the MHSS iteration
method, called PMHSS, was presented by Bai et al. in [2].

Let

(1.2) A = H + S,

be the Hermitian/Skew-Hermitian (HS) splitting of the matrix A, where

H =
1

2
(A+AH) =W, S =

1

2
(A−AH) = iT,

with AH being the conjugate transpose of A. Let also V ∈ Rn×n be a symmetric
positive definite. Then, the PMHSS iteration method can be described as follows.

The PMHSS method: Let u(0) ∈ Cn be an initial guess. For k = 0, 1, 2, . . .,
until {u(k)} converges, compute u(k+1) according to the following sequence:

(1.3)

{
(αV +W )u(k+

1
2 ) = (αV − iT )u(k) + b,

(αV + T )u(k+1) = (αV + iW )u(k+
1
2 ) − ib,

where α is a given positive constant.

When the matrix V is equal to the identity matrix, then the PMHSS iteration
method reduces to MHSS. When W and V are symmetric positive definite and
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T is symmetric positive semidefinite, it has been proved that the PMHSS itera-
tion converges unconditionally to the unique solution of the complex symmetric
system (1.1) for any initial guess (see [2]). Numerical implementation presented
in [2] show that a Krylov subspace iteration method such as generalized minimal
residual (GMRES) [5] in conjunction with the resulting PMHSS preconditioner is
very efficient to solve the system (1.1). In particular, both the PMHSS iteration
method and the MHSS-preconditioned GMRES show meshsize-independent and
parameter-insensitive convergence behaviour (see [2]).

Recently, Hezari et al. in [4] presented the Scale-Splitting (SCSP) iteration
method to solve (1.1) which can be described as follows.

The SCSP iteration method: Let u(0) ∈ Cn be an initial guess. For k =
0, 1, . . ., until {u(k)} converges, compute u(k+1) according to the following

sequence

(1.4) (αW + T )u(k+1) = i(W − αT )u(k) + (α− i)b,
where α is a given positive constant.

At each iteration of the SCSP iteration method, it is required to solve a linear
system with coefficient matrix αW + T . In [4] it was proved that if W and T are
symmetric positive semidefinite matrices satisfying null(W ) ∩ null(T ) = {0}, then
the SCSP iteration method is convergent provided that

1− µmin

1 + µmin
< α <

1 + µmax

µmax − 1
, for µmax > 1,

1− µmin

1 + µmin
< α, for µmax ≤ 1,

where µmin and µmax are the smallest and largest generalized eigenvalues of the
matrix pair (W,T ), respectively.

In the next section we present a two-step version of the SCSP iteration method
to solve the system (1.1).

2. Two-step SCSP

Let α > 0. Using the idea of the SCSP method, we multiply both sides of Eq.
(1.1) by α− i to get the equivalent system

(2.1) (α− i)Au = (α− i)b,
where i =

√
−1. Then, we split the coefficient matrix of the system (2.1) as

(α− i)A = (αW + T )− i(W − αT ).
Using this splitting, we rewrite the system (2.1) as the fixed-point equation

(2.2) (αW + T )u = i(W − αT )u+ (α− i)b.
On the other hand, for β > 0 we multiply both sides of Eq. (2.1) by 1 − βi to
obtain the equivalent system

(1− βi)Au = (1− βi)b,
which yields the fixed point equation

(2.3) (W + βT )u = i(βW − T )u+ (1− βi)b.
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From Eqs. (2.2) and (2.3), we now state the Two-parameter Two-step SCSP
(TTSCSP) algorithm as follows [7].

The TTSCSP iteration method: Let u(0) ∈ Cn be an initial guess. For

k = 0, 1, 2, . . ., until {u(k)} converges, compute u(k+1) according to the

following sequence

(2.4)

{
(αW + T )u(k+

1
2 ) = i(W − αT )u(k) + (α− i)b,

(W + βT )u(k+1) = i(βW − T )u(k+ 1
2 ) + (1− βi)b,

where α, β > 0.

Computing u(k+
1
2 ) from the first equation in (2.4) and substituting it in second

equation of (2.4) gives the one-step form of the TTSCSP iteration method as

(2.5) u(k+1) = Gα,βu(k) + Cα,β ,

where the iteration matrix of method is given by

Gα,β = (W + βT )−1(T − βW )(αW + T )−1(W − αT ),

and

Cα,β = (α+ β)(W + βT )−1(W − iT )(αW + T )−1b.

When β = α, the TTSCSP iteration method reduces to the Two-step SCSP
(TSCSP) method and in this case iteration matrix of the method is denoted by
Gα (see [7, 8]). Converges analysis of the TSCSP and the TTSCSP methods along
with the optimal values of the parameters α and β are presented as follows.

Theorem 2.1. Let W ∈ Rn×n be symmetric positive definite, T ∈ Rn×n be sym-
metric positive semidefinite and

0 ≤ µ1 ≤ · · · ≤ µr < 1 ≤ µr+1 ≤ · · · ≤ µn,

be the eigenvalues of S = W− 1
2TW− 1

2 . Then, the TTSCSP iteration method is
convergent, i.e., ρ (Gα,β) < 1, provided that the parameters α and β satisfy

1− µ1

1 + µ1
< α <

µn + 1

µn − 1
and

µn − 1

µn + 1
< β <

1 + µ1

1− µ1
.

Remark 2.2. If 0 ≤ µ1 ≤ · · · ≤ µn ≤ 1, then the sufficient conditions for the
convergence of the TTSCSP iteration method given in Theorem 2.1 reduce to

α >
1− µ1

1 + µ1
and β <

1 + µ1

1− µ1
,

and if 1 ≤ µ1 ≤ · · · ≤ µn, then the sufficient convergence conditions reduce to

α <
µn + 1

µn − 1
and β >

µn − 1

µn + 1
.

Theorem 2.3. Let all the assumptions of Theorem 2.1 hold. Then,

ρ(Gα,β) ≤ max
µj∈σ(S)

∣∣∣∣ µj − β
1 + βµj

∣∣∣∣ . max
µj∈σ(S)

∣∣∣∣1− αµj

α+ µj

∣∣∣∣ =: σ(α, β).

Moreover, if we define

(α∗, β∗) = argminα,β>0σ(α, β),
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then

α∗ =
γ +

√
γ2 + η2

η
and β∗ =

1

α∗ ,

where η = µ1 + µn and γ = 1− µ1µn.

Theorem 2.4. Assume that the matrices W ∈ Rn×n and T ∈ Rn×n are symmetric
positive definite and β = α > 0. Then, ρ(Gα) < 1. That is, the TSCSP iteration
method is unconditionally convergent for every α > 0.

Theorem 2.5. Let W ∈ Rn×n and T ∈ Rn×n be symmetric positive definite ma-
trices. Let also µi, i = 1, 2, . . . , n be the eigenvalues of S =W− 1

2TW− 1
2 .

(a) If 0 < µ1 ≤ µ2 ≤ · · · ≤ µn ≤ 1 or 1 ≤ µ1 ≤ µ2 ≤ · · · ≤ µn set γ = µ1 and
δ = µn.
(b) If 0 < µ1 < · · · ≤ µk ≤ 1 ≤ µk+1 ≤ · · · ≤ µn, then if µ1µn ≥ 1, set γ = µk+1

and δ = µn, otherwise γ = µ1 and δ = µk.
Then, the optimal values of α in the TSCSP iteration method are given by

α±
opt = argmin

α>0
ρ(Gα) =

1

2

(
η ±

√
η2 − 4

)
,

where

η =

√
(1 + γ2)(1 + δ2)

γδ
.

Moreover

ρ
(
Gα±

opt

)
=

∣∣∣∣δ2 − ηδ + 1

δ2 + ηδ + 1

∣∣∣∣ .
Our numerical results show that the TTSCSP method (as well as the TSCSP

method) outperforms the MHSS, PHMSS and SCSP iteration methods.
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definite. Convergence conditions of this method are studied and numerical
experiments show the efficiency of this method.
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1. Introduction

The continuous Sylvester equation is possibly the most broadly employed linear
matrix equation, and is given as

(1.1) AX +XB = C,

where A ∈ Rn×n, B ∈ Rm×m and C ∈ Rn×m are defined matrices and X ∈ Rn×m is
an unknown matrix. The continuous Sylvester equation (1.1) has a unique solution
if and only if A and −B have no common eigenvalues. The matrix equation (1.1)
is mathematically equivalent to the linear system of equations

(1.2) Ax = c,

where the matrix A is of dimension nm× nm and is given by

(1.3) A = Im ⊗A+BT ⊗ In,

where ⊗ denotes the Kronecker product (A⊗B = [aijB]) and

c = vec(C) = (c11, c21, · · · , cn1, c12, c22, · · · , cn2, · · · , cnn)T
x = vec(X) = (x11, x21, · · · , xn1, x12, x22, · · · , xn2, · · · , xnn)T .

Of course, this is a numerically poor way to determine the solution X of the
Sylvester equation (1.1), as the linear system of equations (1.2) is costly to solve
and can be ill-conditioned.

2. Main results

Let A = Mi −Ni and B = Pi −Qi, (i = 1, 2) be two splittings of the matrices
A and B, such that Mi and Pi, (i = 1, 2) are symmetric positive definite. The
continuous Sylvester equation (1.1) can be equivalently written as the multiplicative
splitting matrix equations{

M1U + UP1 = N1X +XQ1 + C
M2X +XP2 = N2U + UQ2 + C

2010 Mathematics Subject Classification. 15A24, 15A30, 15A69, 65F10.
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Under the assumption that Mi and Pi, (i = 1, 2) are symmetric positive definite,
we easily know that there is no common eigenvalues between the matrices Mi and
−Pi, (i = 1, 2), so that this two multiplicative splitting matrix equations have
unique solutions for all given right hand side matrices.

Now, based on the above observations, we can establish the following multiplica-
tive splitting iterations (MSI) for solving the continuous Sylvester equation (1.1).
MSI method for Sylvester equation
Given an initial guess X(0) ∈ Rm×n,
For k = 1, 2. · · · until convergence, do

Solve M1U
(k+1) + U (k+1)P1 = N1X

(k) +X(k)Q1 + C
Solve M2X

(k+1) +X(k+1)P2 = N2U
(k+1) + U (k+1)Q2 + C

end

Lemma 2.1. [1] Let B,C ∈ Rn×n be two Hermitian matrices. Then BC = CB if
and only if B and C have a common set of orthonormal eigenvectors.

Lemma 2.2. [3] Suppose that A =M−N is a splitting such thatM is symmetric
positive definite, withM = Im ⊗M + PT ⊗ In and N = Im ⊗N +QT ⊗ In. If

θ3
max |λ(N)|+max |λ(Q)|
λmin(M) + λmin(P )

< 1,

where θ =
√

λmax(M)+λmax(P )
λmin(M)+λmin(P ) , then ||M

−1N||M < 1.

Theorem 2.3. Let A ∈ Rn×n and B ∈ Rm×m and suppose that there is no common
eigenvalue between A and −B. Consider two splittings A = Mi − Ni and B =
Pi − Qi (i = 1, 2) such that Mi and Pi, (i = 1, 2) are symmetric positive definite.
Denote by A = Mi − Ni (i = 1, 2) with Mi = Im ⊗ Mi + PT

i ⊗ In and Ni =
Im ⊗Ni + QT

i ⊗ In (i = 1, 2), and assume that M1A−1M2 =M2A−1M1. Then
the MSI method is convergent if ϱ1ϱ2 < 1, where

ϱi = θ3i
max |λ(Ni)|+max |λ(Qi)|
λmin(Mi) + λmin(Pi)

, and θi =

√
λmax(Mi) + λmax(Pi)

λmin(Mi) + λmin(Pi)
, (i = 1, 2).

Proof. By making use of the Kronecker product, we can rewrite the above described
MSI method in the following matrix-vector form:{

(Im ⊗M1 + PT
1 ⊗ In)u(k+1) = (Im ⊗N1 +QT

1 ⊗ In)x(k) + c
(Im ⊗M2 + PT

2 ⊗ In)x(k+1) = (Im ⊗N2 +QT
2 ⊗ In)u(k+1) + c

which can be arranged equivalently as{
M1u

(k+1) = N1x
(k) + c

M2x
(k+1) = N2u

(k+1) + c

which can be obtained the following iteration method

(2.1)

{
u(k+1) =M−1

1 N1x
(k) +M−1

1 c
x(k+1) =M−1

2 N2u
(k+1) +M−1

2 c

Evidently, the above iteration scheme is the MSI-method [1] for solving system
of linear equations (1.2) with A =Mi −Ni (i = 1, 2). The MSI iteration (2.1) can
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be neatly expressed as a stationary fixed-point iteration as follows,

x(k+1) = T x(k) + Gc

with T =M−1
2 N2M−1

1 N2 and G =M−1
2 N2M−1

1 +M−1
1 .

BecauseM1A−1M2 =M2A−1M1 is equivalent to that the two matricesM1A−1

andM2A−1 are commutative, according to Lemma 2.1 we know thatM1A−1 and
M2A−1 have a common set of orthonormal eigenvectors. That is say, there exists a

unitary matrixQ ∈ Rnm×nm and two diagonal matrices Λi = diag(λ
(i)
1 , λ

(i)
2 , · · · , λ(i)nm), i =

1, 2, such that QM−1
i AQ∗ = Λi, i = 1, 2. Noticing that

T =M−1
2 N2M−1

1 N1

=M−1
2 (M2 −A)M−1

1 (M1 −A)
= (I −M−1

2 A)(I −M
−1
1 A)

= (Q∗Q−Q∗QM−1
2 AQ∗Q)(Q∗Q−Q∗QM1AQ∗Q)

= (Q∗Q−Q∗Λ2Q)(Q∗Q−Q∗Λ1Q)
= Q∗(I − Λ2)Q∗Q(I − Λ1)Q
= Q∗(I − Λ2)(I − Λ1)Q

so we have

ρ(T ) ≤ max1≤i,j≤nm |(1− λ(2)i )(1− λ(1)j )|
≤ max1≤i≤nm |(1− λ(2)i )|max1≤j≤nm |(1− λ(1)j )|
= ρ(I −M−1

2 A)ρ(I −M
−1
1 A)

= ρ(M−1
2 N2)ρ(M−1

1 N1)
≤ ||M−1

2 N2||M2 ||M−1
1 N1||M1

Therefore, by Lemma 2.2 we have

ρ(T ) ≤ θ31
max |λ(N1)|+max |λ(Q1)|
λmin(M1) + λmin(P1)

θ32
max |λ(N2)|+max |λ(Q2)|
λmin(M2) + λmin(P2)

= ϱ1ϱ2

and this completes the prove. �

3. Numerical results

When both coefficient matrices A and B, in Sylvester equation (1.1) are (non-
symmetric) positive semi-definite, and at least one of them is positive definite; we
can choose Hermitian and skew-Hermitian (HS) splittings of matrices A and B,
in the first equation in MSI method, and the splitting of Jacobi iterations [4] for
matrices A and B, in the second equation in MSI method.

All numerical experiments presented in this section were computed in double
precision with a number of MATLAB codes. All iterations are started from the zero

matrix for initial X(0) and terminated when the current iterate satisfies ∥R(k)∥F

∥R(0)∥F
≤

10−10, where R(k) = C − AX(k) − X(k)B is the residual of the kth iterate. Also
we use the tolerance ε = 0.01 for inner iterations in corresponding methods. For
each experiment we report the number of iterations or the number of total outer
iteration steps and CPU time (in parentheses), and compare the MSI method with
HSS and IHSS iterative methods [2].

Example 3.1. For this example, we use the matrices

A = B =M + 2rN +
100

(n+ 1)2
I,
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where M = tridiag(−1, 2,−1), N = tridiag(0.5, 0,−0.5) and r = 0.01 [2]. We
apply the iteration methods to this problem with different dimensions. The results
are given in Table 1. The pair (n,m) in the first row of the table, represents the
dimension of matrices A and B, respectively.

Table 1. Results of the Example 1

Method (16, 16) (32, 32) (64, 64) (128, 128) (256, 256)
MSI 5(0.015) 6(0.062) 6(0.432) 8(3.463) 10(21.450)
HSS 34(0.040) 63(0.276) 118(2.060) 220(16.407) 407(191.796)
IHSS 30(0.019) 59(0.073) 104(0.499) 203(3.823) 379(43.251)

From the results presented in the Table 1, it can be seen that the MSI method is
more efficient than the other methods.
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FUZZY CONGRUENCE RELATION AND FUZZY COSET

RELATION ON VECTOR SPACES

SADEGH KHOSRAVI SHOAR

Abstract. In this work we introduce and characterize the concept of a fuzzy
congruence relations on a vector space and find some properties of it. We

define the concept of a fuzzy coset relation and sum operation between two
fuzzy coset relations and show that the set of all fuzzy coset relations on a
vector space is a vector space.

Keywords: Fuzzy congruence relation; Fuzzy coset relations; Fuzzy relation; Vec-
tor spaces.

1. Introduction

The systematic generalization of crisp concepts to the fuzzy case has proven to be
an important theoretical tool for the development of new methods of reasoning un-
der uncertainty, imprecision and lack of information. Regarding the generalization
level, it is important to note that the definition of fuzzy sets originally presented
as mappings with codomain [0 1], was soon replaced by more general structures,
for instance a complete lattice, as in the L-fuzzy sets introduced by Goguen [2].
Katsaras and Lin in [3] introduced the notion of a fuzzy subspace of a vector space
and obtained some fundamental results pertaining to this notion. Subsequently,
Das [1] redefined a fuzzy subspace with respect to a t-norm and showed that most
of the results established for fuzzy subspaces with respect to the t-norm ’min’ are
valid for t-norms of a more general nature. N. P. Mukherjee in [5] introduced and
characterized the concepts of fuzzy normal subgroups and fuzzy cosets and showed
that the level subgroups of a fuzzy normal subgroup are normal. By the similar
way R. Kumar [4] researched that these subject in vector spaces and introduced
the concepts of fuzzy vector spaces and fuzzy cosests. In this paper we define the
concept of a fuzzy congruence relation on a vector space and characterize its proper-
ties. We present an operation ⊕ between two fuzzy relations on a vector space and
show that the set of all fuzzy congruence relations on a vector space with operation
⊕ is a commutative semi-group. We also introduce the concept of a fuzzy coset
relation on a vector space and prove that the set of all fuzzy coset relations on a
vector space with operation ⊕ and scalar operation that mentioned in this paper
is a vector space.

2. Preliminaries

Throughout the paper, we assume that V is a vector space over F, the filed of
real numbers, unless otherwise specified.

2010 Mathematics Subject Classification. 15A03, 08A79.
Speaker: Sadegh Khosravi Shoar.

83



84

Definition 2.1. [10] A mapping µ : L→ [0, 1] is called a fuzzy subset in L.

Definition 2.2. [3] Let µ be a fuzzy subset of V. Then
(i) The set µt = {x ∈ V | µ(x) ≥ t}, t ∈ [0, 1], is called level subset of µ.
(ii) µ is called a fuzzy subspace of V if µ(av + bu) ≥ µ(v) ∧ µ(u),where u, v ∈
V and a, b ∈ F .

Definition 2.3. [8, 9] Let X be a non-empty set. A fuzzy relation on X is a map
η from X ×X to the unit interval [0, 1], and R(X) will denote the set of all fuzzy
relations on X .

Definition 2.4. [8] Let φ,ψ ∈ R(X). Then
(i) φ ⊆ ψ if and only if ∀x, y ∈ X, φ(x, y) ≤ ψ(x, y).
(ii) (φ ∪ ψ)(x, y) = φ(x, y) ∨ ψ(x, y).
(ii) (φ ∩ ψ)(x, y) = φ(x, y) ∧ ψ(x, y).
(iii)φ−1(x, y) = φ(y, x).
(v) (φ ◦ ψ)(x, y) =

∨
z∈X(φ(x, z) ∧ ψ(z, y)).

Definition 2.5. [6, 7] A fuzzy relation ρ on X is called a fuzzy equivalence relation
on X if
(i) ρ(x, x) = 1 for all x ∈ X (reflexive).
(ii)ρ(x, y) = ρ(y, x) for all x, y ∈ X (symmetric).
(iii) ρ ◦ ρ ≤ ρ (transitive).

3. Main results

Definition 3.1. A fuzzy equivalence relation ρ on V is called a fuzzy congruence
relation on V if
ρ(rx+ z, sy + t) ≥ ρ(x, y) ∧ ρ(z, t) for all x, y, z, t ∈ V and r, s ∈ F

Example 3.2. Let V = Z4 and F = {0, 1}. Then fuzzy relation

ρ(x, y) =

 1 if x = y
.5 if (x, y) ∈ {(2, 3), (3, 2)}
.3 otherwise

is a fuzzy equivalence relation on V , but it is not a fuzzy congruence relation on V.
Since ρ(2 + 2, 3 + 2) � ρ(2, 3) ∧ ρ(2, 2).

Lemma 3.3. Let ρ be a fuzzy congruence relation on V . Then
(i) ρ(rx, sy) ≥ ρ(x, y) for all r, s ∈ F and ρ(rx, sy) = ρ(x, y) for all r, s ∈ F − {0}.
(ii) If ρ(x, y) < ρ(z, t), then ρ(x, y) = ρ(rx+ z, sy + t) for all r, s ∈ F − {0}.

Theorem 3.4. Let ρ be a fuzzy relation on V. Then α is a fuzzy congruence relation
if and only if for all t ∈ [0, 1], αt = {x− y ∈ V |α(x, y) ≥ t} is a subspace of V.

Example 3.5. Let W be a subspace of V , that W ̸= V . Then

ρ(x, y) =

{
1 if x− y ∈W
t otherwise

where t ∈ [0, 1), is a fuzzy congruence relation on V .
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Definition 3.6. Let α and β be two fuzzy relations on V. Then the composition
α⊕ β is defined as follows:

(α⊕ β)(x, y) =
∨

x=ra+sc
y=kb+ld

{α(a, b) ∧ β(c, d)}(a, b, c, d ∈ V and r, s, k, l ∈ F )

Theorem 3.7. Let FR(V) be the family of all fuzzy relations on V. Then (FR(V ),⊕)
is a commutative semigroup.

Theorem 3.8. Let FC(V) be the family of all fuzzy congruence relations on V.Then
(FC(V ),⊕) is a commutative semigroup.

Definition 3.9. Let ρ be a fuzzy congruence relation on V . For a, b ∈ V , the fuzzy
relation ρ(a,b) on V which is defined by ρ(a,b)(x, y) = ρ(a−x, b−y), for all x, y ∈ V ,
is called a fuzzy coset relation determined by a, b and ρ.

Lemma 3.10. Let ρ(a,b) and ρ(c,d) be fuzzy coset relations on V . Then

ρ(a,b) = ρ(c,d) if and only if ρ(a− c, b− d) = 1

We define the operations of addition and scalar multiplication on fuzzy coset
relations as follows:

(ρ(a,b) ⊕ ρ(c,d))(x, y) =
∨

x=x1+x2
y=y1+y2

{ρ(a,b)(x1, y1) ∧ ρ(c,d)(x2, y2)}

kρ(a,b) = ρ(ka,kb) (1)

Proposition 3.11. Let ρ(a,b) and ρ(c,d) be two fuzzy coset relations on V . Then

(ρ(a,b) ⊕ ρ(c,d))(x, y) = ρ(a+c,b+d)(x, y) (2)

Theorem 3.12. Let (V ×V )ρ = {ρ(a,b)|a, b ∈ V }. Then (V ×V )ρ is a vector space
over F .

Theorem 3.13. Let ρ be a fuzzy congruence relation on V . Then the map φ :
V ×V −→ (V ×V )ρ defined by φ(a, b) = ρ(a,b), ∀a, b ∈ V is an onto linear function
with Kerφ = IV .

Corollary 3.14. Let ρ be a fuzzy congruence relation on V . Then
(i) (V × V )/IV ∼= (V × V )ρ.
(ii) dim(V × V )/IV = dim(V × V )ρ.
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Abstract. We have a glimpse into the notion of convexity in matrix algebras.

Convexity of matrix sets and matrix functions and the relations between them
have been investigated.

Keywords: Matrix convex set; Matrix convex function.

1. Introduction

Assume that Mn is the algebra of all n × n matrices with complex entries and
I is the identity matrix. A Hermitian matrix X is said to be positive (denoted by
X ≥ 0) if all of its eigenvalues are non-negative. For two Hermitian matrix X,Y ,
we say that X ≤ Y whenever Y −X ≥ 0.

A Hermitian matrix X enjoys the spectral representation, say

X =

n∑
j=1

λjPj ,

where λj ’s are eigenvalues of X and Pj ’s are projections with
∑n

j=1 Pj = I. If f

is a real-valued continuous function whose domain contains λj (j = 1, · · · , n), then
the Hermitian matrix f(X) can be defined as f(X) =

∑n
j=1 f(λj)Pj .

Let (E, ⟨·, ·⟩k) be a left Hilbert Mk-module and (E, ⟨·, ·⟩n) be a right Hilbert
Mn-module satisfying

⟨x, y⟩kz = x⟨y, z⟩n, (x, y, z ∈ E).

Then E is called a Hilbert Mk-Mn-bimodule.

2. Main results

A subset K of Mn is called matrix convex if Xi ∈ K, Ci ∈ Mn (i = 1, · · · ,m)
and

∑m
i=1 C

∗
i Ci = I implies that

∑m
i=1 C

∗
iXiCi ∈ K.

This can be regarded as a non-commutative convexity. For t ∈ [0, 1], with
C1 =

√
t and C2 =

√
1− t, it is evident that every matrix convex set is convex

in the usual sense. However, the converse is not valid in general. For example, a
single point set {A} is convex, while it is not matrix convex unless A = αI for some
α ∈ C. Typical examples of matrix convex sets are

(1) {T ∈Mn : 0 ≤ T ≤ I};
(2) {T ∈Mn; ∥T∥ ≤M} for a fix scalar M > 0;
(3) {T ∈Mn : ω(T ) ≤ r}, where ω(T ) is the numerical radius of T .
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A continuous function f : J → R is said to be matrix convex if

f(tX + (1− t)Y ) ≤ tf(X) + (1− t)f(Y )

for all Hermitian matrices X,Y with eigenvalues in J and all t ∈ [0, 1]. f is
called matrix concave if −f is matrix convex. The so-called Löwner-Heinz theorem
asserts that the power function f(x) = xp is matrix convex (concave) if and only if
p ∈ [−1, 0] ∪ [1, 2] (p ∈ [0, 1]). For a continuous real function f : J → R, we define
the matrix epigraph of f by

ME(f) := {(X,Y ) ∈ sp(J)×Mn; f(X) ≤ Y }.
The matrix convex sets and matrix convex functions are related via the following
theorem.

Theorem 2.1. A continuous function f : J → R is matrix convex if and only if
ME(f) is matrix convex.

Moreover, the next theorem gives a way of constructing matrix convex sets.

Theorem 2.2. Assume that f, g > 0 are matrix concave functions on (0, 1). The
set

Uf,g =

{
X;

[
f(A) X
X∗ g(A)

]
≥ 0, for some 0 ≤ A ≤ I

}
is matrix convex.

Another notion of convexity is the absolute convexity of sets in bimodules.

Definition 2.3. Let E be a Hilbert Mk-Mn-bimodule. A subset K of E is called
Mk-Mn-convex if

n∑
i=1

AiA
∗
i = Ik,

n∑
i=1

B∗
iBi = In =⇒

n∑
i=1

AiXiBi ∈ K

for all Ai ∈Mk, Bi ∈Mn and Xi ∈ K.
Example 2.4. Let Γ be an index set. Define Ω to be the set

Ω =

{
(Xα)α∈Γ

∣∣∣∣∣ Xα ∈Mn,
∑
α∈Γ

X∗
αXα norm converges in Mn

}
.

Then Ω is a Hilbert Mn-Mn-bimodule. If r is a positive real number, then the subset
S of Ω defined by

S = {(Xα)α∈Γ ∈ Ω | 0 ≤ X∗
αXα ≤ r, α ∈ Γ}

is Mn-Mn-convex.

Example 2.5. Consider M2(C) as a M2(C)-M2(C)-bimodule. Let α be a fixed
scalar and I be the identity matrix. It is clear that the set S = {αI} is a C∗-convex
subset ofM2(C). However, it is notM2(C)-M2(C)-convex. Put

A =

 √
1
2

√
1
2

−
√

1
2

√
1
2

 and B =

 √
1
3

√
2
3

−
√

2
3

√
1
3

 .

Then AA∗ = I = B∗B, while A(αI)B = αAB ̸∈ S.

Theorem 2.6. Consider Mn,k as a Mk-Mn-bimodule. If M is a positive scalar,
then the set K := {T ∈Mn,k, ∥T∥ ≤M} is Mk-Mn-convex.
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LINEAR PRESERVERS OF SLT-MAJORIZATION ON Rn

AHMAD MOHAMMADHASANI AND ASMA ILKHANIZADEH MANESH

Abstract. A matrix R is called row substochastic if it has nonnegative en-
tries, and the sum of entries on every row of R is less than or equal to one.

For x, y ∈ Rn, it is said that x is slt-majorized by y (denoted by x ≺slt y ) if
there exists an n-by-n lower triangular row substochastic matrix R such that
x = Ry. Here, the structure of all linear functions T : Rn → Rn preserving
(resp. strongly preserving) slt-majorization with additional condition Ten ̸= 0

(resp. with no condition) will be characterized.

Keywords: Row substochastic; SLT-majorization; (Strong) linear preservers.

1. Introduction

The study of linear preserver problems is one of the action research topics in
matrix theory and linear algebra. See the references. In this article, we work
on some kind of majorization and characterize all linear functions T : Rn → Rn

preserving slt-majorization with additional condition Ten ̸= 0 and strong preserving
slt-majorization.

The following will be fixed throughout the article. Rn denotes the set of all
n-by-1 real vectors. {e1, . . . , en} denotes the standard basis of Rn. Nk denotes
the set {1, . . . , k} ⊂ N. At denotes the transpose of a given matrix A ∈ Rn.
Pn denotes the backward identity. [T ] denotes the matrix representation of a
linear function T : Rn → Rn with respect to the standard basis. C(A) de-
notes the set {

∑m
i=1 λiai | m ∈ N, λi ≥ 0,

∑m
i=1 λi ≤ 1, ai ∈ A, ∀i ∈ Nm}, where

A ⊆ Rn. x↓ = (x↓1, . . . , x
↓
n)

t denotes the decreasing rearrangment of a vector

x = (x1, . . . , xn)
t ∈ Rn. This means x1 ≥ . . . ≥ xn. x↑ = (x↑1, . . . , x

↑
n)

t denotes
the increasing rearrangment of a vector x = (x1, . . . , xn)

t ∈ Rn. This means
x1 ≤ . . . ≤ xn.
Let ∼ be a relation on Rn. A linear function T : Rn → Rn is said to be a linear
preserver (or strong linear preserver) of ∼, if Tx ∼ Ty whenever x ∼ y (or Tx ∼ Ty
if and only if x ∼ y).

For x, y ∈ Rn, it is said that x is sut-majorized by y (denoted by x ≺sut y)
if there exists an n-by-n upper triangular row substochastic matrix R such that
x = Ry.

In [2], the author found the (strong) linear preservers of ≺sut on Rn with addi-
tional condition Te1 ̸= 0 (with no condition), respectively, as follows.
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Theorem 1.1. Let T : Rn → Rn be a linear function. Assume that [T ] = [aij ]
and Te1 ̸= 0. Then T preserves ≺sut if and only if

[T ] =


a11 0 0 . . . 0
0 a22 0 . . . 0
...

...
... . . .

...
0 0 . . . 0 ann

 ,

and the vector (0, a11, . . . , ann)
t is monotone.

Theorem 1.2. A linear function T : Rn → Rn strongly preserves ≺sut if and only
if [T ] = αIn, for some α ∈ R \ {0}.

We wish to find all (strong) linear preservers of slt-majorization on Rn.

2. Main results

In this section, we focus on the lower triangular row substochastic matrices and
introduce a new type of majorization. Then we characterize all linear functions T
: Rn → Rn (strongly) preserving ≺slt.

Definition 2.1. Let x, y ∈ Rn. We say that x slt-majorized by y (in symbol
x ≺slt y) if x = Ry, for some lower triangular row substochastic R ∈ Rn.

Proposition 2.2. Let x, y ∈ Rn. Then x ≺sut y if and only if Pnx ≺slt Pny.
Also, Pnx ≺sut Pny if and only if x ≺slt y.

Proof. First, suppose that x ≺sut y. So x = Ry, for some upper triangular row
substochastic R ∈ Rn. It implies that Pnx = (PnRPn)(Pny). As PnRPn is a lower
triangular row substochastic, we see that Pnx ≺slt Pny.

Next, assume that Pnx ≺slt Pny. This ensures that there exists some lower
triangular row substochastic matrix R such that Pnx = R(Pny), and then x =
(PnRPn)y. Thus, x ≺slt y.

Now, Pnx ≺sut Pny if and only if Pn(Pnx) ≺slt Pn(Pny) if and only if x ≺slt

y. �

For continuing we introduce the following function. Assume that T : Rn → Rn

be a linear function. Define τ : Rn → Rn by τ(x) = PnT (Pnx).
This proposition provides a criterion for slt-majorization on Rn.

Proposition 2.3. Let x = (x1, . . . , xn)
t, y = (y1, . . . , yn)

t ∈ Rn. Then x ≺slt y if
and only if xi ∈ C{y1, . . . , yi}, for all i ∈ Nn.

Proof. Proposition 2.2 ensures that x ≺slt y if and only if Pnx ≺sut Pny. By
applying [2], Proposition 2.3, Pnx ≺sut Pny is equivalent to xi ∈ C{y1, . . . , yi}, for
all i ∈ Nn. �

Proposition 2.4. Let T : Rn → Rn be a linear function. Then T preserves ≺sut

if and only if τ preserves ≺slt.
Also, T preserves ≺slt if and only if τ preserves ≺sut.

Proof. If T preserves ≺sut; Let x, y ∈ Rn, and let x ≺slt y. Proposition 2.2 shows
that Pnx ≺slt Pny, and then T (Pnx) ≺sut T (Pny). So τ(x) ≺slt τ(y). Therefore, τ
preserves ≺slt. One can prove the rest of the proof easily. �
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The following theorem characterizes structure of the linear functions T : Rn →
Rn preserving slt-majorization with additional condition Ten ̸= 0. Note that the

vector x = (x1, . . . , xn)
t is monotone if x = (x↑1, . . . , x

↑
n)

t or x = (x↓1, . . . , x
↓
n)

t.

Theorem 2.5. Let T : Rn → Rn be a linear function. Assume that [T ] = [aij ]
and Ten ̸= 0. Then T preserves ≺slt if and only if

[T ] =


a11 0 0 . . . 0
0 a22 0 . . . 0
...

...
... . . .

...
0 0 . . . 0 ann

 ,

and the vector (0, ann, . . . , a11)
t is monotone.

Proof. T preserves ≺slt, with the condition Ten ̸= 0, if and only if τ preserves ≺sut,
with the condition τe1 ̸= 0, if and only if, because of Theorem 1.1,

[τ ] =


ann 0 0 . . . 0
0 an−1n−1 0 . . . 0
...

...
... . . .

...
0 0 . . . 0 a11

 ,

and the vector (0, ann, . . . , a11)
t is monotone, if and only if, as [τ ] = Pn[T ]Pn,

[T ] =


a11 0 0 . . . 0
0 a22 0 . . . 0
...

...
... . . .

...
0 0 . . . 0 ann

 ,

and the vector (0, ann, . . . , a11)
t is monotone. �

Lemma 2.6. Let T : Rn → Rn be a linear function that strongly preserves ≺slt.
Then T is invertible.

Theorem 2.7. A linear function T : Rn → Rn strongly preserves ≺slt if and only
if [T ] = αIn, for some α ∈ R \ {0}.

Proof. T strongly preserves ≺slt if and only if T and T−1 preserve ≺slt if and only
if τ and τ−1 preserve ≺sut if and only if τ strongly preserves ≺sut if and only if,
because of Theorem 1.2, [τ ] = αIn, for some α ∈ R \ {0} if and only if [T ] = αIn,
for some α ∈ R \ {0}. �
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AHMAD MOHAMMADHASANI AND ASMA ILKHANIZADEH MANESH

Abstract. Let D1 and D2 be two Euclidean distance matrices (EDMs) with

corresponding positive semidefinite matrices B1 and B2 respectively. Suppose
that λ(A) = (λi(A))ni=1 is the vector of eigenvalues of a matrix A such that
λ1(A) ≥ . . . ≥ λn(A). Here the relation between the eigenvalues of EDMs and
those of the corresponding positive semidefinite matrices respect to ≺rsr and

≺rp on R2 will be investigated.

Keywords: Euclidean distance matrices; Rp-majorization; Rsr-majorization.

1. Introduction

An n × n nonnegative and symmetric matrix D = (d2ij) with zero diagonal ele-
ments is called a predistance matrix. A predistance matrix D is called Euclidean or
a Euclidean distance matrix (EDM) if there exist a positive integer r and a set of n
points {p1, . . . , pn} such that p1, . . . , pn ∈ Rr and d2ij = ∥pi − pj∥2 (i, j = 1, . . . , n),
where ∥.∥ denotes the usual Euclidean norm.
The smallest value of r that satisfies the above condition is called the embedding
dimension. As is well known, a predistance matrix D is Euclidean if and only if the

matrix B = −1
2 PDP with P = In −

1

n
eet, where In is the n × n identity matrix,

and e is the vector of all ones, which is positive semidefinite matrix.
Let Λn be the set of n×n EDMs, and Ωn(e) be the set of n×n positive semidefinite
matrices B such that Be = 0. Then the linear mapping τ : Λn → Ωn(e) defined

by τ(D) =
−1
2
PDP is invertible, and its inverse mapping, say κ : Ωn(e) → Λn

is given by κ(B) = bet + ebt − 2B with b = diag(B), where diag(B) is the vector
consisting of the diagonal elements of B.

For general reference on this topic see, e.g., [1]. One can see some types of ma-
jorization in [2]-[5].
In this paper, the relation between the eigenvalues of EDMs and those of the cor-
responding positive semidefinite matrices respect to ≺rsr and ≺rp on R2 will be
investigated.
An nonnegative matrix R is called row stochastic if the sum of entries of each row of
R is equal to one. A matrix is said to be doubly substochastic if it has nonnegative
components and each row and each column sum is at most 1.
For x, y ∈ Rn, we say that x rsr-majorized by y (write as x ≺rsr y) if for some
symmetric row stochastic matrix R with all its main diagonal entries equal, x = yR.
For x, y ∈ Rn, it is said that x rp-majorized by y and denoted by x ≺rp y if there
exists a predistance doubly substochastic matrix P such that x = yP .
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The following notation will be fixed throughout the paper.
The summation of all components of a vector x is denoted by tr(x).
The set {1, . . . , k} ⊂ N is denoted by Nk.
The collection of all n × n symmetric row stochastic matrices with all its main
diagonal entries equal is denoted by Rsr

n .
Dps

n for the collection of all n× n predistance doubly substochastic matrices.
The set {

∑m
i=1 λiai | m ∈ N, λi ≥ 0,

∑m
i=1 λi = 1, ai ∈ A, i ∈ Nm}, where A ⊆

Rn, is denoted by Co(A).

2. Main results

The following proposition gives an equivalent condition for rsr-majorization on
R2.

Proposition 2.1. Let x = (x1, x2), y = (y1, y2) ∈ R2. Then x ≺rsr y if and only
if xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y).

Proof. First, suppose that x ≺rsr y. Then there exists R ∈ Rsr
2 such that x = yR.

We see that R =
[
a b
b a

]
, for some a, b ≥ 0 such that a + b = 1. It is seen that

xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y).
Next, assume that xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y). So x1 = αy1 +

(1−α)y2 and x2 = βy1 +(1− β)y2, for some 0 ≤ α, β ≤ 1. Since tr(x) = tr(y), we

deduce (1− α− β)(y1 − y2) = 0. If y1 ̸= y2; Then α+ β = 1, and put R =
[
α β
β α

]
.

It is clear that R ∈ Rsr
2 and x = yR. Therefore, x ≺rsr y. If y1 = y2; Put R = I2

and see x = yR. Hence x ≺rsr y. �

The following proposition provides a criterion for rp-majorization on R2.

Proposition 2.2. Let x = (x1, x2), y = (y1, y2) ∈ R2. Then x ≺rp y if and only if
x1 ∈ Co{0, y2}, x2 ∈ Co{0, y1}, and x1y1 = x2y2.

Proof. If x ≺rp y, then there exists P ∈ Dps
2 such that x = yP . We observe

that P =
[
0 α
α 0

]
, for some 0 ≤ α ≤ 1. So x1 ∈ Co{0, y2}, x2 ∈ Co{0, y1}, and

x1y1 = x2y2.
Next, assume that x1 ∈ Co{0, y2}, x2 ∈ Co{0, y1}, and x1y1 = x2y2. Then

there exist α, β (0 ≤ α, β ≤ 1) such that x1 = αy2 and x2 = βy1. If y1y2 ̸= 0, as

x1y1 = x2y2, then α = β. Put P =
[
0 α
α 0

]
. If y1 = 0, then set P =

[
0 α
α 0

]
, and

if y2 = 0, then put P =
[
0 β
β 0

]
. We see in each case p ∈ Dps

2 and x = yP . So

x ≺p y. �

Till the end of this paper, the relation between the eigenvalues of EDMs and
those of the corresponding positive semidefinite matrices respect to ≺rsr and ≺rp

on R2 will be specify.

Theorem 2.3. Let B, B̃ ∈ Ω2(e), and let D = κ(B) and D̃ = κ(B̃). Then

(a) λ(B) ≺rsr λ(B̃) ⇒ λ(D) ≺rsr λ(D̃), but λ(D) ≺rsr λ(D̃) ̸⇒ λ(B) ≺rsr

λ(B̃);

(b) λ(B) ≺rp λ(B̃) ⇔ λ(D) ≺rp λ(D̃).
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Proof. Since B, B̃ ∈ Ω2(e), there exist α,β ≥ 0 such that B =
(

α −α
−α α

)
, and

B̃ =
(

β −β
−β β

)
, and {0, 2α} and {0, 2β} are the set of eigenvalues of B and B̃,

respectively. By the definition of κ, D =
(

0 4α
4α 0

)
and D̃ =

(
0 4β
4β 0

)
. So {−4α, 4α}

and {−4β, 4β} are the set of eigenvalues of D and D̃, respectively.

(a) : Suppose that λ(B) ≺rsr λ(B̃). Then, by Proposition 2.1, α = β, that is,

λ(B) = λ(B̃). So, since λ(D) ≺rsr λ(D̃) if and only if α ≤ β, we can conclude that

λ(D) ≺rsr λ(D̃) if λ(B) ≺rsr λ(B̃).

For the next part, consider B =
(

1
2

−1
2−1

2
1
2

)
and B̃ =

(
1 −1
−1 1

)
. Hence D =

(
0 2
2 0

)
and D̃ =

(
0 4
4 0

)
. We see λ(D) ≺rsr λ(D̃), but λ(B) ̸≺rsr λ(B̃).

(b) : By Proposition 2.2, λ(B) ≺rp λ(B̃) if and only if α = 0 if and only if

λ(D) ≺rp λ(D̃). �
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STABILITY ANALYSIS OF HILFER FRACTIONAL ORDER

DIFFERENTIAL SYSTEMS WITH TIME DELAY

VAHID MOHAMMADNEZHAD, MOSTAFA ESLAMI, AND HADI REZAZADEH

Abstract. In this paper, we first state some sufficient conditions for asymp-
totic stability of the linear Hilfer fractional delay differential systems . Re-
garding this result, we will derive asymptotic stability for the non-linear Hilfer
fractional delay system. Finally, we give one example of Hilfer fractional Van

der Pol’s Oscillator system with delay to illustrate the effectiveness of our
theoretical results.

Keywords: Asymptotic stability; Hilfer fractional derivative; Van der Pol’s Oscil-
lator.

1. Introduction

In the last decades, many researchers have more interests in the fractional sta-
bility of linear systems with time delay on the basis of real problems. For example,
Deng et al. examined the stability of linear fractional differential equations with
time delays in 2007 and presented results which confirmed determined the asymp-
totically stable region of the system [1]. Similarly, this article has introduced linear
Hilfer fractional delay differential systems and has the evaluated the asymptotic sta-
bility of this type of fractional differential system using Laplace transform property.
Hilfer fractional derivative is an interpolation from Riemann-Liouville fractional de-
rivative and Caputo fractional derivative which its concept initially appeared in the
theoretical modeling of broadband dielectric relaxation spectroscopy for glasses [2].
Recently new results have been obtained for this type of derivative. For example,
Furati et al. proved existence and uniqueness of global solutions in the space of
weighted continuous functions for a class of nonlinear fractional differential equa-
tions involving Hilfer fractional derivative. In [3], exact solution of the space-time
fractional diffusion equations with Hilfer fractional derivative is expressed in terms
of the Mittag-Leffler function and Fax H-function. In addition, Rezazadeh et al.
studied the stability and asymptotic stability of the zero solution of the linear Hil-
fer fractional differential system by using the Laplace transform, the asymptotic
expansion of the Mittag-Leffler function and the Gronwall inequality [4].

Definition 1.1. The Hilfer fractional derivative of order α and type β for an
absolutely integrable function f(t) is defined by [2]
(1.1)(

0+D
α,β
t f

)
(t) =

(
0+I

β(1−α)
t

d

dt 0
+I

(1−β)(1−α)
t f

)
(t), 0 < α < 1, 0 ≤ β ≤ 1.
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Lemma 1.2. If f(t) ∈ AC[0, b] the Hilfer fractional derivative (1.1) coincides with
the Caputo fractional derivative of order α ∈ (0, 1) , and the regularized Hilfer
fractional derivative can be written as

(1.2)
(
C
0+D

α
t f
)
(t) =

(
0+D

α,β
t f

)
(t)− t−α

Γ(1− α)
f(0+).

2. Stability analysis of linear Hilfer fractional delay differential
system

In this Section, based on the Laplace transform and the Final Value Theorem,
we present the sufficient conditions of asymptotic stability for the linear Hilfer
fractional delay differential system as follows
(2.1)

0+D
α1,β
t x1(t) = a11x1(t) + · · ·+ a1nxn(t) + b11x1 (t− τ) + · · ·+ b1nxn (t− τ) ,

0+D
α2,β
t x2(t) = a21x1(t) + · · ·+ a2nxn(t) + b21x1 (t− τ) + · · ·+ b2nxn (t− τ) ,
...

...

0+D
αn,β
t xn(t) = an1x1(t) + · · ·+ annxn(t) + bn1x1 (t− τ) + · · ·+ bnnxn (t− τ) ,

the initial values is given by

0+I
1−γi

t xi(t) = φi(t), γi = αi+β−αiβ, 0 < αi < 1, 0 ≤ β ≤ 1, 1 ≤ i ≤ n,

and, for subsequent discussion, we shall set

0+I
1−γi

t xi(0
+) = xi0, 1 ≤ i ≤ n.

In this system, A = (aij)n×n, B = (bij)n×n ∈ Rn×n are the system matrices,

xi (t) , xi (t− τ) ∈ R denote the state vectors and φi (t) ∈ C0[−τ, 0] are initial
values.

Definition 2.1. The zero solution of linear Hilfer fractional differential system
(2.1) is said to be stable if for any initial value x0, there exists an ϵ > 0 such that
∥x(t)∥ ≤ ϵ for all t > 0. The zero solution is said to be asymptotically stable if, in
addition to being stable, ∥x(t)∥ → 0 as t→∞.

Now, we express the main theorem for checking the stability of system (2.1) by
applying the Laplace transforms on both sides of this system.

Theorem 2.2. If all roots of

det


sα1 − a11 − b11e−sτ −a12−b12e−sτ . . . −a1n−b1ne−sτ

−a21−b21e−sτ sα2 − a22 − b22e−sτ . . . −a2n−b2ne−sτ

...
...

. . .
...

−an1−bn1e−sτ −an2−bn2e−sτ · · · sαn − ann − bnne−sτ

 = 0,

have negative real parts, then the zero solution system of (2.1) is asymptotically
stable.

Now, we will discuss the stability of a non-linear Hilfer fractional delay differential
system, which can be described by

(2.2) 0+D
α,β
t X(t) = F (X(t), X(t− τ)), t > 0, 0 ≤ β ≤ 1,
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with the initial value 0+I
1−γ
t X(0+) = X0 = (x10, . . . , xn0)

T ,γ = (γ1, . . . , γn),
1 = (1, . . . , 1) and α = [α1, . . . , αn] such that 0 < αi < 1, γi = αi + β − αiβ, for
i = 1, . . . , n, where

F (X(t), X(t− τ)) =


f1(x1(t), . . . , xn(t), x1(t− τ), . . . , xn(t− τ))
f2(x1(t), . . . , xn(t), x1(t− τ), . . . , xn(t− τ))

...
fn(x1(t), . . . , xn(t), x1(t− τ), . . . , xn(t− τ))

 ,

and X(t) = (x1(t), . . . , xn(t))
T , X(t− τ) = (x1(t− τ), . . . , xn(t− τ))T ∈ Rn.

Definition 2.3. X̂ = (x̂1, . . . , x̂n) is an equilibrium point of system (2.2) if fi(x̂1,
. . . , x̂n, x̂1, . . . , x̂n) = 0, for i = 1, . . . , n.

Theorem 2.4. Let X̂ is the equilibrium of system (2.2), J =
(

∂fi
∂xj

)
i,j=1,...,n

, is

the Jacobian matrix at the point X̂ with respect to X and Jτ =
(

∂fi
∂xjτ

)
i,j=1,...,n

, is

the Jacobian matrix at the point X̂ with respect to X(t− τ), where for j = 1, . . . , n,
denoting xj = xj(t) and xjτ = xj(t− τ). If all roots of

(2.3) det
(
Iα − J − e−s τ Jτ

)
= 0,

where

Iα =


sα1 0 . . . 0
0 sα2 . . . 0
...

...
. . .

...
0 0 · · · sαn

 ,

have negative real parts, then the point X̂ of system (2.2) is asymptotically stable.

3. Illustrative examples

This Section will list one example to show the effectiveness of our new criteria for
asymptotic stability of Hilfer fractional order systems. The Hilfer fractional Van
der Pol’s Oscillator with delay can be written in the form

(3.1)

 0+D
α1,β
t x1(t) = x2(t),

0+D
α2,β
t x2(t) = −x1(t) + εkx1(t− τ)− εx2(t)

(
x21(t)− 1

)
,

where 0 ≤ β ≤ 1 with the initial value 0+I
1−γ1

t x1(0
+) = x10 and 0+I

1−γ2

t x2(0
+) =

x20 such that 0 < αi < 1, γi = αi + β − αiβ, for i = 1, 2. The system (3.1) has
an equilibrium point E = (0, 0) and ε > 0 is the control parameter, τ is a positive
quantity representing the delay and k is the feedback gain. The characteristic
equation at an equilibrium point (x̂1, x̂2) turns out to be

(3.2) det

 sα1 −1

1− kεe−sτ + 2εx̂1x̂2 sα2 + ε
(
x̂21(t)− 1

)
 = 0.

The characteristic equation of the system (3.1) evaluated at the equilibrium E is

sα1+α2 − εsα1 − kεe−sτ + 1 = 0.
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Let us investigate the Hilfer fractional Van der Pol’s Oscillator (3.1) with parameters
ε = 0.1, k = 5, β = 0.5 and (α1, α2) = (1, 0.95) and consider various values of τ .
The results are given in Table 1.

Table 1. Stability of the equilibrium point of the (3.1) with dif-
ferent τ .

τ approximation roots state stability

0.03 0.014± i 0.702 unstable

0.15 −57.259± i 1.350 asymptotically stable

1.5 −0.849± i 0.121 asymptotically stable

To verify the efficiency of the obtained results in Table 1 , the numerical solution
for the Hilfer fractional Van der Pol’s Oscillator with delay have been computed.
Simulations results are displayed in Figure 1.
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Figure 1. The numerical approximations of system (3.1) when
τ = 0.03 with (α1, α2) = (1, 0.95), ε = 0.1 and k = 5. The
equilibrium E = (0, 0) is unstable.
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Abstract. The aim of the present paper is to prove that linear span of the set
of components of an Archimedean Riesz space with unit 1 is a linear Boolean

algebra.
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1. Introduction

In this paper k is a field of characteristic zero. Let S and V be the category of
sets and the category of k-vector spaces, respectively. By x the free k-vector space
generated by x ∈ S. Let

( ) : S −→ V

be the monoidal functor, that x into x and sends g : x −→ y the linear transforma-
tion g : x −→ y which value is g(a) if a ∈ x. Recall the monoidal structure on V is
the tensor product ⊗. For example, if x is a monoid, then x carries the structure of
an associative algebra. Thus associative algebras is the linear analogue of monoid.
Boolean algebras [4, 6] has been known at least since 1854 and constitute a cor-
nerstone of modern mathematics and is the algebra of two-valued logic with only
sentential connectives, or equivalently of algebras of sets under union and comple-
mentation.
In this paper we study the linear Boolean algebras and Archimedean Riesz space.
It is proved that linear span of the set of components of an Archimedean Riesz
space with unit 1 is a linear Boolean algebra.

2. Main results

We now turn to one of the most important topics in the theory of lattices that
of Boolean algebras. A lattice L is distributive when it satisfies x ∧ (y ∨ z) =
(x∧ y)∨ (x∧ z) for all x, y, z ∈ L. In a bounded distributive lattice, a is a comple-
ment of b iff a ∧ b = 0 and a ∨ b = 1. Let a ∈ [b, c]; x is a relative complement of
a in [b, c] iff a ∧ x = b and a ∨ x = c. A complement lattice is a bounded lattice
in which every element has a complement. A relatively complemented lattice is a
lattice in which every element has a relative complement in any interval containing
it. A Boolean lattice is a complemented distributive lattice. A Boolean algebra is
Boolean lattice in which 0, 1, and ′ are considered to be operation. In any Boolean
algebra A, a′ is the largest element x such that x∧a = 0. More generally, a∧x ≤ b
if and only if a ∧ x ∧ b′ = 0, that is (a ∧ b′) ∧ x = 0 or x ≤ (a ∧ b′)′ = b ∨ a′.
Tensor products of vector spaces are well-known, but it exists in many other cat-
egories equipped with a forgetful functor to Set [1]. Examples of such categories
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that matters to us are boolean algebra, distributive lattices, semilattices with zero,
etc. Given A, B and X, three object of the same category, a bimorphism from
A×B to X is a set theoretic map f : A×B −→ X such that for all a ∈ A and for
all b ∈ B, the mappings f(a, −) : B −→ X and f(−, b) : A −→ X are morphisms.
Being given an object X of the category and a bimorphism i : A × B −→ X, we
say that X is a tensor product of A × B if for every object C and every bimor-
phism f : A × B −→ C, there exist a unique morphism h : X −→ C, such that
f = h ◦ i. Tensor products are unique up to isomorphisms and they are denoted
by A⊗B. The bimorphism i is not surjective but its image generates A⊗B, thus
we call generating elements (of A⊗B) those coming from A⊗B and we will write
i(a, b) = a⊗ b.
Definition 2.1. A linear Boolean algebra is a k-vector space V together with the
data:
1. Linear maps ∪ : V ⊗ V −→ V, ∩ : V ⊗ V −→ V , and c : V ←− V called a
union, an intersection and a complement, respectively.
2. Linear maps T : k −→ V, E : k −→ V called the empty map and the total map,
respectively.
3. Linear map 4 : V −→ V ⊗ V called a coproduct.
4. Linear map ev : V −→ k called the evaluation map.
The axioms below must hold:
•∪ = ∪ ◦ S, ∩ = ∩ ◦ S.
• ∪ ◦ (∪ ⊗ I) = ∪ ◦ (I ⊗ ∪),
∩ ◦(∩ ⊗ I) = ∩ ◦ (I ⊗ ∪).
• ∩ ◦ (I ⊗ ∪) = ∪ ◦ (∩ ⊗ ∩) ◦ (I ⊗ S ⊗ I) ◦ (4⊗ I ⊗ I),
• ∪ ◦ (I ⊗ ∩) = ∩ ◦ (∪ ⊗ ∪) ◦ (I ⊗ S ⊗ I) ◦ (4⊗ I ⊗ I).
• ∩ ◦ (I ⊗ ∪) ◦ (4I) = I ⊗ ev,
∪ ◦(I ⊗ ∩) ◦ (4I) = I ⊗ ev.
• ∪ ◦ (I ⊗ E) = I, ∩ ◦ (I ⊗ T ) = I,
∩ ◦(I ⊗ c) ◦ 4 = E ◦ ev,
∪ ◦(I ⊗ c) ◦ 4 = T ◦ ev.
• (4⊗ I) ◦ 4 = (I ⊗4) ◦ 4.
• S ◦ 4 = 4.

A partially ordered vector space is a poset (E, ≤) where E is a real vector space
such that the following conditions are satisfied: if x, y, x ∈ E and λ > 0 then
x+ z ≤ y + z and λx ≤ λy whenever x ≤ y.

Definition 2.2. E is a Riesz space if it is a partially ordered vector space and, at
the same time, a lattice under its ordering.

Definition 2.3. Suppose E is an Archimedean Riesz space with unit 1. If e ∈ E
and e ∧ (1− e) = 0, then e is said a component.

For example, 0 and 1 in C([0, 1]) are the only components. Also, the set of
components of E contain in [0, 1] (the set of elements x in E with 0 ≤ x ≤ 1). On
the other had, We know that the set of components of an Archimedean Riesz space
with unit 1 is a Boolean algebra and the intersection, the union and the complement
are the linear extensions of the corresponding maps on the Boolean algebra. So we
have the following theorem:

Theorem 2.4. If E is an Archimedean Riesz space with unit 1, then linear span
of the set of components of E is a linear Boolean algebra.
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1. Introduction

Assume that I be an interval in R. Let us recall definitions of some special
classes of functions.

We say that [4] f : I → R is a Godunova-Levin function or that f belongs to
the class Q(I) if f is non-negative and for all x, y ∈ I and α ∈ (0, 1) we have

f(αx+ (1− α)y) ≤ f(x)

α
+

f(y)

1− α
.

For s ∈ (0, 1], a function f : [0,∞)→ [0,∞) is said to be s-convex function, if

f(αx+ (1− α)y) ≤ αsf(x) + (1− α)sf(y)

for every x, y ∈ [0,∞) and α ∈ [0, 1], see [1]. Also, we say that f : I → [0,∞) is a
P -function [2], if for all x, y ∈ I and α ∈ [0, 1] we have

f(αx+ (1− α)y) ≤ f(x) + f(y) .

In [5], Varošanec defined the h -convex function as follows:
Let h : J ⊆ R → R be an non-negative function, h ̸= 0. We say that f : I → R is
an h-convex function, if f is non-negative and for all x, y ∈ I, α ∈ (0, 1) we have

(1.1) f(αx+ (1− α)y) ≤ h(α)f(x) + h(1− α)f(y) .

If inequality (3.2) is reversed, then f is said to be h-concave.

2. Preliminaries

In what follows we assume that H and K are Hilbert spaces, B(H) and B(K) are
C∗-algebras of all bounded linear operators on the appropriate Hilbert space with
identities IH and IK, Bh(H) denote the algebra of all self-adjoint operators in B(H).
In the case when dimH = n, we identify B(H) with the full matrix algebraMn(C)
of all n × n matrices with entries in the complex field. An operator A ∈ Bh(H)
is called positive (positive-semidefinite for matrices) if ⟨Ax, x⟩ ≥ 0 holds for every
x ∈ H and then we write A ≥ 0. For A,B ∈ Bh(H), we say A ≤ B if B − A ≥ 0.
We write A > 0 and say A is strictly positive operator, if A is a positive invertible
operator. Let f be a continuous real valued function defined on an interval J . The
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function f is called operator decreasing if B ≤ A implies f(A) ≤ f(B) for all A,B
with spectra in J . A function f is said to be operator concave on J if

λf(A) + (1− λ)f(B) ≤ f(λA+ (1− λ)B)

for all A,B ∈ Bh(H) with spectra in J and all λ ∈ [0, 1]. A map Φ : B(H)→ B(K)
is called positive if Φ(A) ≥ 0 whenever A ≥ 0 and is said to be normalized if
Φ(IH) = IK. We denote by P[B(H),B(K)] the set of all positive linear maps
Φ : B(H) → B(K) and by PN [B(H),B(K)] the set of all normalized positive linear
maps Φ ∈ P[B(H),B(K)]. If Φ ∈ PN [B(H),B(K)] and f is an operator concave
function on an interval J , then

(2.1) f(Φ(A)) ≥ Φ(f(A)) (Davis-Choi-Jensen’s inequality)

for every self-adjoint operator A on H, whose spectrum is contained in J , see [3].

3. Main results

In this section, we present the definition of operator h-convex function for oper-
ators acting on a Hilbert space.

Definition 3.1. Let h : J ⊆ R → R be an non-negative function, h ̸= 0. We say
that f : I → R is an operator h-midconvex function, if f is non-negative and for
all A,B ∈ B(H) with σ(A), σ(B) ⊆ I, we have

(3.1) f

(
A+B

2

)
≤ h

(
1

2

)(
f(A) + f(B)

)
.

If inequality (3.2) is reversed, then f is said to be operator h-midconcave.

Definition 3.2. Let h : J ⊆ R → R be an non-negative function, h ̸= 0. We say
that f : I → R is an operator h-convex function, if f is non-negative and for all
A,B ∈ B(H) with σ(A), σ(B) ⊆ I and λ ∈ (0, 1), we have

(3.2) f (λA+ (1− λ)B) ≤ h(λ)f(A) + h(1− λ)f(B) .

If inequality (3.2) is reversed, then f is said to be operator h-concave.

A function h : J → R is said to be a supermultiplicative function if

(3.3) h(xy) ≥ h(x)h(y) ,

for all x, y ∈ J [5].
If inequality (3.3) is reversed, then h is said to be a submultiplicative function.

If the equality holds in (3.3), then h is said to be a multiplicative function.

Example 3.3. [5] Consider the function h : [0,+∞) → R by h(x) = (c + x)p−1.
If c = 0, then the function h is multiplicative. If c ≥ 1, then for p ∈ (0, 1) the
function h is supermultiplicative and for p > 1 the function h is submultiplicative.

Example 3.4. Assume that h is a function on [0,∞) such that h(t) ≥ t and
f(t) = t2 on an interval I ⊆ R. Then f is operator h-midconvex function. To
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prove this,

h

(
1

2

)(
A2 +B2

)
−
(
A+B

2

)2

= h

(
1

2

)(
A2 +B2

)
− A2 +AB +BA+B2

4

=
(4h(1/2)− 1)A2 −AB −BA+ (4h(1/2)− 1)B2

4

≥ 1

4

(
A2 −AB −BA−B2

)
=

1

4
(A−B)2 ≥ 0 .

Theorem 3.5. Let w1, w2, · · · , wn be positive real numbers (n ≥ 2) such that∑n
j=1 wj = 1. If h is nonnegative supermutiplicative function and if f is h-convex

function on an interval I ⊆ R, A1, · · · , An are selfadjoint operators in B(H) such
that σ(Aj) ⊆ I and Φ ∈ PN [B(H),B(K)], then

(3.4) f

 n∑
j=1

wjΦ(Aj)

 ≤ n∑
j=1

h(wj)f(Φ(Aj)) .

If h is submultiplicative and f is operator h-concave on I, then inequality (3.4) is
reversed.

Proof. We prove this theorem by induction on n. If n = 2, then inequality (3.4) is
equivalent to inequality (3.2) with λ = w1 and 1−λ = w2. Assume that inequality
(3.4) holds for n− 1. Then for n, we have

f

 n∑
j=1

wjΦ(Aj)

 =f

wnΦ(An) +

n−1∑
j=1

wjΦ(Aj)


=f

wnΦ(An) + (w1 + · · ·+ wn−1)

n−1∑
j=1

wj

w1 + · · ·+ wn−1
Φ(Aj)


≤h(wn)f(Φ(An)) + h(w1 + · · ·+ wn−1)f

n−1∑
j=1

wj

w1 + · · ·+ wn−1
Φ(Aj)


≤h(wn)f(Φ(An)) + h(w1 + · · ·+ wn−1)

n−1∑
j=1

h

(
wj

w1 + · · ·+ wn−1

)
f(Φ(Aj))

≤h(wn)f(Φ(An)) +

n−1∑
j=1

h(wj)f(Φ(Aj))

=
n∑

j=1

h(wj)f(Φ(Aj)) .

�
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A GLOBAL REGULARIZED CONJUGATE GRADIENT METHOD

FOR SOLVING MATRIX EQUATION AXB = C

AZITA TAJADDINI AND MEHDI NAJAFI

Abstract. In this paper, we present a global regularized conjugate gradi-
ent iteration method for solving a matrix equation with symmetric positive

definite coefficient matrices. This method is actually inner-outer iterations,
which employs a global conjugate gradient-like method as inner iteration to
approximate each outer iterates. The convergence properties of this method
are discussed.

Keywords: Conjugate gradient method; Regularized conjugate gradient method;
Regularization; Matrix equations.

1. Introduction

Consider the matrix equation

(1.1) AXB = C,

where A ∈ Rn×n, B ∈ Rs×s, C ∈ Rn×m and the matrices A and B are symmetric
positive definite (SPD). The linear matrix equation (1.1) can be written as the
following nm× nm linear system

(1.2) (B ⊗A)vec(X) = vec(C),

where vec(X) is the vector of Rnm obtained by stacking the columns of the nm
matrix X. Of course, this is a numerically poor way to determine the solution X
of the matrix equation (1.1), as the linear system of equations (1.2) is costly to
solve and can be ill-conditioned. The RCG method [1] was proposed for solving
linear system Ax = b. In this paper, we extend this method for solving matrix
equation (1.1) that is called the global regularized conjugate gradient (GL-RCG)
method. In the GL-RCG method, the matrix equation (1.1) is first regularized by
reasonably shifting and contracting the spectrum of the coefficient matrix B ⊗ A,
and its solution is then approximated successively by a sequence of regularized
matrix equations. At each step of iteration, the regularized matrix equation itself
iteratively solved by th GL-CG method. Hence, the GL-RCG method is actually
an inner/outer iterative method [3].
Throughout this paper, we use the following notations. For two matrices Y and Z
in Rn×m, we define the inner product ⟨X,Y ⟩F = tr(XTY ), where tr(Z) denotes
the trace of the square matrix Z. Also XT denotes the transpose of the matrix X.
The associated norm is the well-known Frobenius norm denoted by ∥· ∥F . A system
of vectors (matrices) of Rn×m is said to be F-orthonormal if it is orthonormal with
respect to ⟨· , · ⟩F . A⊗ B = [ai,jB] denotes the Kronecker product of the matrices
A and B.

2010 Mathematics Subject Classification. 65F10, 65F50, 65N12.
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2. The GL-RCG method for AXB = C

In this section, we explain the global regularized conjugate gradient method for
solving (1.1).
Suppose that function f is defined as follows

f(x, y) = (ν1 + x)(ν2 + y), where ν1, ν2 ≥ 0.

Evidently, f(B;A) = (ν1I +B)⊗ (ν2I +A). Therefore,

f(B;A) = ν1ν2I + ν2(B ⊗ I) + ν1(I ⊗A) + (B ⊗A).

The fuction f maps the spectrum B⊗A onto a new set f(σ(B⊗A)). If we choose
ν1 > 0, ν2 > 0, then we have the following relationship

κ2 (f(B;A)) =
λmax (f(B;A))

λmin(f(B;A))
=
λmax(ν1I +B)·λmax(ν2I +A)

λmin(ν1I +B)·λmin(ν2I +A)

=
ν1 + λmax(B)

ν1 + λmin(B)
· ν2 + λmax(A)

ν2 + λmin(A)

≤ λmax(B)

λmin(B)
· λmax(A)

λmin(A)

= κ2(A)·κ2(B)

= κ2(B ⊗A).

Now, we can write the matrix equation (1.1) as

(ν2I +A)X(ν1I +B) = ν1ν2X + ν2XB + ν1AX +AXB, ν1 > 0, ν2 > 0.

The basic idea of the global regularized conjugate gradient method is as follows:
Let an initial guess X0 ∈ Rn×s is given. Suppose that we have obtained approxima-
tions X(0), . . . , X(k) to the solution X∗ of the matrix equation (1.1), then the next
approximation X(k+1) to X∗ is computed through solving the matrix equations

(2.1) (ν2I +A)X (ν1I +B) = ν1ν2X
(k) + ν2X

(k)B + ν1AX
(k) + C,
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iteratively with GL-CG method. This method is described in Algorithm 1.
Algorithm 1 The GL-RCG method for the matrix equation AXB = C

1: A ∈ Rn×n, B ∈ Rs×s, initial guess X(0) ∈ Rn×s and iteration parameters ν1 > 0, ν2 > 0. The largest
admissible number of iteration steps kmax and the stoping tolerance ε of GL-RCG (εGL-RCG). The largest
admissible number of iteration steps ℓmax and the stoping tolerance ε of GL-CG (εGL-CG).

2: Compute R(0) = C − AX(0)B.

3: Set X(0,0) = X(0).
4: For k = 0, 1, . . . , kmax Do:

5: Compute C̃ = ν1ν2X
(0,k) + ν2X

(0,k)B + ν1AX(0,k) + C.

6: Compute R(0,k) = C̃ − (ν2I + A)X(0,k)(ν1I + B).

7: Set P (0) = R(0,k).
8: For ℓ = 0, 1, . . . , ℓmax Do:

9: Compute W (ℓ) = (ν2I + A)P (ℓ)(ν1I + B).

10: Compute αℓ =
⟨R(ℓ,k), R(ℓ,k)⟩F
⟨W (ℓ), R(ℓ,k)⟩F

.

11: Compute X(ℓ+1,k) = X(ℓ,k) + αℓP
(ℓ).

12: Compute R(ℓ+1,k) = R(ℓ,k) − αℓW
(ℓ).

13: If ∥R(ℓ+1,k)∥F ≤ εGL-CG∥R(0,k)∥F go to 19.

14: Compute βℓ =
⟨R(ℓ+1,k), R(ℓ+1,k)⟩F

⟨R(ℓ,k), R(ℓ,k)⟩F
.

15: Compute P (ℓ+1) = R(ℓ+1,k) + βℓP
(ℓ).

16: End do
17: Set X(k+1) = X(ℓ+1,k).
18: Compute R(k+1) = C − AX(k+1)B.

19: If ∥R(k+1)∥F ≤ εGL-RCG∥R(0)∥F Stop.

20: Set X(0,k+1) = X(k+1).
21: End do

3. Convergence Analysis

In this section, we describe the convergence analysis of the global reqularized
conjugate gradient method. In the next, we need the following lemmas.

Lemma 3.1. ([2]). Let A ∈ Rn×n be the SPD matrix. Then for any z ∈ Rn,∥∥∥A 1
2 z
∥∥∥
2
= ∥z∥A ,

√
λmin(A)∥z∥A ≤ ∥Az∥2 ≤

√
λmax(A)∥z∥A.

Lemma 3.2. ([4]). Let A ∈ Rn×n and B ∈ Rm×m be the SPD matrices. Then for
any X ∈ Rn×m,

(3.1) ∥vec(X)∥2B⊗A = ∥X∥2(A,B).
Now, we can demonstrate a precise estimate about the speed convergence of the

GL-RCG method.

Theorem 3.3. Let A ∈ Rn×n and B ∈ Rm×m are SPD matrices and ν1>0, ν2>0.
If X(0) be an initial guess for the GL-RCG method, and if we apply m(k) steps
of GL-CG iterations to obtain the next approximation X(k+1) = X(mk,k) to the
solution of the matrix equation (1.1), then we have

a)

∥∥X(k+1) −X(∗,k)
∥∥
(ν2I+A,ν1I+B)∥∥X(0,k) −X(∗,k)
∥∥
(ν2I+A,ν1I+B)

≤ min
pmk

∈Pmk

pmk
(0,0)=1

max
µ∈σ(B(ν1))
λ∈σ(A (ν2))

|pmk
(µ, λ)| ,

b)

∥∥R(k+1)(ν1, ν2)
∥∥
F

∥R(k,0)∥F
≤
√
κ2(B(ν1))

√
κ2(A (ν2)) min

pmk
∈Pmk

pmk
(0,0)=1

max
µ∈σ(B(ν1))
λ∈σ(A (ν2))

|pmk
(µ, λ)| ,

where A (ν2) = ν2I +A and B(ν1) = ν1I +B.
Proof. Assume that D(0,k) = −X(0,k) +X(∗,k) then

R(0,k) = ν1ν2X
(k) + ν2X

(k)B + ν1AX
(k) + C − (ν2I +A)X(0,k)(ν1I +B)

= (ν2I +A)D(0,k)(ν1I +B).
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Since

X(k+1) ∈ GKm

(
A (ν2), R

(0,k),B(ν1)
)
,

GKm

(
A (ν2), R

(0,k),B(ν1)
)
= span

{
R(0,k),A (ν2)R

(0,k)B(ν1), . . . ,A (ν2)
m−1R(0,k)B(ν1)

m−1

}
.

Then there exits αi ∈ R, i = 1, 2, . . . , k, such that

X(∗,k) −X(k+1) = D(0,k) −
mk−1∑
i=0

αiA
i+1(ν2)D

(0,k)Bi+1(ν1).

Hence

vec
(
X(∗,k) −X(k+1)

)
= vec

(
D(0,k)

)
−

mk−1∑
i=0

αi (B(ν1)⊗A (ν2))
i+1

.vec
(
D(0,k)

)
= pmk

(B(ν1);A (ν2))vec
(
D(0,k)

)
,(3.2)

where pmk
(x, y) = 1−

mk−1∑
i=0

αix
i+1yi+1, pmk

(0, 0) = 1.

Let UTB(ν1)U = Λ and V TA (ν2)V =D with UTU = I and V TV = I, where D
and Λ are the diagonal matrices whose elements are the eigenvalues µ1, . . . , µn of
A (ν2) and the eigenvalues λ1, . . . , λm of B(ν1), respectively. Then

pmk
(B(ν1);A (ν2)) = pmk

(
UΛUT ;V DV T

)
=

{
mk−1∑
i=0

αi

(
UΛUT ⊗ V DV T

)i+1

}

= I −
mk−1∑
i=0

αi(U ⊗ V )(Λ⊗D)i+1(UT ⊗ V T )

= (U ⊗ V )pmk
(Λ, D)(UT ⊗ V T ).(3.3)

Substituting (3.3) into (3.2), we get

vec
(
X(∗,k) −X(k+1)

)
= (U ⊗ V ) pmk

(Λ, D)
(
UT ⊗ V T

)
vec
(
D(0,k)

)
.

Then it can be shown that a holds. In the following, we prove the statement b.∥∥∥R(k+1)(ν1, ν2)
∥∥∥
F
=
∥∥∥C + ν1ν2X

(k) + ν2X
(k)B + ν1AX

(k) − (ν2I +A)X(k+1)(ν1I +B)
∥∥∥
F

=
∥∥∥(ν2I +A)(X(∗,k) −X(k+1))(ν1I +B)

∥∥∥
F

=
∥∥∥vec((ν2I +A)(X(∗,k) −X(k+1))(ν1I +B)

)∥∥∥
2

=
∥∥∥(ν1I +B)⊗ (ν2I +A)vec

(
(ν2I +A)(X(∗,k) −X(k+1))

)∥∥∥
2
,

by lemma 3.1 and lemma 3.2 we have
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≤
√
λmax(B(ν1)⊗A (ν2))·

∥∥∥vec((ν2I +A)(X(∗,k) −X(k+1))
)∥∥∥

B(ν1)⊗A (ν2))

=
√
λmax(B(ν1))·λmax(A (ν2))·

∥∥∥(ν2I +A)(X(∗,k) −X(k+1))
∥∥∥
(A (ν2),B(ν1))

≤
√
λmax(B(ν1))·λmax(A (ν2))· min

pmk
∈Pmk

pmk
(0,0)=1

max
µ∈σ(B(ν1))
λ∈σ(A (ν2))

|pmk
(µ, λ)|·

∥∥∥(X(0,k) −X(∗,k))
∥∥∥
(A (ν2),B(ν1))

≤
√
κ2(B(ν1))·

√
κ2(A (ν2))· min

pmk
∈Pmk

pmk
(0,0)=1

max
µ∈σ(B(ν1))
λ∈σ(A (ν2))

|pmk
(µ, λ)|·

∥∥∥vec(A (ν1)D
(0,k)B(ν1)

)∥∥∥
2

=
√
κ2(B(ν1))·

√
κ2(A (ν2))· min

pmk
∈Pmk

pmk
(0,0)=1

max
µ∈σ(B(ν1))
λ∈σ(A (ν2))

|pmk
(µ, λ)|· ∥R(k,0)∥F .
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TRANSFORMATIONS OF VECTOR SPACES

ALIREZA NAJAFIZADEH

Abstract. LetD be a division ring and let V,W be right vector spaces overD.
Let L(V,W ) be the (L(W ), L(V ))−bimodule of all right linear transformations

from V into W . In this talk, some basic properties of the bi-submodules of
L(V,W ) are presented.

Keywords: Linear transformation; Bimodule; Division.

1. Introduction

Throughout this note, D denotes a division ring, V and W right vector spaces
over D, and L(V,W ) the set of all right linear transformations T : V → W such
that T (x+ y) = Tx+ Ty and T (xλ) = (Tx)λ for all x, y ∈ V and λ ∈ D. The set
L(V,W ) forms an abelian group under the addition of linear transformations. In
the case that V = W, we use the symbol L(V ) to denote L(V,W ). Clearly, L(V )
forms a ring under the addition and multiplication of linear transformations which
are, respectively, defined by (T+S)(x) = Tx+Sx and (TS)(x) = T (Sx).Moreover,
L(V,W ) is a right L(V )−module via the multiplication of linear transformations.
By the image and the kernel of a family F ⊆ L(V,W ), denoted by Im(F ) and
Ker(F ), respectively, we mean ⟨{Tx : T ∈ F, x ∈ V }⟩ and

∩
T∈F KerT. The Coim-

age and Cokernel of the family F, denoted by Coim(F ) and Coker(F ), respectively,
are defined as V/KerF andW/Im(F ). As usual, we use the symbol V ′ for L(V,D).
Also, when V is a right vector space, V ′ is a left vector space over D endowed with
the addition and scalar multiplication defined by (f + g)(x) = f(x) + g(x) and
(λf)(x) := λf(x) for all x ∈ V and λ ∈ D. The second dual of V, denoted by V ′′, is
the dual of V ′. For a collection C of vectors in a right vector space V over D, ⟨C⟩ is
used to denote the right linear subspace spanned by C. For a subset S of V, we de-
fine S⊥ = {f ∈ V ′ : f(S) = 0}. Clearly, S⊥ is a subspace of V ′. For T ∈ L(V,W ),
T ′ ∈ L(W ′, V ′) denotes the adjoint of T which is defined by (T ′f)(v) = f(Tv)
where f ∈ W ′, v ∈ V. We refer the reader to [1, 2, 3, 5] for general references on
rings, modules, and linear algebra over division rings.

2. Main results

Proposition 2.1. Let V,W and Z be vector spaces over a division ring D. Then,
the followings hold.

(1) Let S ∈ L(V,W ) and T ∈ L(V,Z). Then, KerS = KerT exactly if there
exists a one-to-one linear transformation P ∈ L(W,Z) or Q ∈ L(Z,W )
such that T = PS or S = QT depending on whether dimCoker(S) ≤
dimCoker(T ) or dimCoker(T ) ≤ dimCoker(S), respectively.
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(2) Let S ∈ L(V,W ) and T ∈ L(V,Z). Then, KerS ⊆ KerT exactly if there
exists a P ∈ L(W,Z) such that T = PS.

(3) Let S1, S2, . . . , Sn ∈ L(V,W ) and T ∈ L(V, Z). Then,
∩n

i=1KerSi ⊆ KerT
exactly if there exist P1, P2, . . . , Pn ∈ L(W,Z) such that T = P1S1 + . . . +
PnSn.

Proof. See [4, Proposition 1.1]. �

Corollary 2.2. Let V,W and Z be vector spaces over a division ring D. Let S ∈
L(V,W ) and T ∈ L(V,Z). If dimCoker(S) = dimCoker(T ), then KerS = KerT
exactly if there exists an invertible linear transformation P ∈ L(W,Z) such that
T = PS.

Proof. Follows from part (i) of Proposition 2.1. �

Proposition 2.3. Let V,W and Z be vector spaces over a division ring D. Then,
the followings hold.

(1) Let S ∈ L(V,W ) and T ∈ L(Z,W ). Then, Im(S) = Im(T ) exactly if there
exists a surjective linear transformation P ∈ L(Z, V ) or Q ∈ L(V, Z) such
that T = SP or S = TQ depending on whether dimKerS ≤ dimKerT or
dimKerT ≤ dimKerS, respectively.

(2) Let S ∈ L(V,W ) and T ∈ L(Z,W ). Then, Im(S) ⊆ Im(T ) exactly if there
exists a P ∈ L(V, Z) such that S = TP.

(3) Let S ∈ L(V,W ) and T1, T2, . . . , Tn ∈ L(Z,W ). Then, Im(S) ⊆ Im({Ti}ni=1)
exactly if there exist P1, P2, . . . , Pn ∈ L(V,Z) such that S = T1P1 + . . . +
TnPn.

Proof. See [4, Proposition 1.2]. �

Corollary 2.4. Let V,W and Z be vector spaces over a division ring D. Let S ∈
L(V,W ) and T ∈ L(Z,W ). If dimKer(S) = dimKer(T ), then Im(S) = Im(T )
exactly if there exists an invertible linear transformation P ∈ L(Z, V ) such that
T = SP.

Proof. Follows from part (i) of Proposition 2.3. �

Proposition 2.5. Let V and W be two vector spaces over a division ring D and
C ∈ L(V,W ). Then the followings hold.

(1) (ImC)⊥ = Ker(C ′), where C ′ = {T ′ : T ∈ C}. In other words,

⟨
∪
T∈C

TV ⟩⊥ =
∩
T∈C

KerT ′.

(2) If C = {Ti}ni=1, where n ∈ N, then (KerC)⊥ = Im(C ′). In other words,

(

n∩
i=1

KerTi)
⊥ = ⟨

∪
T∈C

T ′
iW

′⟩.

Proof. See [4, Theorem 4.1]. �

Corollary 2.6. Let V and W be two vector spaces over a division ring D and
C ∈ L(V,W ).
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(1) If V is finite dimensional, then (KerC)⊥ = Im(C ′). In other words,

(
n∩

i=1

KerTi)
⊥ = ⟨

∪
T∈C

T ′
iW

′⟩.

(2) If n = dimCoIm(C) is finite, then there exist some Ti ∈ C, where 1 ≤ i ≤
m ≤ n such that

(
m∩
i=1

KerTi)
⊥ = Im(C ′).

Proof. Follows from Proposition 2.5. �

Corollary 2.7. Let V and W be vector spaces over a division ring D. Then the
followings hold.

(1) Let S1, S2, . . . , Sn ∈ L(V,W ) and T ∈ L(V, Z). Then,
∩n

i=1KerSi ⊆ KerT
exactly if Im(T ′) ⊆ Im({S′

i}ni=1) exactly if there exist P1, P2, . . . , Pn ∈
L(W,Z) such that T = P1S1 + . . .+ PnSn.

(2) Let S ∈ L(V,W ) and T1, T2, . . . , Tn ∈ L(Z,W ). Then, Im(S) ⊆ Im({Ti}ni=1)
exactly if

∩n
i=1KerT

′
i ⊆ KerS′ exactly if there exist Pi ∈ L(V,Z) such that

and S = T1P1 + . . .+ TnPn.

Proof. Follows from Proposition 2.1, 2.3 and 2.5. �

Theorem 2.8. Let V and W be vector spaces over a division ring D and I be a
right submodule of L(V,W ). If I finitely generated or W is finite-dimensional, then
I = {T ∈ L(V,W ) : TV ⊆ Im(I)}. Moreover, if dimV ≥ dimW then every such
right submodule is principal. In particular, if V =W, then every finitely generated
one-sided ideal of L(V ) is principal.

Proof. See [4, Theorem 1.5]. �

Theorem 2.9. Let V and W be vector spaces over a division ring D and I be
a right submodule of L(V,W ) such that Im(I) = Im({Ti}ni=1), where n ∈ N and
Ti ∈ I for i = 1, 2, . . . , n. Then I is finitely generated. Moreover, if dimV ≥ dimW
then I is principal.

Proof. See [4, Theorem 1.6]. �

We observe that if V = W, the transformations Ti can be chosen to be idem-
potents. And such submodules (ideals) of L(V ), i.e., those one-sided ideals whose
images or kernels are the same as those of a finite subset of the ideals, are principal.

Lemma 2.10. Let V and W be vector spaces over a division ring D and M ⊆ V ′

a finite-dimensional subspace of V ′ such that dimW ≥ dimM. Then, there exists a
T ∈ L(V,W ) such that Im(T ′) =M.

Proof. See [4, Lemma 1.7]. �

Theorem 2.11. Let V and W be vector spaces over a division ring D and let I
be a right submodule of L(V,W ). If the image of I is finite-dimensional, then I
is finitely generated, and hence I = {T ∈ L(V,W ) : TV ⊆ Im(I)}. Moreover, if
dimV ≥ dimW, then I is principal.

Proof. See [4, Theorem 1.8]. �
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Theorem 2.12. Let V and W be vector spaces over a division ring D and I be
a right submodule of L(V,W ). Then, I

∩
F (V,W ) = {T ∈ F (V,W ) : Im(T ) ⊆

Im(I)}.

Proof. See [4, Theorem 1.9]. �
Corollary 2.13. Let V,W,X and Y be vector spaces over a division ring D. Then
the followings hold.

(1) Let S ∈ L(V,W ) and T ∈ L(X,Y ). Then, rank(S) ≤ rank(T ) exactly if
there exist P ∈ L(Y,W ) and Q ∈ L(V,X) such that S = PTQ. Moreover, if
S ∈ L(V,W ) and T1, T2, . . . , Tn ∈ L(X,Y ), then rank(S) ≤

∑n
i=1 rank(Ti)

exactly if there exist P1, P2, . . . , Pn ∈ L(Y,W ) and Q1, Q2, . . . , Qn ∈ L(V,X)
such that S =

∑n
i=1 PiTiQi.

(2) Let S, T ∈ L(V,W ). Then rank(S) ≤ rank(T ) exactly if there exist P ∈
L(W ) and Q ∈ L(V ) such that S = PTQ. Moreover, if S, T1, T2, . . . , Tn ∈
L(V,W ) then, rank(S) ≤

∑n
i=1 rank(Ti) exactly if there exist P1, P2, . . . , Pn ∈

L(W ) and Q1, Q2, . . . , Qn ∈ L(V ) such that S =
∑n

i=1 PiTiQi.

Proof. See [4, Corollary 1.10]. �
In view of the Rank-Nullity Theorem, it follows from part (ii) of the Corol-

lary 2.13, that if V is finite-dimensional and S, T ∈ L(V,W ), then dimKerS ≥
dimKerT exactly if there exist P ∈ L(W ) and Q ∈ L(V ) such that S = PTQ.

It is straightforward to check that every nonzero bi-submodule of L(V,W ) in-
cludes all rank-one, and hence all finite-rank transformations. Therefore, if V or
W is finite-dimensional, the trivial bi-submodules of L(V,W ), are the only bi-
submodules of L(V,W ). In view of the preceding corollary, inspired by [2, The-
orem IX.5] or [3, Theorem IV.17.1], the following characterization of nontrivial
bi-submodules of L(V,W ) are obtained, whenever V and W are both infinite di-
mensional.

Corollary 2.14. Let V andW be infinite-dimensional vector spaces over a division
ring D. Then the nontrivial bi-submodules of L(V,W ) are of the form

{T ∈ L(V,W ) : rank(T ) < e},
for some unique infinite cardinal number e ≤ min{dimV, dimW}.

Proof. See [4, Corollary 1.11]. �
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Abstract. In this paper, we introduce a fractional–order non–linear finance
chaotic system. Stability analysis of the fractional–order system is studied
using the fractional Routh–Hurwitz criteria. The nonstandard finite difference

(NSFD) scheme is implemented to study the dynamic behaviors in the novel
fractional–order chaotic system. The lowest order for the system to remain
chaotic is found via numerical simulation.

Keywords: Grünwald–Letnikov derivative; Stability; Fractional calculus; Nonstan-
dard finite difference scheme.

1. Introduction

In the recent years there is increasing interest in fractional calculus which deals
with integration or differentiation of arbitrary orders. The list of applications of
fractional calculus has been ever growing and includes control theory, viscoelas-
ticity, diffusion, turbulence, biology, economics, electromagnetism and many other
physical processes [1, 2]. The interest in the study of fractional–order nonlinear
systems lies in the fact that fractional derivatives provide an excellent tool for the
description of memory and hereditary properties, which are not taken into account
in the classical integer–order models. This paper is organized as follows. In next
section, we give some basic definitions and properties of the Grünwald–Letnikov
(GL) approximation. In section 3, we introduce a fractional–order finance chaotic
system and will discuss the stability analysis of fractional system. In section 4,
numerical results show that the NSFD approach is easy to be implemented and
accurate when applied to fractional–order finance system.

2. Grünwald–Letnikov fractional derivative and NSFD schemes

Derivatives of fractional–order have been introduced in several ways. In this
paper we consider Grünwald–Letnikov (GL) approach. The GL method of approx-
imation for the one–dimensional fractional derivative takes the following form [2]

(2.1) Dαx(t) = f(t, x(t)), x(0) = x0, t ∈ [0, tf ],

Dαx(t) = lim
h→0

h−α

[ t
h ]∑

j=0

(−1)j
(
α

j

)
x(t− jh),
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where 0 < α ≤ 1, Dα denotes the fractional derivative, h is the stepsize and [ th ]

represents the integer part of t
h . Therefore, Eq. (2.1) is discretized in the next form

n∑
j=0

cαj xn−j = f(tn, xn), n = 1, 2, 3, ...

where tn = nh and cαj are the GL coefficients defined as

cαj = (1− 1 + α

j
)cαj−1, cα0 = h−α, j = 1, 2, 3, ...

The nonstandard discretization technique is a general scheme where we replace
the stepsize h by a function ϕ(h). Examples of function ϕ(h) are

h, sin(h), 1− e−h,
1− e−λh

λ
,

and so forth see [4, 5]. Moreover, linear and nonlinear terms should be represented
by nonlocal discrete representations on the discrete computational lattice. For
example

xy ≈ 2xn+1yn − xn+1yn+1, x2 ≈ xn+1xn, x3 ≈ (
xn+1 + xn−1

2
)x2n.

By applying this technique and using the GL discretization method, it yields the
following relations

xn+1 = c−α
0

(
−

n+1∑
j=1

cαj xn+1−j + f(tn+1, xn+1)

)
, n = 0, 1, . . .

where cα0 = ϕ(h)−α.

3. The novel fractional–order finance chaotic system

Consider a fractional–order generalization of the novel finance system [3]. In this
system, the integer–order derivatives are replaced by fractional–order derivatives,
as follows

(3.1)
Dα1x = z + (y − a)x,
Dα2y = 1− by − x2,
Dα3z = −x− cz,

where 0 < αi ≤ 1, for i = 1, 2, 3 and where variable x represents the interest rate in
the model, variable y represents the investment demand and variable z is the price
exponent. The parameter a is the saving, b is the per investment cost and c is the
elasticity of demands of commercials. If α1 = α2 = α3 = α then the finance system
is called commensurate otherwise incommensurate. This system is equivalent to the
classical integer–order novel system when α = 1, which is chaotic at a = 0.9, b = 0.2
and c = 1.2. In order to analyze the stability of the system, stability theorems
on fractional–order systems and fractional Routh–Hurwitz stability conditions for
fractional–order differential equations are introduced [4].
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3.1. Stability analysis of the fractional–order finance system. We assume
α1 = α2 = α3 = α, and the fractional system Eqs. (3.1) has the equilibrium points:

E1 = (0, 5, 0), E2 = (0.80829, 1.73333,−0.67358), E3 = (−0.80829, 1.73333, 0.67358).

The Jacobian matrix J of the system Eqs. (3.1) at the equilibrium point E∗ =
(x∗, y∗, z∗) is computed as

(3.2) J(E∗) =

 y∗ − a x∗ 1
−2x∗ −b 0
−1 0 −c

 .

The existence and local stability conditions of these equilibrium points are as fol-
lows.

Theorem 3.1. For the parameters a = 0.9, b = 0.2 and c = 1.2, the equilibrium
point E1 of system Eqs. (3.1) is unstable for any α ∈ (0, 1).

Proof. When a = 0.9, b = 0.2 and c = 1.2, the eigenvalues corresponding to the
equilibrium point E1 are λ1 = 3.90408, λ2 = −1.00408 and λ3 = −0.2. There-
fore, based on Routh–Hurwitz stability conditions [4], the equilibrium point E1 is
unstable for any α ∈ (0, 1). �

Theorem 3.2. When the parameters a = 0.9, b = 0.2 and c = 1.2, if α < 0.92,
then equilibrium points E2 and E3 of system Eqs. (3.1) are stable.

Proof. When a = 0.9, b = 0.2 and c = 1.2, substituting coordinate of E2 or E3 into
the Jacobian matrix (3.2), we can get the characteristic polynomial as follows

(3.3) λ3 + 0.56667λ2 + 1.3λ+ 1.568 = 0.

The eigenvalues of Eq. (3.3) are λ1 = −0.91977, λ2 = 0.17655 + 1.29368i and
λ3 = 0.17655 − 1.29368i. Here λ1 = −0.91977 is a negative real number, and the
arguments of λ2 = 0.17655 + 1.29368i, λ3 = 0.17655 − 1.29368i are 1.43516 and
−1.43516, respectively. Hence, under the assumptions

| arg(λ2,3)| = 1.43516 >
πα

2
,

then based on Routh–Hurwitz stability conditions and the stability theory of linear
incommensurate [4], if α < 0.91, then system Eqs. (3.1) is stable at the equilibrium
points E2 and E3, although the real part of the eigenvalues are positive. �

4. Simulation and results

Analytical studies always remain incomplete without numerical verification of
the results. In this section, numerical results from the implementation of NSFD
scheme for the fractional–order finance system are presented. Using NSFD scheme,
when α1 = α2 = α3 = α, the simulation results demonstrate that the lowest order
for the system (3.1) to remain chaotic is α = 0.91. The approximate solutions are
displayed in Fig. (1) for α1 = 0.9, α2 = 0.85, α3 = 0.8 with the initial conditions
(x(0), y(0), z(0)) = (2, 1,−1) and stepsize h = 0.1.
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Figure 1. Phase trajectory of the equilibrium point E3 when α1 = 0.90,
α2 = 0.85 and α3 = 0.80.

Conclusion

In this paper, using NSFD scheme the lowest order for the fractional–order fi-
nance system to remain chaotic is found. Furthermore, we have studied the lo-
cal stability of the equilibrium points using the fractional Routh–Hurwitz condi-
tions. Simulation results have illustrated the effectiveness of the proposed controlled
method.
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ADVECTION EQUATION
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Abstract. In this paper, numerical solution of the advection equation is pre-
sented based on the nonstandard finite difference (NSFD) scheme. At first two

exact finite difference schemes for the advection equation are obtained. After-
wards, an NSFD scheme is presented for this equation. The stability of this
scheme is discussed. The numerical results obtained by the NSFD scheme is
compared with the exact solution and standard finite difference (SFD) scheme

to verify the accuracy and efficiency of the NSFD scheme.

Keywords: Nonstandard finite difference scheme; Stability; Advection equation.

1. Introduction

Partial differential equations (PDEs) play an important role in the various fields
of physical science and engineering. One of the important PDE which appears
in various applications, is the advection equation. In this paper we consider the
advection of the form

ut + β1ux = λu− λuα,(1.1)

where the coefficients β1, λ and α are nonnegative constants. NSFD schemes
which introduced by Mickens to solve ordinary differential equations (ODEs) and
PDEs [2], have been proved to be one of the most efficient methods in recent years.
Instead of classical methods, NSFD schemes can alternatively be used to obtain
more qualitative results and remove numerical instabilities. These schemes are
developed for compensating the weaknesses, such as numerical instabilities that
may be caused by SFD methods [3, 4]. In this paper, we try to construct an NSFD
scheme that could preserve the qualitative behaviour of the solution (1.1).

2. Analysis of exact finite difference schemes

In this section, we obtain two exact finite difference schemes for the advection
equation (1.1). Along the direction of characteristics [1], equation (1.1) can be
translated into a group of ODEs as follows

x′(t) = β1, w′(t) = λw(t)− λwα(t), x(t0) = x0, w(t0) = h(x0),

where w(t) = u(x(t), t) and x(t) = β1(t− t0) + x0 denotes a characteristic of (1.1).
For w(t0) > 0 and α > 1, the analytical solution

w′(t) = λw(t)− λwα(t),(2.1)

is

w(t) = [e(1−α)λ(t−t0)((w1−α(t0)− 1)− 1)]
1

1−α .
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Let ∆x and ∆t denote the space and time step sizes, respectively. Set xj = j∆x
for j ∈ Z and tn = n∆t for n ∈ N . Define wn+1 = w(tn+1) and wn = w(tn).

Lemma 2.1. For α > 1 and the initial value w(t0) > 0
(2.2)
wn+1 − wn

ϕ1(∆t)
=

λwn − λwα
n∫ 1

0
(1 + s(wn+1

wn
− 1))−αds

,
wn+1 − wn

ϕ2(∆t)
=

λwn+1 − λwα
n+1∫ 1

0
(1 + s( wn

wn+1
− 1))−αds

,

are two exact finite difference schemes for equation (2.1), where

ϕ1(∆t) =
1− e−(α−1)λ∆t

(α− 1)λ
, ϕ2(∆t) =

e(α−1)λ∆t−1

(α− 1)λ
.

Let unm = u(xm, tn), where u(x, t) denotes the solution of (1.1). Under a relation
between the step sizes

∆x = β1∆t,(2.3)

un+1
m and unm−1 are on the same characteristic x(t) − xm−1 = β1(t − tn). Then,

with w(t) = u(x(t), t), wn = unm−1 implies wn+1 = un+1
m .

Theorem 2.2. In the case the initial value h(x) > 0, under the condition (2.3)

(2.4)
un+1
m − unm
ϕ1(∆t)

+
unm − unm−1

ϕ1(
∆x
β1

)
=

λunm−1 − λ(unm−1)
α∫ 1

0
(1 + s( un+1

m

un
m−1
− 1))−αds

,

and
un+1
m − unm
ϕ2(∆t)

+
unm − unm−1

ϕ2(
∆x
β1

)
=

λun+1
m − λ(un+1

m )α∫ 1

0
(1 + s(

un
m−1

un+1
m
− 1))−αds

,

are two exact schemes of advection equation (1.1) with α > 1, where φ1(∆t) =
1−e−(α−1)λ∆t

α−1 and φ2(∆t) =
e(α−1)λ∆t−1

(α−1)λ .

3. Analysis of NSFD scheme

In this section, we present an NSFD scheme for the advection equation (1.1).
Exact scheme (2.2) can be written as

(3.1)
wn+1 − wn

ϕ1(∆t)
=

λwn∫ 1

0
(1 + s(wn+1

wn
− 1))−αds

− λwα
n∫ 1

0
(1 + s(wn+1

wn
− 1))−αds

.

For the integral in the first term on the right hand (3.1), the following approximation
is used ∫ 1

0

(1 + s(
wn+1

wn
− 1))−αds ≈ 1.(3.2)

Next, consider the integral in the second term. For wn+1

wn
̸= 1, set s0 =

(
wn+1
wn

)
1
α −1

(
wn+1
wn

−1)
.

Let wn+1

wn
> 0, then for α > 1, we can deduce 0 < s0 < 1. Thus the second integral

could be approximated by

(3.3)

∫ 1

0

(1 + s(
wn+1

wn
− 1))−αds ≈ (1 + s0(

wn+1

wn
− 1))−α.1 =

wn+1

wn
.
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By (3.2) and (3.3), we obtain the following NSFD scheme for (2.1)

wn+1 − wn

φ(∆t)
= λwn − λwα−1

n wn+1,(3.4)

where φ(∆t) = ∆t+O(∆t2).

Lemma 3.1. Let α > 1 and the denominator function φ(∆t) of NSFD scheme
(3.4) satisfying

φ(∆t) > 0, 1 < α ≤ 2,

0 < φ(∆t) ≤ 1

(α− 2)
λ, α > 2,

then the solution has the following properties.
(i) The fixed point 0 is locally asymptotically unstable, while the fixed point 1 is
asymptotically stable.
(ii) If the initial value 0 < w0 < 1, the solution wn increases monotonously to the
fixed point 1 as n→∞.

With the NSFD (3.4), an NSFD scheme for (1.1) is provided as

(3.5)
un+1
m − unm
φ(∆t)

+
unm − unm−1

φ(∆x
β1

)
= λunm−1 − λ(unm−1)

α−1
un+1
m ,

where the denominator function satisfies

φ(∆t) = ∆t+O(∆t2).(3.6)

Theorem 3.2. For α > 1, consider NSFD scheme (3.5) with the denominator
function φ(∆t) given by (3.6) satisfying

φ(∆t) > 0, 1 < α ≤ 2,

0 < φ(∆t) ≤ 1

(α− 2)
λ, α > 2.

Then with the relation (2.3) between the step sizes, the solution of (3.5) has the
following properties.
(i) The fixed point 0 is locally asymptotically unstable, while the fixed point 1 is
locally asymptotically stable.
(ii) If 0 < unm < 1, ukm increase monotonously to the fixed point 1 as k →∞.

4. Numerical results

Example 4.1. Consider the advection equation (1.1) with β1 = 2, λ = 10 and

α = 9
4 . The initial value is given as u(x, 0) = e−0.01x2

. Let ∆x = 2∆t = 0.4. The

condition in Theorem 3.2 about the NSFD scheme (3.5) is φ(∆t) < 2
5 , and thus,

we may choose φ(∆t) = 1−e−
5
2
∆t

5
2

in scheme (3.5). In Figure 1, the NSFD scheme

(3.5) is compared with the exact solution and the following SFD scheme

un+1
m − unm

∆t
+ 2

unm − unm−1

∆x
= 10[unm−1 − (unm−1)

9
4 ].(4.1)



A NONSTANDARD FINITE DIFFERENCE SCHEME FOR ADVECTION EQUATION 123

0
5

10
15

20

0

5

10

15

20
0

0.2

0.4

0.6

0.8

1

x

Exact scheme

t

u

0
5

10
15

20

0

5

10

15

20
0

0.2

0.4

0.6

0.8

1

x

NSFD scheme (11)

t

u

0
5

10
15

20

0

5

10

15

20
0

0.5

1

1.5

x

SFD scheme(15)

t

u

Figure 1. Example 4.1 with ∆t=0.2, ∆x=0.4.

5. Conclusion

In this paper, we present two exact finite difference schemes for advection equa-
tion. The proposed denominator functions depend on ∆x, ∆t and NSFD scheme
for the advection equation can be constructed by using the method in Mickens pa-
per. The results show that the NSFD scheme meet the properties that physically
relevant solutions should have. By comparsion, the presented NSFD scheme is also
found to be accurate and effective.
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GRAPHS
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Abstract. Let G be a non-abelian group and Z(G) be the center of G. The

non-commuting graph Γ(G) of G is a graph with vertex set G−Z(G) in which
two vertices x and y are joined if and only if xy ̸= yx. In this paper we cal-
culate the energy, Laplacian energy and spectrum of non-commuting graph of
dihedral group D2n. Also we obtain the characteristic polynomial and energy

of non-commuting graph of GL(2, q).

Keywords: Non-commuting graph; Energy of a graph; Spectrum.

1. Introduction

Let G be a non-abelian finite group and Z(G) be its center. The non-commuting
graph Γ(G) of G is a graph whose vertex set is G − Z(G) and two vertices x and
y are joined if and only if xy ̸= yx. Note that if G is an abelian, then Γ(G) is the
null graph. The adjacency matrix of graph Γ is the (0, 1) matrix A indexed by the
vertex set V (Γ) of Γ, where Axy = 1 when there is an edge from x to y in Γ and
Axy = 0 otherwise. The characteristic polynomial of A, denoted by PA(x), is the
polynomial defined by PA(x) = det(xI − A) where I denotes the identity matrix.
The spectrum of a finite graph Γ is by definition the spectrum of the adjacency
matrix A, that is, its set of eigenvalues together with their multiplicities. Assume
that λ1 ≥ λ2 ≥ . . . ≥ λt are t distinct eigenvalues of Γ with the corresponding
multiplicities k1, k2, . . . , kt. We denote by

spec(Γ) =

(
λ1 λ2 . . . λt
k1 k2 . . . kt

)
.

Let Γ be an undirected graph without loops. The Laplacian matrix of Γ is the
matrix L indexed by the vertex set of Γ, with zero row sums. If D is the diagonal
matrix, indexed by the vertex set of Γ such that Dxx is the degree of x then
L = D −A. The energy of a graph Γ, denoted by E(Γ), is defined as

E(Γ) =
n∑

i=1

|λi| ,

where λ1 ≥ λ2 ≥ . . . ≥ λn are the eigenvalues of the adjacency matrix of Γ. This
concept was introduced by Gutman and is intensively studied in chemistry, since it
can be used to approximate the total π-electron energy of a molecule(see, e.g.[3,4]).
Let Γ be a graph with n vertices and m edges. Let µ1, µ2, . . . , µn be the Laplacian

2010 Mathematics Subject Classification. 20D99, 05C50.
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eigenvalues of Γ. The Laplacian energy of a graph Γ, is defined as

LE(G) =

n∑
i=1

∣∣∣∣µi −
2m

n

∣∣∣∣.
2. Main results

In this section, we calculate the energy and Laplacian energy of non-commuting
graph of dihedral group D2n and also the characteristic polynomial and energy of
GL(2, q).

Theorem 2.1.
(1) If n is even, then

spec(ΓD2n) =

 −2 0 (n−2)−
√
5n2−12n+4
2

(n−2)+
√
5n2−12n+4
2

n
2 − 1 3n

2 − 3 1 1

 .

(2) If n is odd, then

spec(ΓD2n) =

 −1 0 (n−1)−
√
5n2−6n+1
2

(n−1)+
√
5n2−6n+1
2

(n− 1) (n− 2) 1 1

 .

Corollary 2.2.

E(ΓD2n) =

{
(n− 2) +

√
5n2 − 12n+ 4 if n is even

(n− 1) +
√
5n2 − 6n+ 1 if n is odd.

In Table 1, the energies of some non-commuting graphs of dihedral groups is
given.

groups characteristic polynomial eigenvalues energy

D6 (−x)(−x − 1)2(x2 − 2x − 6) (0)1, (−1)2, (1 +
√
7), (1 −

√
7) 2 + 2

√
7

D8 (−x)3(−x + 4)(−x − 2)2 (0)3, (4)1, (−2)2 8

D10 (−x)3(−x − 1)4(x2 − 4x − 20) (0)3, (−1)4, (2 − 2
√

6), (2 + 2
√

6) 4 + 4
√
6

D12 (−x)6(−x − 2)2(x2 − 4x − 24) (0)6, (−2)2, (2 + 2
√

7), (2 − 2
√

7) 4 + 4
√
7

D16 (−x)9(−x − 2)3(x2 − 6x − 48) (0)9, (−2)3, (3 +
√
57), (3 −

√
57) 6 + 2

√
57

Table 1. The characteristic polynomial , eigenvalues and energy
of some graphs.

Theorem 2.3. Let G = GL(2, q), where q = pn > 2 (p is prime). Then

PΓG
(x) = x(n−t)

[
x3 +

(
− q4 + q3 + 4q2 − 6q + 2

)
x2 +

(
− 2q6 + 6q5 − q4

− 13q3 + 15q2 − 5q
)
x− (q − 1)4q2(q − 2)(q + 1)

]
(x+ (q − 1)2)q

(x+ q(q − 1))
q2−q−2

2 (x+ (q − 1)(q − 2))
q2+q−2

2

, where t = q2 + q + 1.

Corollary 2.4. E(ΓGL(2,q)) =∣∣2A− b
3

∣∣+ 2
∣∣A+ b

3

∣∣+ q(q − 1)2 + q2−q−2
2 q(q − 1) + q2+q−2

2 (q − 1)(q − 2).



126

Theorem 2.5.
(1) If n is even, then

spec(L(ΓD2n
)) =

(
2n− 2 2n− 4 n 0

n
2

n
2 n− 3 1

)
.

(2) If n is odd, then

spec(L(ΓD2n)) =

(
0 n 2n− 1
1 n− 2 n

)
.

Corollary 2.6.

LE(ΓD2n) =

{
2n(n2−4n+6)

2n−2 if n is even

3n(n− 1) if n is odd.

In Table 2, the Laplacian characteristic polynomial and eigenvalues of non-
commuting graphs of some dihedral groups is given.

groups characteristic polynomial eigenvalues energy
D8 x(x− 4)3(x− 6)2 (0)1, (4)3, (6)2 8
D10 (−x)(x− 5)3(9− x)5 (0)1, (5)3, (9)5 60
D12 x(x− 6)3(x− 8)3(x− 10)3 (0)1, (6)3, (8)3, (10)3

108
5

D14 (−x)(x− 7)5(13− x)7 (0)1, (7)5, (13)7 126
D16 x(x− 8)5(x− 12)4(x− 14)4 (0)1, (8)5, (12)4, (14)4

304
7

Table 2. The characteristic polynomial, eigenvalues and Lapla-
cian energy of some graphs.
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Abstract. In this paper for a given normal block matrix GD =

(
A B

C D

)
that A ∈ Cn×n, B ∈ Cn×m, C ∈ Cm×n, D ∈ Cm×m and Rank{GD} < n +

m− 1 and given eigenvalues of M = D−CA−1B as λ1, λ2, · · · , λm, we find a
remarkable formula for distance set of matrix GD0 (same to GD instead of D

we set matrix X) to GD as ρ(GD, GD0 ) =
(

|λm|+|λm−1|
2

) 1
2

where GD0 is a

normal matrix.

Keywords: Eigenvalues; Normal matrix; Distance norm.

1. Introduction

In [1] Gracia and Valesco for a block matrix GD =

(
A B
C D

)
found the block

matrix GD0 =

(
A B
C D0

)
with two eigenvalues zero that be the closest matrix to

GD. Nazari and Ikramov in [2] given an explicit formula for the distance ρ2(A,L) in
case of a normal matrix A, that ρ2(A,L) is distance from A to the set L of matrices
with a multiple zero eigenvalue. If GD be normal matrix then we can obtained the
similar formula in [2] for the distance ρ2(GD,L), where L is set of block normal
matrices GD that have multiple eigenvalue zero.

2. Main results

Assume thatM and N ∈ Cm×m such that

M = D − CA−1B,(2.1)

N = Im + CA−2B,(2.2)

and γ ∈ R and

(2.3) P (γ) =

(
M γN
0 M

)
, p(γ) = σ2m−1(P (γ)),

where σ(P (γ)) is singular values of P (γ) that considered decreasing order. Now we
assume thatM be a normal m×m matrix, whose eigenvalue decomposition is

(2.4) M = QΛQ∗,

where Q is a unitary matrix of eigenvectors and

(2.5) Λ = diag(λ1, . . . , λm).
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Let us apply the unitary similarity transformation

P0(γ)→ R0(γ) = U∗P0(γ)U

to block matrix (2.3), where

U = Q⊕Q,
that the symbol ⊕ is denoted direct sum of matrices. We have

(2.6) R0(γ) =

(
Λ γN
0 Λ

)
.

By a symmetric permutation of rows and columns, matrix (2.6) with some of
calculations we can be obtained a direct sum as following

(2.7) S0(γ) = Γ1 ⊕ . . .⊕ Γm,

where

Γi =

(
λi γ
0 λi

)
, i = 1, 2, . . . ,m.

Since matrices (2.6) and (2.7) are unitarily similar, by invarient property of norm-2
related to unitary matrices, we have

(2.8) ρ2(GD,L) = maxγ≥0σ2(m)−1(S0(γ)).

Now similar to [2] we study the behavior of the singular values µ1 and µ2 (µ1 ≥ µ2)
of the matrix

Γ =

(
a γ
0 a

)
, a ∈ C

as functions of the nonnegative parameter γ.
The numbers µ1 and µ2 squared are the roots of the quadratic equation

(2.9) υ2 − (2|a|2 + γ2)υ + |a|4 = 0.

The larger root of Eq. (2.9) is given by the formula

(2.10) υ1 = µ2
1 = |a|2 + γ2

2
+

√
|a|2γ2 + γ4

4
.

Thus, µ1 monotonically increases as a function of γ; moreover, µ1 → +∞ as
γ → +∞. On the other hand, since

µ1µ2 = |a|2 = const,

we have that µ2 is monotonically decreasing to zero.
Returning to matrix (2.7), consider two possible cases.
Case 1: |λm−1| = |λm|.
Let ξ1 and ξ2 be the singular values of Γm−1, and η1 and η2 be the singular

values of Γm. It is obvious that ξ1 = η1, ξ2 = η2. The analysis in above implies that,
when γ > 0,

ξ2 < |λm|.
Hence,

σ2(m)−1(S0(γ)) < |λm|.
Since P0(0) satisfies the relation

σ2(m)−1(P0(0)) = |λm|,
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we see that, in the case under consideration, the maximum in formula for ρ2(GD,L)
is attained at γ = 0. One can easily indicate the matrix L0 ∈ L closest to GD :

L0 = QΛ0Q
∗,

where
Λ0 = diag(λ1, . . . , λm−2, 0, 0).

Case 2: |λm−1| > |λm|.
We retain the former meaning of the notation ξ1, ξ2, η1, η2. According to above,

the function ξ2(γ) monotonically decreases to zero as γ → +∞, whereas η1(γ)
monotonically increases to infinity. Since

η1(0) = |λm| < ξ2(0) = |λm−1|,
there exists a uniquely defined γ∗ > 0 such that

(2.11) η1(γ
∗) = ξ2(γ

∗).

It follows that

σ2(m)−1(P0(γ)) =

{
η1(γ), 0 ≤ γ ≤ γ∗,
ξ2(γ), γ ≥ γ∗

and

(2.12) ρ2(GD,L) = σ2(m)−1(P0(γ
∗)).

Thus, we have that, in Case 2,

|λm| = σ2(m)−1(P0(0)) < ρ2(GD,L) < |λm−1| = ρ2(GD,K).
Meanwhile, K is a subset of L. We arrive at a remarkable conclusion:

LetM be a normal m×m matrix with the eigenvalues λi. If

|λm−1| > |λm|,
then the matrix with a multiple zero eigenvalue closest (with respect to the 2-norm)
to GD has rank m+ n− 1 and hence is nondiagonalizable.

In fact, we are able to give an explicit formula for the distance ρ2(GD,L) in case
of a normal matrix GD.

Theorem 2.1. Let GD be a normal (n+m)×(n+m) matrix thatM = D−CA−1B
has the eigenvalues λ1, λ2, · · · , λm.

(2.13) ρ2(GD,L) =
(
|λm−1|2 + |λm|2

2

)1/2

.
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Abstract. We give a fast review of algebraic reconstruction methods which

are based on row partitioning (called row action methods). Furthermore, we
represent their different types as simultaneous, sequential and block versions
and give their convergence analysis. We also discuss the semi-convergence
phenomenon and the regularization property of the methods. We next give

the column versions of algebraic reconstruction methods which are interesting
alternatives to their row-version counterparts: they converge to a least squares
solution, and they provide a basis for saving computational work by skipping
small updates. At the end, we introduce the flexible versions of both row and

column iterative methods.

Keywords: Row and column-block methods; Block iterative methods; Semi-convergence;
Relaxation parameter; Quotient convergence.

1. Introduction

Ill-posed sets of linear equations typically arise when discretizing certain types
of integral transforms. A well known example is image reconstruction, which can
be modeled using the Radon transform. After expanding the solution into a finite
series of basis functions a large, sparse and ill-conditioned linear system occurs. We
consider the solution of such systems, i.e.,

(1.1) Ax = b

where A ∈ Rm×n and b ∈ Rm.
Our main application is in the field of image reconstruction from projections

[?]. We work with a medical test phantom and with a reconstruction problem in
electron microscopy. In both of our examples a planar cross section of the object is
considered, and the distribution of some physical parameter (the X-ray attenuation
in medicine and the Coulomb potential in electron microscopy) in the cross section
has to be reconstructed from estimates of its line integrals for a finite number m
of lines in the cross section; we use bi to represent the estimated line integral for
the i-th line. The unknown function of two variables has real values and is called
the picture. A fundamental model for solving this task is provided by the series-
expansion approach (e.g., Herman [?] or Censor [?]), which we formulate here as
follows. A Cartesian grid of square picture-elements, called pixels, is introduced into
the region of interest so that it covers the whole picture that has to be reconstructed.
The pixels are numbered in some agreed manner, say from 1 (top left corner pixel)
to n (bottom right corner pixel); see Figure 1.
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Figure 1. The fully discretized model of the image reconstruction problem.
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Figure 2. (right to left) sequential method, simultaneous method
and sequential block-iterative method.

Let ∥x∥ =
√
xTx denote the 2-norm, and ∥x∥M =

√
xTMx denote a weighted

Euclidean norm. Also, let M1/2 denote the square root of M , and ρ(Q) denote the
spectral radius of Q. For a m×n matrixW , we use N(W ) and R(W ) to denote the
null space and range of W, respectively. The orthogonal projection from Rn onto
N(W ) is denoted by P (W ). Here xM (A, b) denotes a solution of min ∥Ax − b∥M
with the minimal Euclidean norm.

2. Row-iterative methods

The Algebraic Reconstruction Technique (ART) is a fully sequential method, and
has a long history and rich literature. Originally it was proposed by Kaczmarz [?],
and independently, for use in image reconstruction by [?]. The vector of unknowns is
up-dated at each equation of the system, after which the next equation is addressed.
In the simultaneous algorithms the current iterate is first projected on all sets to
obtain intermediate points, and then the next iterate is made by an averaging
process, as convex combination, of intermediate points. We next explain block-
iterative methods. The basic idea of a block-iterative algorithm is to partition
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the data A and b of the system (1.1) into blocks of equations (rows) and treat
each block according to the rule used in the simultaneous algorithm for the whole
system, passing, e.g., cyclically over all the blocks, see Figure 2.

Initially the iteration vectors approach a regularized solution while continuing
the iteration often leads to iteration vectors corrupted by noise. This phenomenon
is called semi-convergence by Natterer [?, p. 89]; for analysis of the phenomenon,
see, e.g., [?, ?, ?, ?, ?, ?, ?]. The typical overall error behavior is shown in Figure
3.

2.1. Block methods. Let B = {1, · · · ,m} be an index set which is partitioned
into T nonempty subset Bt such that

(2.1) B =
∪

1≤t≤T

Bt.

Here, the subsets {Bt}Tt=1 are not necessarily disjoint and each of them consists of
m(t) ≥ 1 indices, e.g.,

(2.2) Bt = {it1, · · · , itm(t)}.

Let

(2.3) At =

 ai
t
1

...

ai
t
m(t)



(2.4) bt =

 bi
t
1

...

bi
t
m(t)


be the corresponding blocks of A and b with respect to the partitioning (2.1-2.2),
respectively. Here ai and bi are the i-th row of A and b, respectively.

The SeqBI method is defined as follows

(2.5) xk+1 = xk + λkA
T
[k]M[k](b[k] −A[k]xk), k = 0, 1, 2, · · ·

where {λk}∞k=0 denote positive relaxation parameters and {Mt}Tt=1 are given SPD

matrices. Also x0 ∈ Rn is an arbitrary initial vector and [k] , k(mod T ) + 1. An
iterative step moves from xk to xk+1 and one cycle is defined as one pass through
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Figure 3. Semi-convergence phenomenon.
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all data. With T = 1 there is just one block so Mt =M ∈ Rm×m, and the method
is called fully simultaneous iteration. On the other end when p = m each block
consists of a single row so Mt ∈ R, t = 1, 2, . . . ,m, and we get a fully sequential
iteration.

The convergence theorems of (2.5) are given in [16, Theorem II.1, Remark A.11],
see also [?]. The iterative reconstruction algorithms obtain proper and desired
results even if the measured data contain noises [13, 10, 11] or there are insufficient
data [15, 14]. This class includes several well-known iterative algorithms such as
algebraic reconstruction technique (ART), also called Kaczmarz’s method [17], and
Cimmino’s method [7], which is a simultaneous block iterative version of the ART
. The simultaneous algebraic reconstruction technique (SART) was proposed as a
refinement and superior implementation of the ART [1]. The methods DROP [4]
and CAV [6] were presented to improve the rate of convergence using the sparsity
of the matrix A. The block version of the CAV algorithm, called BICAV, was
proposed in [5] .

3. Column-iterative methods

Column-oriented algorithms have not been explored much in the literature.
The studies in [3, 9] explain how to base an iterative reconstruction algorithm on
columns. Furthermore, a column-based reconstruction method using nonnegativity
constraints and a two-parameter algorithm based on a block-column-partitioning
is considered in [21, 2], respectively. We have to mention that their analysis is not
applicable to our block-column method.

In a recent paper [12], the authors studied a stationary column-oriented version
of algebraic iterative methods which is called block-column-iteration (BCI). The
BCI method is an iterative reconstruction algorithm based on column-partitioning
of A rather than row-partitioning. Against row-action methods, the column-action
method updates a part (bunch) of the approximate solution in each iteration. Fur-
thermore, their numerical tests show that the column-action method provides a
basis for saving computational work. Under mild assumptions, they show that the
sequence generated by the BCI algorithm converges to a least squares solution of
(1.1).

Let A be partitioned into q disjoint block-columns {At}qt=1, where

At ∈ Rm×nt ,

q∑
t=1

nt = n,

and accordingly the vector x be partitioned as

x =


x1
x2
...
xq

 , xt ∈ Rnt

for t = 1, . . . , q. Furthermore, we consider {ωt}qt=1 and {Mt}qt=1 ∈ Rnt×nt as the sets
of positive relaxation parameters and symmetric positive definite matrices (weight
matrices), respectively. The BCI method is the following algorithm, see [12].

Algorithm 3.1. Initialization: x0 ∈ Rn is arbitrary, and r0,1 = b−Ax0
k = 0, 1, 2, . . . (cycles or outer iterations)
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t = 1, 2, . . . , q (inner iterations)

xk+1
t = xkt + ωtMtA

T
t r

k,t

rk,t+1 = b−
t∑

i=1

Aix
k+1
i −

q∑
i=t+1

Aix
k
i

rk+1,1 = rk,q+1

Let a cycle denote one pass through all blocks, i.e., one outer iteration. Since BCI
uses a single block in every inner iteration, it takes q inner iterations to complete
a cycle. Some special choices for Mt are given in [12, section 3.3].

The convergence analysis of BCI algorithm is given as follows.

Theorem 3.2. [12] The iterates of BCI algorithm converge to a least squares so-
lution of (1.1) if for any 0 < ϵ < 2 it holds

ωt ∈
[
ϵ, (2− ϵ)/ρ(AtMtA

T
t )
]
, t = 1, 2, . . . , q.

As it is seen in the BCI method, the blocks At, the relaxation parameters ωt

and the weight matrices Mt are constant in all cycles. The first open question on
BCI method is: If the weight matrices are updated in each iteration (cycle), i.e.
flexible version, then does the new method still remain convergent? What about the
relaxation parameters, could it be updated them in each iteration (cycle)? Also, one
may consider other possibilities as involving constraints, considering noisy data and
studying semiconvergence analysis and finding optimal relaxation parameters and
proper weight matrices. To the extent of our knowledge, the mentioned problems
have been partially studied for row-action methods by recent research works. To
involve the convex constraints for the row-action methods, see [19, section 6] and
[18, section 4.1]. To control semi-convergence phenomenon, we refer to [13, 10, 11,
20]. Furthermore, the research works [8] and [19] introduce the optimal relaxation
parameter in different senses.
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Abstract. For any k ∈ N, the k-subdivision of a graph G is a simple graph

G
1
k , which is constructed by replacing each edge of G with a path of length k.

The m-th power of the n-subdivision of G has been introduced as a fractional

power of G, denoted by G
m
n . In this paper, we present some results related to

the spectral radius in terms of adjacency and Laplacian matrices of fractional
powers of given graphs.

Keywords: Eigenvalue; Adjacency Matrix; Laplacian Matrix.

1. Introduction

Suppose that G = (V,E) is a graph. For any γ ∈ N, the γ-power of the graph
G, denoted by Gγ , is a graph on the same vertex set as G such that two vertices
are adjacent in G if and only if their distance in G is at most γ. or equivalently,

E(Gγ) = {xy : 1 ≤ dG(x, y) ≤ γ} .The γ-subdivision of G, denoted by G
1
γ ,

is constructed by replacing each edge ab of G with a path of length γ. In this
terminology, G

1
1 is isomorphic to G.

In [1], Henning has introduced the fractional powers of a graph. The fractional
power G

m
n is then defined to be the m-power of the n-subdivision of G; that is,

G
m
n = (G

1
n )m.In [4] Iradmusa investigate domination number and independent

domination number of fractional powers of graphs. In [3] he inquire the chromatic
number and clique number of fractional power of graphs.
Suppose A(G) stands for the adjacency matrix of G. Bring into mind that A(G)
is given as a symmetric (0, 1)-matrix of order G, say it n, where [A(G)]uv = 1
if and only if the vertex u is adjacent to the vertex v. Moreover, let us consider
λmax(A(G)) (briefly, λmax(G)) to indicate the largest eigenvalue of the matrix
A(G), and we will λmin(A(G)) (briefly, λmin(G)) denote the smallest eigenvalue,
similarly. In [5] Lovasz state some upper and lower bound about λmax(G) and
λmin(G). The Laplacian of the graph is defined as the n×n matrix L(G) = (Lij) in
which Lij = di if i = j and Lij = −Aij if i ̸= j. Here di denotes the degree of node
i. In the case of weighted graphs, we define di =

∑
j Aij. So L(G) = D(G)−A(G),

where D(G) is the diagonal matrix of the degrees of G. In [2] have state some upper
and lower bound about λmax(L(G)) and λmin(L(G)).
In this paper, we present some results related to the λmax and λmin. of adjacency
and laplacian matrices of fractional powers of graphs.
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2. Main results

In this section we state some results related to the eigenvalues of adjacency and
laplacian matrices of fractional powers of graphs.

Lemma 2.1. Let the graph G be an arbitrary connected graph. Then for k ∈ N,
we have:

(2.1) λmax(A(G
1
k )) ≥ λmax(A(G)) ≥ λmin(A(G)) ≥ λmin(A(G

1
k ))

Proof. Comparing the structures of A(G
1
k ) and A(G) for given graph G with order

n and | E(G) |= m, we have for any y ∈ Rn that:

(2.2) yTA(G)y =

(
y
0

)T

A(G
1
k )

(
y
0

)
Now, for the certain y as an eigenvector of A(G) of eigenvalue λmax(A(G)) we

obtain:

λmax(A(G)) =
yTA(G)y

yTy
=

(
y
0

)T

A(G
1
k )

(
y
0

)
(

y
0

)T (
y
0

)(2.3)

≤ maxx∈Rn+(k−1)m

xTA(G
1
k )x

xTx
= λmax(A(G

1
k )).

Similarly, the same argument works for the smallest eigenvalues and the conse-
quence follows. �

Remark 2.2. We note that this Lemma is also valid by replacing A(G
1
k ) and A(G)

with any symmetric matrix A and its sub-matrix A(S), respectively.

Lemma 2.3. Suppose the matrix A with its sub-matrices given by:

(2.4) A =

[
B C
CT B

]
is a symmetric matrix. Then:

(2.5) λmax(A) + λmin(A) ≤ λmax(B) + λmax(D)

Proof. In order to prove the claim, consider x as an eigenvector of A of eigenvalue
λmax(A). To facilitate the forthcoming process, let us also assume that x is a unit

vector. Take it as x =

(
x1

x2

)
by applying the same partition as (2.4) for A.

Related to the sub-vectors x1 and x2 we have the following cases. We first consider
the case in which neither x1 nor x2 is an all-zero vector. In this case, we put:

(2.6) y =

( ∥x2∥
∥x1∥x1

−∥x1∥
∥x2∥x2

)
One can verify that y is also a unit vector, so:

(2.7) yTAy ≥ λmin(A)
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Then, we derive:

λmax(A) + λmin(A) ≤xTAx+ yTAy

(2.8)

xT
1 Bx1 + xT

1 Cx2 + xT
2 C

Tx1 + xT
2Dx2

+
∥ x2 ∥2

∥ x1 ∥2
xT
1 Bx1 − xT

1 Cx2 − xT
2 C

Tx1 +
∥ x1 ∥2

∥ x2 ∥2
xT
2Dx2

= xT
1 Bx1 + xT

2Dx2 +
∥ x2 ∥2

∥ x1 ∥2
xT
1 Bx1 +

∥ x1 ∥2

∥ x2 ∥2
xT
2Dx2

=

(
1 +
∥ x2 ∥2

∥ x1 ∥2

)
xT
1 Bx1 +

(
1 +
∥ x1 ∥2

∥ x2 ∥2

)
xT
2Dx2

≤ λmax(B)
(
∥ x1 ∥2 + ∥ x2 ∥2

)
+ λmax(D)

(
∥ x1 ∥2 + ∥ x2 ∥2

)
= λmax(B) + λmax(D)

since x has been taken as a unit vector.
We now turn our attention to the case in which ∥ x2 ∥= 0 (or ∥ x1 ∥, which is
actually the same case). Remark 2.2 together with (2.1) implies that λmax(B) ≤
λmax(A). Therefore, it must be the case that x1 is an eigenvector of eigenvalue
λmax(A) of λmax(B), and thus λmax(A) = λmax(B) To terminate the proof, also
observe that the recent remark and (2.1) make us to conclude that:

(2.9) λmax(D) ≥ λmin(D) ≥ λmin(A)

which mixing to the recent equality, completes the proof. �

Theorem 2.4. Let us assume that G is an arbitrary graph with adjacent matrix
A(G). Then:

(2.10) λmax(A(G)) = λmax(A(G
1
2 )) and λmin(A(G

1
2 )) = 0

Proof. Consider the adjacent matrix of graph G
1
2 given by

(2.11) A(G
1
2 ) =

(
A(G) C
CT B

)
Suppose that xe1 , xe2 , . . . , xem are the vertex of V (G

1
2 ) \ V (G) where the indices

e1, e2, . . . , em correspond to the edges of G. Then, an arrangement of vertices
shows that the row of sub-matrix CT and the column of sub-matrix C can be
xe1 , xe2 , . . . , xem which yields the sub-matrix B =

(
bxei

xej

)
. Now, as we know

that xeixej /∈ E(G
1
2 ) for any 1 ≤ i ̸= j ≤ m, then B = 0. On the other hand,

from the linear algebra and from the fact that all eigenvalue of nilpotent matrices
are zero, we obtain λmax(B) = 0. This together with (2.1) and (2.3) supplies the
following:
(2.12)

λmax(A(G)) ≤ λmax(A(G
1
2 )) ≤ λmax(A(G

1
2 )) + λmin(A(G

1
2 )) ≤ λmax(A(G))

This means that λmax(A(G)) = λmax(A(G
1
2 )) and λmin(A(G

1
2 )) = 0 �
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Abstract. Necessary and sufficient conditions are obtained for a sequence

{xj : j ∈ J} in a Hilbert space to be, up to the elimination of a finite subset
of J, the linear homeomorphic image of an orthogonal basis of some Hilbert
space K. This extends a similar result for orthonormal bases due to Holub
[J.R. Holub, Pre-frame operators, Besselian frames, and near-Riesz bases in

Hilbert spaces, Pro. Amer. Math. Soc., 122(3): 779-785, 1994]. The proofs
given here are based on simple linear algebra techniques.
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SOME RESULTS ON INVERTIBLE HYPERVECTOR SPACES

ZOHREH NAZARI, ELHAM ZANGIABADI, AND AFSANEH RANJBAR

Abstract. In this paper, the concept of invertible hypervector space is intro-
duced and some of properties are investigated.

Keywords: Hypervector space; Invertible hypervector space.

1. Introduction

Hyperstructures theory was initially introduced in 1934 by Marty, [5]. He defined
hypergroups that are a generalization of groups and studied some properties and
applications of them in non-commutative groups, rational functions and algebraic
functions.
Several authors studied various aspects of hyperstructures [1, 2, 3, 4].
In 1998, the notion of hypervector spaces was initially introduced by Tallini [9]. She
investigatad some properties of them [8]. Some properties of hypervector spaces are
studied in [6, 7].
In this paper we introduce the notion of invertible hypervector space and we study
some results on it. Let us recall some definitions which are useful in our results.

Definition 1.1. A hypervector space over a field K a quadruplet (V,+, ◦,K) is an
abelian group and

◦ : K × V → p∗(V )

is a mapping of K × V into the power set of V (deprived of the empty set), such
that the following properties holds:

(a+ b) ◦ x ⊆ (a ◦ x) + (b ◦ x), ∀a, b ∈ K, ∀x ∈ V,(1.1)

a ◦ (x+ y) ⊆ (a ◦ x) + (a ◦ y), ∀a ∈ K, ∀x, y ∈ V,(1.2)

a ◦ (b ◦ x) = (ab) ◦ x, ∀a, b ∈ K, ∀ x ∈ V,(1.3)

x ∈ 1 ◦ x, ∀x ∈ V.(1.4)

a ◦ (−x) = −a ◦ x, ∀a ∈ K, ∀x ∈ V.(1.5)

If in (1) the equality holds, the hypervector space is called strongly left distribu-
tive. If in (2) the equality holds, the hypervector space is called strongly right
distributive. The distributive hypervector spaces were studied in [9].

Example 1.2. Let V = R2. Define

◦ : R× R2 −→ R2

a ◦ (x, y) = ax× R,
Then (R2,+, ◦) is a strongly distributive hypervector space.

2010 Mathematics Subject Classification. 20N20, 22A30.
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Definition 1.3. Let V be a hypervector space over the field K; H ⊆ V is a subspace
of V , if

H ̸= ϕ, H −H ⊆ H, a ◦H ⊆ H, ∀a ∈ K.

Definition 1.4. Let (V,+, ◦,K) and (V ′,+′, ◦′,K) be two hypervector spaces over
the same field K. A mapping

f : V → V ′

is called a homomorphism between V and V ′, if ∀a ∈ K, ∀x, y ∈ V :

f(x+ y) = f(x) +′ f(y),(1.6)

f(a ◦ x) ⊆ a ◦′ f(x).(1.7)

If in (6) the equality holds, then f is called strong homomorphisms.

Theorem 1.5. ([10]) Let V and W be hypervector spaces. If H is a subspace of V ,
then f(H) is a subspace of W . In particular Imf is a subspace of W , conversely if
H ′ is a subspace of W , then f−1(H ′) is a subspace of V .

2. Main results

In this section first we define the concept of a hypervector space and then we
study some properties of it.

Definition 2.1. A hypervector space (V,+, ◦,K) is called an invertible hypervector
space, if for all a, b ∈ K and x, y ∈ V it satisfies in the following conditions:

1) 1 ◦ x = {x}
2) x ∈ a ◦ y =⇒ y ∈ a−1 ◦ x.

Definition 2.2. Let (V,+, ◦) be a hypervector space and ρ be an equivalence relation
on V . If A,B are non-empty subset of V , then AρB means that
∀ a ∈ A, ∃b ∈ B such that aρb and ∀ b′ ∈ B, ∃a′ ∈ A such that a′ρb′.

Definition 2.3. Let (V,+, ◦) be a hypervector space and ρ be an equivalence relation
on V . The equivalence relation ρ is called regular if for all r ∈ K, from aρb, it
follows that (r ◦ a)ρ(r ◦ b).

Theorem 2.4. Let (V,+, ◦) be an invertible hypervector space, ρ be an equivalence
relation on V and V/ρ = {[v] : v ∈ V }. Then V/ρ is an invertible hypervector
space with respct to actions

⊕ : V/ρ× V/ρ→ V/ρ,

where ([x], [y]) 7→ [x]⊕ [y] = [x+ y], ∀x, y ∈ V . and

⊙ : K × V/ρ→ V/ρ

k ⊙ [x] = {[z] : z ∈ k ◦ x},
if and only if ρ is regular.

Proof. First we check that the mappings ⊕ and ⊙ are well-defined on V/ρ. Simply,
we see that ⊕ is well-defined. It is enough to show that ⊙ is well-defined. Let
(r, [x]) = (r′, [x′]). So r = r′ and [x] = [x′]. Now we check that r ⊙ [x] = r ⊙ [x′].
We have xρx′. Since ρ is regular it follows that (rox)ρ(rox′). Hence, for all z ∈ r◦x,
there exists z1 ∈ r ◦ x′ such that zρz1, which means that [z] = [z1]. It follows that
r ⊙ [x] ⊆ r ⊙ [x′] and similary we obtain the converse inclusion.
Now we show that (V/ρ,⊕,⊙) is an invertible hypervector space. Simply we see
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that (V/ρ,⊕) is an abelian group. It is enough to show that ⊙ has the properties
of the Definitions 1.1 and 2.1. For all a, b ∈ K we have

(a+ b)⊙ [x] = {[z] : z ∈ (a+ b) ◦ x}
⊆ {[z] : z ∈ a ◦ x+ b ◦ x}
= {[c]⊕ [d] | c ∈ a ◦ x, d ∈ b ◦ x}
= a⊙ [x]⊕ b⊙ [x].

Also the properties (ii), (iii), (iv) in Definition 1.1 are easily obtained.
It is enough to check that the properties of Definition 2.1. So we have

1) 1⊙ [x] = {[z] : z ∈ 1 ◦ x} = [x].
2) [y] ∈ a ◦ [x] = {[z] : z ∈ a ◦ x} ⇒ y ∈ a ◦ x⇒ x ∈ a−1 ◦ y ⇒ [x] ∈ a−1 ⊙ [y].

�
Theorem 2.5. Let (V,+, ◦) and (V ′,+′, ◦′) be two hypervector spaces, f : V → V ′

be a strong homomorphism and H be a subspace of V . Then f(H) is an invertible
hypervector space. In particulary Im(f) is an invertible hypervector space.

Proof. One can easily check that f(H) is a hypervector space. It is enough to show
that f(H) is invetible hypervector space. So for all y = f(x) ∈ f(H) we have

1) 1 ◦′ y = 1 ◦′ f(x) = f(1 ◦ x) = f(x).
2) f(x) ∈ r ◦′ f(z) = f(r ◦ y)⇒ x ∈ r ◦ y ⇒ y ∈ r−1 ◦ x⇒ f(y) ∈ f(r−1 ◦ x)

since f is strong homomorphism so f(y) ∈ r−1 ◦′ f(x). It completes the proof. �
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A NOTE ON INVERTIBLE WEAK HYPERVECTOR SPACES

ELHAM ZANGIABADI, ZOHREH NAZARI, AND AFSANEH RANJBAR

Abstract. In this paper, the concept of invertible weak hypervector space is

introduced and some of properties are investigated.

Keywords: Weak hypervector space; Invertible weak hypervector space; Normal
weak hypervector space.

1. Introduction

Hyperstructures theory was born in 1934, when Marty [3] defined hypergroups,
began to analysis their properties and applied them to groups, rational algebra
functions. Now they are widely studies from theoretical point of view and their
applications to many subjects of pure and applied properties. Since then many
researchers have work on hyperalgebraic structures and developed this theory ([1],[2]
and [7]). Tallini introduced the notation of hypervector spaces ([5], [6]) and studied
basic properties of them. Note that the hypervector spaces used in this paper are
the special case where there is only one hyperoperation, the external one, all the
others are ordinary operations.

In this paper we We need some preliminary definitions for to state our results.
In this section we state them.

Definition 1.1. [6] A weak hypervector space over a field K is a quadruplet (V,+, ◦,K)
such that (V,+) is an abelian group and

◦ : K × V → p∗(V )

is a mapping of K × V into the power set of V (deprived of the empty set), such
that the following properties holds:

a ◦ (x+ y) ∩ (a ◦ x) + (a ◦ y) ̸= ∅, ∀a ∈ K, ∀x, y ∈ V,(1.1)

(a+ b) ◦ x ∩ [(a ◦ x) + (b ◦ x)] ̸= ∅, ∀a, b ∈ K, ∀x ∈ V,(1.2)

a ◦ (b ◦ x) = (ab) ◦ x, ∀a, b ∈ K, ∀ x ∈ V,(1.3)

x ∈ 1 ◦ x, ∀x ∈ V,(1.4)

a ◦ (−x) = −a ◦ x, ∀a ∈ K, ∀x ∈ V.(1.5)

Example 1.2. The set R2 with usual sum and the following scalar product is a
weak hypervector space on R.

a ◦ x =

{
ox x ̸= 0

{0} x = 0
,

Where ox is the line passing through origion and the point x.
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Lemma 1.3. [4] If V is a weak hypervector space over K, 0 ̸= a ∈ K and x ∈ V ,
then there exist an element z in a ◦ x such that x ∈ a−1 ◦ z.

By the above lemma we have the following definition.

Definition 1.4. Let V is a weak hypervector space over K, a ∈ K and x ∈ V .
Essential point of a ◦ x, that denoted by ea◦x, for a ̸= 0 is the element of a ◦ x such
that x ∈ a−1 ◦ ea◦x. For a = 0, we define ea◦x = 0.

Note that ea◦x is not unique necessarily. Hence, the set of all these elements is
denoted by Ea◦x. In example 1.2 Ea◦x is equal to the set{

ox x ̸= 0

{0} x = 0
.

Definition 1.5. Let (X,+, ◦) and (Y,+′, ◦′) be two weak hypervector spaces over
K. A map

T : X → Y

is called

i) a weak linear map if and only if T (x+ y) = T (x) +′ T (y),
T (Ea◦x) ⊆ a ◦′ T (x),

ii) a linear map if and only if T (x+ y) = T (x) +′ T (y),
T (a ◦ x) ⊆ a ◦′ T (x),

for all x, y ∈ X and a ∈ K.

2. Main results

In this section we define invertible weak hypervector space and we study some
results of them.

Definition 2.1. A weak hypervector space V over K is said to be invertible if and
only if u ∈ a ◦ v implies that v ∈ a−1 ◦ u, for all u, v ∈ V and a ∈ K.

Lemma 2.2. Let V be an invertible weak hypervector space. Then Ea◦x = a ◦ x.
Proof. The proof is straightforward. �
Theorem 2.3. Let (X,+, ◦) and (Y,+′, ◦′) be two weak hypervector spaces over K
and T : X → Y be a weak linear map between them. If X be invertible then T is a
linear map.

Proof. By the use of Lemma 2.2, we have Ea◦x = a ◦ x. So T (a ◦ x) = T (Ea◦x) ⊆
a ◦′ T (x). It completes the proof. �
Definition 2.4. Let X be a weak hypervector space over K. V is called a normal
weak hypervector space, if it satisfies in the following conditions:

i) (Ea◦x + Eb◦x) ∩ E(a+b)◦x ̸= ∅,
ii) (Ea◦x + Ea◦y) ∩ Ea◦(x+y) ̸= ∅, for all x, y ∈ V and a, b ∈ K.

Theorem 2.5. Every invertible weak hypervector space is normal.

Proof. According to Lemma 2.2, we have Ea◦x = a ◦ x. Since X be a weak hyper-
vector space, we have

E(a+b)◦x ∩ (Ea◦x + Eb◦x) = a ◦ (x+ y) ∩ (a ◦ x) + (a ◦ y) ̸= ∅
E(a+b)◦x ∩ (Ea◦x + Eb◦x) = (a+ b) ◦ x ∩ [(a ◦ x) + (b ◦ x)] ̸= ∅.

It completes the proof. �
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TYPE METHODS FOR MATRIX EQUATION

GHODRAT EBADI AND SOMAIYEH RASHEDI

Abstract. Global Krylov subspace methods have been proposed for solving
nonsymmetric linear systems with multiple right-hand sides. In this paper,
we consider the well-known global Krylov subspace methods based on short
recurrences, i.e. Gl-BiCG and Gl-BiCR. Then, we present new variants of the

Gl-BiCG and Gl-BiCR algorithms. Numerical experiments demonstrate that
BiCR variants often converge faster than their BiCG counterpart.

Keywords: Sparse linear systems; Multiple right-hand sides; Global methods;
Krylov subspace.

1. Introduction

Global Krylov subspace methods (with preconditioning techniques) are widely
used for iterative solution of simultaneous linear systems with the same coefficient
matrix A and s right-hand sides (r.h.s.) bi,

(1.1) Axi = bi, i = 1, . . . , s,

which we can write in the block form as the matrix equation

AX = B,

where the matrix A ∈ Rn×n is a real sparse nonsymmetric matrix, X = [x1, . . . , xs]
and B = [b1, . . . , bs] ∈ Rn×s with usually s << n. Such linear systems with multiple
right-hand sides arise frequently in computational science and engineering.

Recently, Jbilou et al. [2] proposed the global bi-conjugate gradient method
(Gl-BiCG) method for solving the nonsymmetric matrix equation (1.1). Also, The
global bi-conjugate residual method (Gl-BiCR) was proposed by J. Zhang et al. [1].

In order to further stabilize the convergence behavior and hopefully to accelerate
the convergence speed of the Gl-BiCG and Gl-BiCR algorithms, new variants of
the Gl-BiCG and Gl-BiCR algorithms will be developed. Then, we compare the
Gl-BiCG variants with their Gl-BiCR counterpart in terms of computational time
and the number of iterations. Finally, The efficiency of these modifications are
demonstrated by numerical experimental results arising in PDEs.

2010 Mathematics Subject Classification. 65F10, 65F30, 65F50, 65H10.
Speaker: Somaiyeh Rashedi.

147



148

2. An observation of deriving GL-BiCG and GL-BiCR algorithms

In Global methods we take the s systems (1.1) into one big, tensorized sn× sn
system

(2.1) (I ⊗A)x = b, where b =

 b1
...
bs

 , x =

 x1
...
xs

 ,
and then apply a standard Krylov subspace method to the system (2.1). Although
the recurrence formulas for updating an approximation and a residual matrix are
the same in Gl-BiCG and Gl-BiCR approaches, the iteration coefficients αj and
βj are different. These coefficients are determined by the following orthogonality
conditions:

Rj ⊥F W, APj ⊥F W.

Choosing W = Kj(AT , R̃0) leads to Gl-BiCG given in the following Algorithm.
The algorithm breaks down if the nominator in αj or βj is zero. In a similar spirit,

Algorithm 1: Global BiCG (Gl-BiCG)[2]

choose X0, R̃0 ∈ Rn×s

put R0 = B −AX0, P0 = R0, P̃0 = R̃0

for j = 0, 1, 2, . . . until convergence do

αj =
⟨R̃j ,Rj⟩F
⟨P̃j ,APj⟩F

Xj+1 = Xj + αjPj

Rj+1 = Rj − αjAPj , R̃j+1 = R̃j − αjA
T P̃j

βj =
⟨R̃j+1,Rj+1⟩F

⟨R̃j ,Rj⟩F
Pj+1 = Rj+1 + βjPj , P̃j+1 = R̃j+1 + βjP̃j

Gl-BiCR algorithm can be derived by choosing W = ATKj(AT , R̃0) and replacing
the coefficients αj and βj of Gl-BiCG with the following coefficients

αj =
⟨R̃j , ARj⟩F
⟨AT P̃j , APj⟩F

, βj =
⟨R̃j+1, ARj+1⟩F
⟨R̃j , ARj⟩F

.

Note that one can use APj+1 = ARj+1+βjAPj in the Gl-BiCR algorithm to reduce
the number of matrix-matrix multiplications per iteration step. The residual Rj of
the Gl-BiCG and Gl-BiCR algorithms is defined as

Rj = ϕj(A)R0,(2.2)

where ϕj is a polynomial of degree j with scalar coefficients satisfying ϕj(0) = 1
and the direction Pj is defined as

Pj = ψj(A)R0,(2.3)

where ψj is a polynomial with scalar coefficients. Note that R̃j and P̃j can also be

expressed as R̃j = ϕj(A
T )R̃0 and P̃j = ψj(A

T )R̃0. These scalar polynomials are
related by the following recurrence formulas

ϕj+1(t) = ϕj(t)− αjtψj(t),(2.4)
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and

ψj+1(t) = ϕj+1(t) + βjψj(t),

with ϕ0(t) = ψ0(t) = 1, for t ∈ R.

3. Gl-BiCR stabilized algorithm (Gl-BiCRStab)

In this section, we derive a new variant of Gl-BiCR, called Gl-BiCRStab, which
speeds up the convergence of the Gl-BiCR. The residual of Gl-BiCRStab is defined
by

Rj = ϕ̃j(A)ϕj(A)R0,

where ϕ̃j is a polynomial defined by a coupled two-term recurrence and ϕj is defined

in (2.4) . The polynomial recurrence for the polynomial ϕ̃j+1 is defined as

ϕ̃0(A) = I,

ϕ̃j+1(A) = ϕ̃j(A)− wjAϕ̃j(A),(3.1)

for scalar sequence wj . One can write (3.1) as

ϕ̃j+1(A) = (I − w0A)(I − w1A) . . . (I − wjA).

We have
Rj+1 = ϕ̃j+1(A)R

Gl−BiCR
j+1 ,

where RGl−BiCR
j and PGl−BiCR

j are defined in (2.2) and (2.3), respectively. Thus,
we have

RGl−BiCR
j+1 = RGl−BiCR

j − αjAP
Gl−BiCR
j ,

PGl−BiCR
j+1 = RGl−BiCR

j+1 + βjP
Gl−BiCR
j .

The appropriate recurrence relations for Gl-BiCRStab can be derived by updating

ϕ̃j+1R
Gl−BiCR
j+1 , ϕ̃jR

Gl−BiCR
j+1 , ϕ̃j+1P

Gl−BiCR
j+1 , ϕ̃j+1P

Gl−BiCR
j .

The above recurrences are respectively converted into

Rj+1 = (I − wjA)Sj ,

Rj+1 = Rj − αjAPj − wjASj ,

Pj+1 = Rj+1 + βj(I − wjA)Pj .

Sj = Rj − αjAPj .

The iteration coefficients αj and βj can be computed in the way that Rj and APj

are orthogonal to the Krylov subspace ATKj(A
T , R̃0). Thus, these coefficients cab

be determined as:

αj =
⟨Rj , A

T R̃0⟩F
⟨APj , A

T R̃0⟩F
,

βj = −
⟨ASj , A

T R̃0⟩F
⟨APj , A

T R̃0⟩F
.

Also the parameter wj is selected to minimize the F−norm of Rj , so we have

wj =
⟨Sj , ASj⟩F
⟨ASj , ASj⟩F

.
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4. Numerical experiments

In all runs, the iteration was started with X0 = 0, B = rand(n, 10), R̃0 =

R0, the stopping criterion was ∥R(k)∥F

∥R(0)∥F
≤ 10−10 or when the number of iterations

exceeded 800. For all examples we will also report results using (right) no-fill ILU
preconditioner. Note that Its, CPU and ∥R∥F stand for the number of iterations,
consuming time in seconds and final residual norm, respectively.

Example 4.1. We consider the elliptic PDE [3]

−uxx − uyy + 2α1ux + 2α2uy − 2α3u = 0,

on the unit square with Dirichlet boundary conditions, where α1 = α3 = 10, α2 =
20. Applying the central finite differences on [0, 1]×[0, 1], with the mesh size h = 1

201
yields the five-diagonal linear systems.

Table 1: Numerical results of Example 4.1.

no preconditioning ILU preconditioning
Methods Its CPU(s) ∥R∥F Its CPU(s) ∥R∥F
Gl-BiCG 700 19.21 2.34e-010 203 22.56 2.49e-010
Gl-BiCGStab 483 14.51 2.65e-010 127 12.13 1.57e-011
Gl-BiCR 655 15.57 2.65e-010 202 17.11 2.82e-010
Gl-BiCRStab 393 11.37 2.16e-010 120 11.23 1.63e-010

We can see from Table 1 that Gl-BiCGStab and Gl-BiCRStab require less iter-
ation steps and computational time and give much smoother convergence behavior
than the Gl-BiCG and Gl-BiCR, respectively. Moreover, Gl-BiCR variants con-
verge faster than their Gl-BiCG counterparts in the all cases. In the presence of
preconditioning, where the preconditioned matrix is better conditioned and con-
vergence is reached after a relatively small number of iterations, Gl-BiCGStab and
Gl-BiCRStab yield superior performance in terms of iteration steps and CPU-time.
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Abstract. In this paper, an efficient numerical technique is performed to ap-
proximate the solution of two-dimensional cubic nonlinear Schrödinger equa-
tions. The method is based on the coupling of fast multipole strategy and non-

symmetric radial basis function collocation method within a multilevel Newton
framework. In the proposed process, 3−dimensional radial basis functions are
used as the basis function. For solving the resulting nonlinear system, mul-
tilevel algorithm based on the Newton approach is constructed and applied.

In the multilevel algorithm, to deal with the large scale and ill-conditioned
system a fast technique based on the preconditioned GMRES method is used
for solving the ill-conditioned system. Finally, the presented method is used
for solving an example of the governing problem.

Keywords: Meshless methods; Nonlinear Schrödinger equations; Newton algo-
rithm; Fast multipole method.

1. Introduction

Here we will consider the following generalized two-dimensional cubic nonlinear
Schrödinger equation with wave function Ψ(x, y, t) :

(1.1) i
∂Ψ

∂t
+ a

∂2Ψ

∂x2
+ a

∂2Ψ

∂y2
+ q | Ψ |2 Ψ+ ω(x, y)Ψ = 0, (x, y) ∈ Ω, t ≥ 0,

with the following initial and Dirichlet boundary conditions:

(1.2)
Ψ(x, y, 0) = Ψ0(x, y), (x, y) ∈ Ω,

Ψ(x, y, t) = g(x, y, t), (x, y) ∈ ∂Ω, t > 0,

where, Ψ(x, y, t) is an unknown complex function, i =
√
−1, Ω = [a, b] × [a, b] is

a rectangular domain, ∂Ω is the boundary of Ω, Ψ0(x, y) and g(x, y, t) are given
sufficiently smooth functions and ω(x, y) is an arbitrary potential function.
In our numerical process we first decompose the unknown complex function Ψ in
the (1.1) into its real and imaginary parts by considering:

(1.3) Ψ(x, y, t) = u(x, y, t) + iv(x, y, t),

where u(x, y, t) and v(x, y, t) are unknown real functions. By substituting Eq.(1.3)
in the governing problem (1.1)-(1.2), the following coupled system of nonlinear
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equations will be obtained in a matrix-vector form as

(1.4)

∂U
∂t +A1∆U+ F(U)U+A2U = 0,

U(x, y, 0) = C1(x, y), (x, y) ∈ ∂Ω, t > 0,
U(x, y, t) = C2(x, y, t), (x, y) ∈ ∂Ω, t > 0.

Where

U =

(
u
v

)
, A1 =

(
0 a
−a 0

)
F(U) =

(
0 z
−z 0

)
, A2 =

(
0 ω
−ω 0

)
,

also, ∆U = Uxx +Uyy, z = q(u2 + v2), C1(x, y) =

(
Re(Ψ0)
Im(Ψ0)

)
and C2(x, y, t) =(

Re(g)
Im(g)

)
.

In the next section, an efficient computational technique based on the combination
of a fast multipole strategy and meshfree radial basis functions collocation method
will be formulated and implemented for the resulting nonlinear system (1.4).

2. Main results

2.1. RBFs collocation method. In this section a meshfree method based on
the unsymmetric RBF collocation method (Kansas method) [1] is employed to
approximate the solution of the problem (1.4). For this purpose, the unknown
function U shall be approximated by 3-dimensional RBFs functions as:

(2.1) U(x, y, t) ≃
N∑
i=1

λiφ(ri) =

(∑N
i=1 λ

(1)
i φ(1)(ri)∑N

i=1 λ
(2)
i φ(2)(ri)

)
,

where φ(1)(.) and φ(2)(.) are 3-dimensional globally supported radial basis function
and rk denotes the Euclidean distance between (x, y, t) and (xk, yk, tk). Nodes
{xk = (xk, yk, tk), k = 0, . . . , N} are collocation points in (Ω×[0, T ]), usually called
centers nodes. Also {λi}Ni=1 is a set of 2N unknown coefficients to be determined.
In the fast multipole method, instead of directly evaluating (2.1), we approximate
it by using the following functional approximation

(2.2) φ(∥x− x∥) =
∑
l

∑
m

φ(∥xl − xm∥)QM (ηl, η)QM (ξm, ξ),

where {ηl}Ml=1 and {ξl}Ml=1 are two identical sets of Chebyshev points in [−1, 1]3, η
and ξ are the linear transformations of x and y, respectively. Moreover, we have

QM (η, ξ) = PM (η1, ξ1)PM (η2, ξ2)PM (η3, ξ3), η = (η1, η2, η3), ξ = (ξ1, ξ2, ξ3),

with PM (η, ξ) = 1
M + 2

M

∑M−1
i=1 Ti(η)Ti(ξ), where Ti(.) is the first kind Chebyshev

polynomial of order i. Now the unknown solution U(x, y, t) at the collocation points
xk could be approximated as follows:

(2.3) U(xk) =

M∑
l=1

U(xl)QM (ηl, ηk), k = 1, 2, . . . , N.

at the computational cost of O(MN). Now based on the Kansa’s collocation
method, by substituting Eq (2.3) in relations (1.4) and also by choosing N colloca-
tion nodes in the computational domain and on the boundary a nonlinear system
of algebraic equations is concluded.
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Table 1. The absolute ε∞ errors and CPU times for various values
of N .

Real part Imaginary part
N c ε∞ εrel CPU Time

53 0.256 2.091 × 10−4 3.653 × 10−4 1.8

103 0.348 8.070 × 10−5 8.121 × 10−5 15.6

153 0.443 4.613 × 10−5 4.537 × 10−5 48.2

203 0.545 1.986 × 10−5 1.931 × 10−5 115.1

303 0.619 7.749 × 10−6 7.899 × 10−6 158.8

403 0.785 2.974 × 10−6 2.035 × 10−6 210.2

2.2. Multilevel Newton Iteration for nonlinear system. In this section a
multilevel Newton algorithm would be used for solving a nonlinear PDE Lu = f as
follow:

Algorithm1: Smoothed Newton iteration (A multigrid like algorithm).
1) Create nested point sets X1 ⊂ X2 ⊂ . . .XK ⊂ Ω, and an initial guess u0.
2) For k = 1, 2, . . .

a) Solve the linearized problem on the coarse grid Xk

Luk−1v = f − Luk−1, on Xk.
b) Perform the smoothing of the Newton update

v̂ = Stkv.
c) Update the previous approximation

uk = uk−1 + v̂.

Where in this algorithm Luk−1
is the linearization operator of the L at uk−1 and

Stk is the smoothing operator. Here we will use the algorithm.1 for solving the
resultant nonlinear system of equations, for this purpose in the first step we will
pick U0 = {C1(xj)}N1 as initial guess and the linearization operator LUk−1

of the
nonlinear differential operator LU will be given by

LUk−1
V :=

∂V

∂t
+A1∆V + JUk−1

V +A2V,

where JUk−1
is the Jacobian matrix contains the partial derivatives of F(U)U. So

for this model problem, in line 2a of Algorithm.1 at each iteration step the following
linear system of equation should be solved

∂V

∂t
+A1∆V + JUk−1

V +A2V

=
∂Uk−1

∂t
+A1∆Uk−1 + F(Uk−1)Uk−1 +A2Uk−1.

It would be mentioned here, a preconditioned GMRES method is used to solve the
linearized problem. The proposed fast multipole strategy reduces the computational
cost of the matrix vector multiplication significantly.

2.3. Numerical Results. Consider a nonlinear model of problem (1.1)-(1.2), in
the square domain (x, y) ∈ [0, π]2, as [2]:

(2.4) i
∂Ψ

∂t
+
∂2Ψ

∂x2
+
∂2Ψ

∂y2
+ β | Ψ |2 Ψ = 0, (x, y) ∈ [0, π]2, t ≥ 0,

The equation describes a progressive plane wave. The numerical results are achieved
by letting A = 1

2 , k1 = k2 = β = 1 and 3-dimensional inverse multiquadrics(IMQ)
functions as trial functions are repoerted in Table 1. From the obtained results it
is evident that the method approximated the solution with high accuracy.
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RELATION BETWEEN FUZZY CONTINUITY AND FUZZY

BOUNDEDNESS

MORTAZA SAHELI

Abstract. In this paper, we consider three fuzzy topology on fuzzy normed
linear space defined by Felbin. We show that every fuzzy bounded linear oper-
ator is fuzzy continuous. Moreover, by example we show that fuzzy continuity
is not equivalent to fuzzy boundedness.

Keywords: Fuzzy norm; Fuzzy topology; Locally convex topological vector space.

1. Introduction

The notion of fuzzy norm on a linear space was first introduced by Katrasas
[9]. Feblin [6] gave an idea of a fuzzy norm on a linear space whose associated
metric is Kalva type [7]. Cheng and Menderson [3] considered a fuzzy norm on a
linear space whose associated metric is Kramosil and Michalek type [8]. Felbins
definition of a fuzzy norm of a linear operator between two fuzzy normed spaces
was generalized by Xiao and Zhu [11]. Bag and Samanta [2] introduced a notion
of boundedness of a linear operator between fuzzy normed spaces, and studied the
relation between fuzzy continuity and fuzzy boundedness. They also considered
fuzzy bounded linear functionals, the concept of fuzzy dual spaces, and established
some fundamental theorems in the area of fuzzy functional analysis.
In [4], Das and Das define a fuzzy topology on the fuzzy normed linear space defined
by Felbin and study some basic properties of this fuzzy topology. After that, Fang
[5] showed that X with this topology is not topological vector space and modifies
the fuzzy topology and proved some results. Also, Xu and Fang defined another
fuzzy topological space and studied these spaces [12]. Recently, we defined two
fuzzy topology on the fuzzy normed linear space defined by Bag and Samanta and
study some properties of these fuzzy topologies [10].
In this paper, first we define fuzzy norm defined by Felbin and fuzzy bounded linear
operator from fuzzy normed linear operator X to fuzzy normed linear space Y. Then
we define three fuzzy topology on fuzzy normed linear spaces. Finally, we study
relation between fuzzy continuity and fuzzy boundedness.

2. Fuzzy norm

Definition 2.1. ([6]) Let X be a vector space over R. Assume the mappings
L,R : [0, 1]× [0, 1] −→ [0, 1] are symmetric and non-decreasing in both arguments,
and that L(0, 0) = 0 and R(1, 1) = 1. Let ∥.∥ : X −→ F+(R). The quadruple
(X, ∥.∥, L,R) is called a fuzzy normed linear space (briefly, FNS) with the fuzzy
norm ∥.∥, if the following conditions are satisfied:
(F1) if x ̸= 0 then inf0<α≤1 ∥x∥−α > 0,
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(F2) ∥x∥ = 0 if and only if x = 0,
(F3) ∥rx∥ = |r|∥x∥ for x ∈ X and r ∈ R,
(F4) for all x, y ∈ X,
(F4L)∥x+ y∥(s+ t) ≥ L(∥x∥(s), ∥y∥(t)) whenever s ≤ ∥x∥−1 , t ≤ ∥y∥

−
1 and s+ t ≤

∥x+ y∥−1 ,
(F4R)∥x+ y∥(s+ t) ≤ R(∥x∥(s), ∥y∥(t)) whenever s ≥ ∥x∥−1 , t ≥ ∥y∥

−
1 and s+ t ≥

∥x+ y∥−1 .
In the sequel we fix L(s, t) = min(s, t) and R(s, t) = max(s, t) for all s, t ∈ [0, 1].
And we write (X, ∥.∥) or simply X when L and R are as indicated just above.

Definition 2.2. Let (X, ∥.∥) and (Y, ∥.∥) be fuzzy normed linear spaces. Further-
more, let T : X −→ Y be a linear operator. The operator T is said to be fuzzy
bounded, if there is a fuzzy real number η such that

∥Tx∥ ≤ η∥x∥, for all x ∈ X.
The set of all fuzzy bounded linear operators, T : X −→ Y , is denoted by B(X,Y ).

Theorem 2.3. Let (X, ∥.∥) be a fuzzy normed linear space. Then there exists
a topology τ † on X such that (X, τ †) is a metrizable Hausdorff topological vector
space having U = {Uϵ,α : ϵ > 0, α ∈ (0, 1]} as a neighborhood base of 0, where
Uϵ,α = {x ∈ X : ∥x∥+α < ϵ}.

3. Fuzzy Topology

Definition 3.1. ([4]) A fuzzy topology on a set X is a family τ of fuzzy subsets of
X satisfying the following:
(i) The fuzzy subsets 1 and 0 are in τ ,
(ii) τ is closed under finite intersection of fuzzy subsets,
(iii) τ is closed under arbitrary union of fuzzy subsets.
The pair (X, τ) is called a fuzzy topological space.

Definition 3.2. ([5]) A stratified fuzzy topology τ on a vector space X is said to
be an fuzzy vector topology, if the following two mappings

f : X ×X −→ X, (x, y) −→ x+ y and g : K×X −→ X, (t, x) −→ tx,

are continuous, where K is equipped with the fuzzy topology induced by the usual
topology and X ×X and K×X are equipped with the corresponding product fuzzy
topologies. A vector space X with an fuzzy vector topology τ , denoted by (X, τ) is
called an fuzzy topological vector space (FTVS).

Definition 3.3. A mapping f : (X, τ1) −→ (Y, τ2) is called fuzzy continuous at
some point x ∈ X if f−1(µ) is a nbhd of x for each nbhd µ of f(x). f is called
fuzzy continuous if f is fuzzy continuous at every x ∈ X . This is equivalent to
inverse of every fuzzy open subset of Y is fuzzy open in X.

Definition 3.4. Let (X, ∥.∥) be a fuzzy normed linear space. ω(τ †) is defined an
induced fuzzy topology by the crisp vector topology τ † determined by fuzzy norm ∥.∥
on X.

Definition 3.5. Let (X, ∥.∥) be a fuzzy normed linear space and let x ∈ X, α ∈
(0, 1) and ϵ > 0 the fuzzy set µα(x, ϵ) defined in X by

µα(x, ϵ)(y) =

{
α , ∥x− y∥+α < ϵ
0 , o.w.
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is said to be an α-open sphere in X.

Definition 3.6. Let (X, ∥.∥) be fuzzy normed linear space. A fuzzy set µ on X is
said to be ∥.∥-strongly open if for every x ∈ suppµ and α ∈ (0, µ(x)), there exists
ϵ > 0 such that µα(x, ϵ) ⊆ µ.

Theorem 3.7. Let (X, ∥.∥) be a fuzzy normed linear space. Then a family

τ∗∥.∥ = {µ ∈ IX : µ is ∥.∥ − strongly open}

is a fuzzy topology on X and (X, τ∗∥.∥) is a locally convex Hausdorff topological vector
space.

Definition 3.8. Let (X, ∥.∥) be a fuzzy normed linear space and ϵ > 0. The fuzzy
set Bϵ on X by

Bϵ(x) = sup{1− α ∈ (0, 1] : ∥x∥+α ≤ ϵ}

is said to be a fuzzy sphere with center 0 and radius ϵ in X.

Theorem 3.9. Let (X, ∥.∥) be a fuzzy normed linear space. Then a family

τ∥.∥ =

{µ ∈ IX : ∀ x ∈ suppµ and 0 < r < µ(x) ∃ϵ > 0 s.t. x+Bϵ ∩ r ⊆ µ}
is a fuzzy topology on X.

4. Relation between Fuzzy continuity and Fuzzy Boundedness

Theorem 4.1. Let (X, ∥.∥1) and (Y, ∥.∥2) be fuzzy normed linear spaces and T :
X −→ Y be a fuzzy bounded linear operator. Then T : (X, τ∗∥.∥1

) −→ (Y, τ∗∥.∥2
) is

fuzzy continuous.

Proof. Let T be a fuzzy bounded. Then there exists η ∈ F+(R) such that

∥T (x)∥2 ≤ η∥x∥1, for all x ∈ X.

Assume that µ ∈ τ∗∥.∥2
, T−1(µ)(x) > 0 and 0 < α < T−1(µ)(x). Hence 0 < α <

µ(T (x)). Since µ ∈ τ∗∥.∥2
, there exists ϵ > 0 such that µα(T (x), ϵ) ⊆ µ. Suppose that

µα(x, ϵ/η
+
α )(y) = α. Thus ∥x−y∥+1α < ϵ/η+α . So ∥T (x)−T (y)∥+2α = ∥T (x−y)∥+2α ≤

η+α ∥x − y∥+1α < ϵ. Therefore µα(T (x), ϵ)(T (y)) = α ≤ µ(T (y)) = T−1(µ)(y). This
implies that µα(x, ϵ/η

+
α ) ⊆ T−1(µ). Hence T−1(µ) ∈ τ∗∥.∥1

. Thus T is a fuzzy

continuous. �

Theorem 4.2. Let (X, ∥∥.∥) be a fuzzy normed linear space. Then τ∗∥.∥ = ω(τ †) if

and only if for any α, β ∈ (0, 1), ∥.∥+α is equivalent to ∥.∥+β .

Corollary 4.3. Let (X, ∥.∥1) and (Y, ∥.∥2) be fuzzy normed linear spaces and
T : X −→ Y be a fuzzy bounded linear operator. Moreover, assume that for any
α, β ∈ (0, 1), ∥.∥+1α is equivalent to ∥.∥+1β and ∥.∥+2α is equivalent to ∥.∥+2β. Then

T : (X,ω(τ †1 )) −→ (Y, ω(τ †2 )) is fuzzy continuous.

Theorem 4.4. Let (X, ∥∥.∥) be a fuzzy normed linear space. Then τ∗∥.∥ = τ∥.∥ if

and only if for each α ∈ (0, 1), ∥.∥+α is equivalent to ∥.∥+1 .
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Corollary 4.5. Let (X, ∥.∥1) and (Y, ∥.∥2) be fuzzy normed linear spaces and
T : X −→ Y be a fuzzy bounded linear operator. Moreover, assume that for any
α ∈ (0, 1), ∥.∥+1α is equivalent to ∥.∥+11 and ∥.∥+2α is equivalent to ∥.∥+21. Then
T : (X, τ∥.∥1

) −→ (Y, τ∥.∥2
) is fuzzy continuous.

Example 4.6. Let X be a vector space and B = {ei}∞i=1 a basis for X (dimX =
∞). Define fuzzy norms ∥.∥1 and ∥.∥2 on X by

[∥x∥1]α = [
n∑

i=1

|ai|,
n∑

i=1

(1/α)i|ai|] and [∥x∥2]α = [
n∑

i=1

|ai|,
n∑

i=1

|ai|] where x =
n∑

i=1

aiei,

for all α ∈ (0, 1]. It is clear that ∥.∥1 and ∥.∥2 are fuzzy norms on X.
We define T : (X, ∥.∥1) → (X, ∥.∥2) by Ten = nen, for all en ∈ B. Assume that
µ ∈ τ∗∥.∥2

, T−1(µ)(x) > 0 and 0 < α < T−1(µ)(x). Hence there exists ϵ > 0 such

that µα(T (x), ϵ) ⊆ µ. Suppose that µα(x, ϵ)(y) = α. Thus ∥x− y∥+α < ϵ. So

∥T (x)− T (y)∥+2α = ∥T (x− y)∥+α =
k∑

i=1

|iai| =
k∑

i=1

i|ai| ≤
k∑

i=1

(1/α)i|ai| < ϵ.

Therefore µα(x, ϵ) ⊆ T−1(µ). Hence T−1(µ) ∈ τ∗∥.∥1
. Thus T is a fuzzy continuous.

Now we show that T is not fuzzy bounded. If T is fuzzy bounded, then there exists
fuzzy real number η such that ∥Tx∥0 ≤ η∥x∥, for all x ∈ X, and hence ∥Tx∥+01 ≤
η+1 ∥x∥

+
1 , for all x ∈ X. However, ∥Ten∥+21 = ∥nen∥+21 = |n| = n ≤ η+1 ∥en∥

+
1 = η+1 ,

hence n ≤ η+1 , for all n ∈ N, and thus η+1 = +∞, which is a contradiction.
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EIGENVALUES FOR TRIDIAGONAL 2-TOEPLITZ MATRICES

MARYAM SHAMS SOLARY

Abstract. In this paper, we try to introduce an algorithm for finding eigen-

value of tridiagonal 2-Toeplitz matrices of even order. When the order of a
tridiagonal 2-Toeplitz matrix is even, a problem occurs that causes the eigen-
values are found implicitly. We try to solve and decompose eigenproblem for
these matrices.

Keywords: 2-Toeplitz matrix; Eigenvalue; Eigenvector.

1. Introduction

In this paper we consider the properties of the characteristic equation of a
tridiagonal 2-Toeplitz matrix Bn = [aij ] of even order n = 2m where aij = 0
if |i− j| > 1, aij = akl if (i, j) ≡ (k, l) mod 2, i.e.

(1.1) Bn = tridiagn(c1, a1, b1; c2, a2, b2) =



a1 b1
c1 a2 b2

c2 a1 b1
c1 a2 b2

c2 a1
. . .

. . .
. . .


.

In [3] Rimas has given the explicit expression for powers of a tridiagonal 2-Toeplitz
matrix of odd order.
We try to generalize this method for a tridiagonal 2-Toeplitz matrix of even order
In Theorem 2.4 and Theorem 3.1 of [2], Gover proved the following results.

Theorem 1.1. [2]. The eigenvalues of the tridiagonal 2-Toeplitz matrix of order
n = 2m given in (1.1) are the solutions of the quadratic equations

(1.2) (a1 − λ)(a2 − λ)− [b1c1 +
√
b1b2c1c2Qk + b2c2] = 0, k = 1, 2, . . . ,m,

where Qk, k = 1, 2, . . . ,m, are the zeros of qm(y) = Um(y2 ) + βUm−1(
y
2 ), Um(y2 )

is the Chebyshev polynomial of degree m of the second kind with m ∈ N ∪ {−1, 0}
and

(1.3) β =

√
b2c2
b1c1

.

All Chebyshev polynomials, among Um(y) satisfies the three-term recurrence
relations:

Um+1(y) = 2yUm(y)− Um−1(y) (U−1(y) = 0, U0(y) = 1, U1(y) = 2y).

2010 Mathematics Subject Classification. 15A18, 15B05.
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Theorem 1.2. [2]. The eigenvector of B2m, in (1.1) associated with the eigenvector
λk, which is a solution of (1.2) is given by

x = [q0(Qk),−
a1 − λk
b1

p0(Qk), sq1(Qk),−s
a1 − λk
b1

p1(Qk),(1.4)

. . . , sm−1qm−1(Qk),−sm−1 a1 − λk
b1

pm−1(Qk)]
T ,

that

(1.5) s =

√
c1c2
b1b2

,

(1.6) pm(y) = Um(
y

2
),

and Qk, k = 1, 2, . . . ,m, are the zeros of

(1.7) qm(y) = Um(
y

2
) + βUm−1(

y

2
).

2. Main results

In this Section, we try to prove the following Theorem:

Theorem 2.1. Let ai ∈ R, bi > 0, ci > 0 (i = 1, 2) and β is given from (1.3).
Then roots of

(2.1) qm(x) = Um(x) + βUm−1(x)

that n = 2m of matrix Bn in (1.1) associated with:
i. We claim, it is sufficient to study β > 0 since results for β ≤ 0 gives trivially
from the following proof.
ii. When β = 1, there are m roots on [−1, 1].
iii. For some β ≤ m+1

m exist m roots on the interval [−1, 1] and m − 1 roots with

|x| < 1 for |β| > m+1
m .

iv. All roots are real-valued and antisymmetric for all β.

Proof. Theorem is proved by some details abouts continuatioun and bifurcation
discussed in [1]. �

Here we try to compute roots α for fixed β in (2.1) by companion matrix. For
fixed β we calculate roots of equation (2.1) by computing the eigenvalues of a
companion matrix CU for Chebyshev polynomials of the second kind,

(2.2) CU =



0 1
2

1
2 0 1

2
1
2 0 1

2
. . .

. . .
. . .

1
2 0 1

2

0 . . . 0 1
2 −β

2


, α = eig(CU ).

Theorem 2.2. Let ai ∈ R, bi > 0, ci > 0 (i = 1, 2) and β is given from (1.3).
Consider Bn = tridiagn(c1, a1, b1; c2, a2, b2) be tridiagonal 2-Toeplitz matrix (1.1)
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of order n = 2m (m ∈ N) and αk, 1 ≤ k ≤ m are the zeros of (2.1). Then all
eigenvalues of Bn are real, simple and are given by:
(2.3)

λk =


a1+a2

2 −
√
(a1−a2

2 )2 + b1c1 +
√
b1b2c1c2αk + b2c2, if 1 ≤ k ≤ m,

a1+a2

2 +
√
(a1−a2

2 )2 + b1c1 +
√
b1b2c1c2αk + b2c2, if m+ 1 ≤ k ≤ n.

Proof. Theorem is proved by λk in (2.3) and the relations in Theorem 1.2. �

Now we try to find the inverse matrix T−1, because the powers of even order
matrix Bn (n = 2m, m ∈ N) given in (1.1), can be found applying

(2.4) (Bn)
l = TJ lT−1, l ∈ N,

that J is the Jordan’s form of the matrix Bn, Tk, k = 1, n is the eigenvector of Bn

corresponding to eigenvalue λk, k = 1, n in (2.6),

(2.5) T = [T1, T2, . . . , Tn] and J = diag(λ1, λ2 . . . , λn).

Theorem 2.3. Consider ai ∈ R, bi > 0, ci > 0 (i = 1, 2). Then the eigenvector
Tk of B2m = tridiag2m(c1, a1, b1; c2, a2, b2) in (1.1) associated with the eigenvalues
λk in (2.3) and β is given from (1.3),

(2.6) Tk =



s0
(
U0(

αk

2 ) + βU−1(
αk

2 )
)

s0 λk−a1

b1
U0

(
αk

2

)
s1
(
U1(

αk

2 ) + βU0(
αk

2 )
)

s1 λk−a1

b1
U1

(
αk

2

)
...

sm−1
(
Um−1(

αk

2 ) + βUm−2(
αk

2 )
)

sm−1 λk−a1

b1
Um−1

(
αk

2

)


, k = 1, 2, . . . , n.

Theorem 2.4. Consider ai ∈ R, bi > 0, ci > 0 (i = 1, 2). Then the inverse of the
matrix T in (2.4) for n = 2m (m ∈ N) is shown by

(2.7) T−1 = [H1,H2, . . . ,Hn]
T ,

Hk =



tk
s0

(
U0(

αk

2 ) + βU−1(
αk

2 )
)

tk
s0

λk−a1

c1
U0

(
αk

2

)
tk
s1

(
U1(

αk

2 ) + βU0(
αk

2 )
)

tk
s1

λk−a1

c1
U1

(
αk

2

)
...

tk
sm−1

(
Um−1(

αk

2 ) + βUm−2(
αk

2 )
)

tk
sm−1

λk−a1

c1
Um−1

(
αk

2

)


,

(2.8) tk =
1

S1 + S2
, k = 1, 2, . . . , n,

that

(2.9) S1 =

m∑
i=1

(
Ui−1(

αk

2
) + βUi−2(

αk

2
)
)2
, S2 =

(λk − a1)2

b1c1

m∑
i=1

U2
i−1

(αk

2

)
,

and s, αk, λk are defined by (1.5), (2.2) and (2.3), respectively.
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Theorem 2.5. Let ai ∈ R, bi > 0, ci > 0 (i = 1, 2) and Bn = tridiagn(c1, a1, b1; c2, a2, b2)
be tridiagonal 2-Toeplitz matrix in (1.1) of order n = 2m associated with the eigen-
values λk (k = 1, n) in (2.3). Then
(2.10)

[
Bl

n

]
ij
=



∑n
k=1 λ

l
ktks

i−j
2

(
U i−1

2
(αk

2 ) + βU i−3
2
(αk

2 )
)(

U j−1
2
(αk

2 ) + βU j−3
2
(αk

2 )
)

i, j = 1, 3, 5, . . . , n− 1,∑n
k=1 λ

l
ktks

i−j
2

(λk−a1)
2

b1c1
U i−2

2
(αk

2 )U j−2
2
(αk

2 )

i, j = 2, 4, 6, . . . n,∑n
k=1 λ

l
ktks

i−j+1
2

(
U i−1

2
(αk

2 ) + βU i−3
2
(αk

2 )
)

(λk−a1)
c1

U j−2
2
(αk

2 )

i = 1, 3, 5, . . . , n− 1; j = 2, 4, 6, . . . n,∑n
k=1 λ

l
ktks

i−j−1
2

(λk−a1)
b1

U i−2
2
(αk

2 )
(
U j−1

2
(αk

2 ) + βU j−3
2
(αk

2 )
)

i = 2, 4, 6, . . . n; j = 1, 3, 5, . . . , n− 1;

for β, s, αk, λk and tk are defined by (1.3), (1.5), (2.2), (2.3) and (2.8), respec-
tively and for all l ∈ N and 1 ≤ i, j ≤ n.

Example 2.6. Let B6 = tridiag6(16, 36, 25; 1, 9, 4). Finding eigenvalues and B3
6

by the following algorithm in this paper. In the first step, we should try to find zeros
for U3(

α
2 ) + 0.1U2(

α
2 ) = 0.

This work is done by finding eigenvalues of companion matrix, thus

α1 = −1.440349746683088, α2 = 1.390287324807722, α3 = −0.049937578124635.

Now we try to find eigenvalues of B6 by (2.3):

λ =


−0.492085815181635
−2.834985553426094
−1.671315580146121
45.492085815181639
47.834985553426094
46.671315580146121

 .

Now we try to find B3
6 by (2.10):

B3
6 = 104


7.905599999 5.262500000 0.810000000 0.250000000 0.000000000 0.000000000
3.368000000 2.254500000 1.002000000 0.540000000 0.040000000 0.000000000
0.129600000 0.250500000 7.938000000 5.272500000 0.809999999 0.249999999
0.025600000 0.086400000 3.374400000 2.254500000 1.001999999 0.539999999
0.000000000 0.001600000 0.129599999 0.250499999 7.937999999 5.262499999
0.000000000 0.000000000 0.025600000 0.086399999 3.368000000 2.232900000

 .
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ON THE MUTATIVE METHOD IN MAX ALGEBRA

SEYYED MAHMOUD MANJEGANI AND HOJR SHOKOOH SALJOOGHI

Abstract. In the present paper, we introduce a new concept named mutation

defined by using determinant. We calculate the max-eigenvalue and max-
eigenvector for a nonnegative irreducible n × n matrix with the aid of the
mutation. By analogy with former methods, this one will either minimize the
long process of finding the answer or cut down the expenditure by means of

simple and clear-cut method. Besides, this method of mutation has some ways
of recognizing the reducibility and irreducibility of matrices.

Keywords: Matrix mutation; Max-eigenvalue; Max-eigenvector.

1. Introduction

One of the offshoots of linear algebra that has drawn a lot of attentions recently
is the max algebra system. The max algebra system consists of the nonnegative
real numbers R+ equipped with the operation of multiplication a ⊗ b = ab, and
maximization a ⊕ b = max{a, b}. Furthermore, the max algebra is isomorphic
to the max-plus algebra, which consists of the set R ∪ {−∞} with operations of
maximization and addition [2, 3, 4, 5].This algebra system and its isomorphic ver-
sion raise the possibility of changing the non-linear phenomena in different areas
such as parallel computation, transportation networks, timetabled programs, IT,
dynamic systems, combinatorial optimization, and mathematical physics to linear-
algebra. Furthermore, this algebra system has been used directly in areas such as
algorithm,Vetrbi, analyzing DNA and in AHP for ranking matrices In this algebra
system, there is no deduction but many of appeared problems in linear algebra like
equation systems, eigenvalue, projections, subspaces, singular value decomposition,
duality theory have developed and have reached other areas like functional analysis,
algebra topology and combinatorial optimization. One can see more about the max
algebra in [1].

Let A = [aij ] ∈ Mn(R+) be an n × n nonnegative irreducible matrix. The
weighted directed graph associated with A denoted by D(A) = (V,E), where A has
vertex set V = {1, 2, . . . , n} and edges (i, j) from i to j with weight aij if and only
if aij > 0. A circuit of length k is a sequence of k edges (i1, i2), . . . , (ik, i1), where
i1, i2, . . . , ik are distinct. This has circuit product ai1,i2 , . . . , aik,i1 with positive Kth

root as the circuit geometric mean. The maximum circuit geometric mean in D(A)
is denoted by µ(A). A circuit with circuit geometric mean equal to µ(A) is called
a critical circuit, and vertices on critical circuits are called critical vertices.

For an n × n matrix A, the conventional eigenequation for eigenvalue λ and
corresponding eigenvector x is Ax = λx. In the max algebra system the eigenequa-
tion for nonnegative matrix matrix A = [aij ] is A ⊗ x = λx, where (A ⊗ x)i =
max(aijxj), x = (x1, x2, . . . , xn)

t and λ is the maximum circuit geometric mean

2010 Mathematics Subject Classification. 15A80, 46L05.
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and is denoted by µ(A). In the max algebra µ(A) is called max-eigenvalue of A and
x is a max-eigenvector. This max-eigenvector is unique (up to scalar multiples) for
an n× n nonnegative irreducible matrix [3].

2. Mutations of a Matrix

One of the fundamental features of a matrix is its determinant. First we try to
introduce the concept of mutation with the terms of determinant. Suppose that
S = {1, 2, ..., n} is nonempty and Sn = {φ1, ..., φn} is all permutations in the set
S. Determinant of a matrix A = [aij ] can be defined by means of permutation as:

detA = |A| =
∑
σ∈sn

(σ)a1σ1, a2σ2, . . . , anσn.

But it is essential to calculate the roots of matrix determinant (A− λI), that is to
say, calculating polynomial expression of matrix A before working out the eigenvalue
and eigenvector of a matrix. To calculate the max-eigenvalue and max-eigenvector
of a matrix in the max algebra system, there is no need to calculate the polynomial
expression of a matrix, because the max algebra system is slightly different from
linear algebra. The concept of mutation will be used in working out these values
that has been introduced by matrix determinant and in this case the relationship
between usual linear algebra and max algebra system has been determined much
well.

Definition 2.1. Suppose that A = [aij ] is an n × n matrix. Each factor of
a1σ1, a2σ2, . . . , anσn that has been used in the determinant of matrix A is a mu-
tation. If all factors in a mutation are of elements other than main diagonal, the
mutation is major and otherwise it is minor.

Example 2.2. Consider the following n× n matrix

A =

1 2 3
4 5 6
7 8 9

 ,

then we have

detA = 1 · 5 · 9− 1 · 6 · 8− 2 · 4 · 9 + 2 · 6 · 7 + 3 · 4 · 8− 3 · 5 · 7 ,

where 3 ·4 ·8 and 2 ·6 ·7 are major mutations and other terms are minor mutations.

Recall that, a matrix A ∈ Mn(R+) is reducible if either n = 1 and A = 0 or if
n ≥ 2, there is a permutation matrix p ∈ Mn, and there is an integer number r
with 1 ≤ r ≤ n− 1 such that

PTAP =

(
B C
o D

)
,

where B ∈ Mr(R+), D ∈ Mn−r(R+), C ∈ Mn−r(R+), and 0 ∈ Mn−r,r(R) is a
zero matrix. A matrix A ∈ Mn is said to be irreducible if it is not reducible. The
following theorem is our first result.

Theorem 2.3. Let A ∈Mn×n(n ≥ 2) be a nonnegative matrix, then A is reducible
if only if at least n− 1 elements of aijaji in major mutations are zero.
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Example 2.4. Let

A =

1 0 0
4 2 6
5 0 3

 .

detA = 1 · 2 · 3− 1 · 6 · 0 + 0 · 4 · 3− 0 · 6 · 5 + 0 · 4 · 0− 2 · 2 · 5 ,
since the product of three elements a12a21, a13a31, a32a23, are zero the matrix is
reducible.

Now, we are in position to introduce our mutative algorithm for calculating
µ(A) and x. In [3], introduced the power method algorithm to compute µ(A) and
max-eigenvector x.

Lemma 2.5. Let A be an n × n nonnegative matrix then a portion of mutation
that has no elements of principal diagonal contain a circuit.

Proof. Let α be such portion of a mutation of matrix A. Then it is contain elements
ai1i2, ai2i3, . . . , aiki1. Thus by definition of circuit, α has one circle. �
Corollary 2.6. Let A be an n×n nonnegative matrix. Then major mutations are
the circuit.

Theorem 2.7 (Main Theorem). Let A be an n× n nonnegative irreducible ma-
trix, then µ(A) is equal the maximum Kth-root of a portion in mutation that formed
a circuit, where k is the number of elements in circuit of mutation, that is

µ(A) = max
{

k
√

Πaij ; 1 ≤ i, j ≤ n
}
.

For matrix A in the following example, max-eigenvalue and max-eigenvector are
computed with power method algorithm in [3]. We try to calculate them by our
method.

Example 2.8. Let

A =

 0 e3 0
e2 0 e
e e2 e2

 .

detA = 0 · 0 · e2 − 0 · e · e2 − e3 · e2 · e2 + e3 · e · e+ 0 · e2 · e2 + 0 · 0 · e .
Since the product of two elements a12a21, a23a32, are non zero then the matrix is
irreducible. By main theorem,

µ(A) = max{ 3
√
e3 · e2 · e2, 2

√
e3 · e2} = 2

√
e5.

To calculate max-eigenvector x for an irreducible nonnegative matrixA = [aij ]
in the max algebra system, by properties of max algebra and setting

A∗ = [a∗ij ],

where

a∗ij =

{
aij , aij is an element in the row which appear in the mutation that make µ(A),
0, otherwise,

we have A∗x = µ(A)x. Thus, we can simply obtain max-eigenvalue and max-
eigenvector of A. For matrix A in the above example, we have

A∗ =

 0 e3 0
e2 0 0
0 e2 0

 .
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Let x = (x1, x2, x3)
T be the max-eigenvector for A corresponding to µ(A). Then 0 e3 0
e2 0 0
0 e2 0

 (x1, x2, x3)
T =

2
√
e5(x1, x2, x3)

T .

Therefore, (
x1 x2 x3

)
= (e

1
2 , e0, e

−1
2 ) .

Acknowledgment

This work was supported by the Department of Mathematical Sciences at Isfahan
University of Technology, Iran.

References

[1] R.B. Bapat, A max version of the Perron-Frobenius theorem, Linear Algebra Appl. 275-276

(1998) 3-18.
[2] R.B. Bapat,D.P. Stanford, P. van den Driessche, Pattern properties and spectral inequalities

in max algebra, SIAM J. of Matrix Analysis and Applications 16 (1995) 964-976.
[3] L. Esner, P. Van Driessche, On the power method in max algebra, Linear Algebra Appl.

302-303 (1999) 17-32.
[4] L. Esner, P. Van Driessche, Modifying the method in max algebra, Linear Algebra Appl.

332-385 (2001) 3-13.
[5] H. Shokoh Saljooghi, Spectral Properties of Matrix Polynomias in the Max Algebra [master

thesis], Shahid Bahonar University of Kerman, 2012.

Department of Mathematical Sciences, Isfahan University of Technology Isfahan,
Iran, 84156-83111

E-mail address: manjgani@cc.iut.ac.ir

Department of Mathematical Sciences, Isfahan University of Technology Isfahan,
Iran, 84156-83111

E-mail address: h.shokooh@math.iut.ac.ir



The 9th Seminar on Linear Algebra and its Applications

July 5-6, 2017, University of Tabriz, Tabriz, Iran

PARAMETERIZATION OF FEEDBACK MATRIX IN

TIME-DELAY SYSTEMS

NARGES TAHMASBI AND HOJJAT AHSANI TEHRANI

Abstract. In this paper, we obtain a state feedback matrix by elementary
similarity operations such that the eigenvalues of the closed-loop system lie in

the self-conjugate eigenvalue spectrum Λ by a parametric matrix. The main
idea is a convert the discrete-time delay linear system into the standard system
without delay. For stabilization discrete-time delay systems, it is necessary to

place all the eigenvalues of the closed- loop systems in unit circle.

Keywords: Parameterization; State feedback matrix; Time-delay.

1. Introduction

Parameterization using state feedback controls the assignment of eigenvalues in
recent decades has been the subject of many investigations. Different methods of
parametric eigenvalue assignment for systems have been proposed in [1]-[4]. Kar-
bassi and Bell in [4] introduced a new method for feedback controller parameteri-
zation. They have shown that by using a simple algorithm based vectors derived
from primary functions and properties, constants Kronecker, a group of paramet-
ric controllers, linear parameters can be produced. Location parameter can be
achieved using Graph model [3]. In this research, with expansion method Karbassi
and Bell, a general framework to obtain the controller parameters using a nonlinear
parameters build [1].

2. Problem statement

Consider a linear time-delay system defined by the state equation

(2.1) xi+1 =

p∑
k=0

Akxi−k +

q∑
k=0

Bkui−k,

where x ∈ Rn is the state vector, u ∈ Rm is the input vector and the matrices
Ai ∈ Rn×n and Bi ∈ Rn×m. respectively, with rank(Bi) = m.
by definition state vector such as

(2.2) Xi+1 =
[
xi+1 xi · · · xi−(p−1) ui ui−1 · · · uk−(i−1)

]T
.

The system (2.1) with p delays in state and q delays in input vector can be rewriten
as a standard system

Xi+1 = AXi +Bui,(2.3)

where X ∈ Rñ, ñ = n(p+ 1) +mq.

We define control low as ui = KXi, where K is a feedback gain. Therefore, the
system (2.1) changes to a standard closed-loop system Xi+1 = ΓXi.

Speaker: Narges Tahmasbi.
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The aim of eigenvalue assignment is to design a state feedback controller K, pro-
ducing a closed-loop system with a satisfactory response by shifting controllable
poles from undesirable to desirable locations(Λ).

3. Main results

Consider the state transformation Xi = TX̃i, where T can be obtained by ele-
mentary similarity operations as described in [4]. By replace that in equation (2.3)
we have

(3.1) X̃i+1 = T−1ATX̃i + T−1Bũi,

In this way, Ã = T−1AT and B̃ = T−1B are in a compact canonical form known
as vector companion form:

(3.2) Ã =

[
G0

Iñ−m , Oñ−m,m

]
, B̃ =

[
B0

Oñ−m,m

]
Here G0 is a m × ñ matrix and B0 is an m ×m upper triangular matrix. Note
that if the Kronecker invariants of the pair (A,B) are regular, then Ã and B̃ are
always in the above form [4].
The state feedback matrix which assigns all the eigenvalues to zero, for the trans-
formed pair (Ã, B̃) , is then chosen as

(3.3) u = −B−1
0 G0X̃ = F̃pX̃, Fp = F̃pT

−1.

The transformed closed-loop matrix Γ̃0 = Ã + B̃F̃p assumes a compact Jordan
form with zero eigenvalues

(3.4) Γ̃0 =

[
Om,ñ

Iñ−m , Oñ−m,m

]
.

Theorem 3.1. [4] Let Ãλ be any matrix in companion form, i.e.,

(3.5) Ãλ =

[
Gλ

Iñ−m , Oñ−m,m

]
.

with the eigenvalue spectrum Λ = {λ1, λ2, . . . λñ}, a set of self conjugate eigenval-

ues. Then K̃ = B0
−1(−G0 +Gλ).

The above theorem leads to a general framework for obtaining the parametric
controllers in general. Thus, let

(3.6) det(Ãλ − λI) = Pñ(λ) = 0,

where

(3.7) Pn(λ) = (−1)ñ(λñ + C1λ
ñ−1 + · · ·+ Cñ−1λ+ Cñ),

is the characteristic polynomial of the closed-loop system. Since it is required that
the zeros of this polynomial lie in the set Λ = {λ1, λ2, . . . , λñ}, it is clear that
(3.8) Pñ(λ) = (−1)ñ(λ− λ1)(λ− λ2) · · · (λ− λñ).
By equating these two equations the coefficients Ci, (i = 1, 2, · · · , ñ) can be ob-
tained as follows:

(3.9)



C1 = −
ñ∑

i=1

λi

C2 =
ñ∑

i=1

ñ∑
j=0 j ̸=i

λiλj

.

.

.

Cñ = (−1)ñ
ñ
Π

i=1
λi.
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Now by direct computation of det(Ãλ − λI) in parametric form and equating
the coefficients of the characteristic polynomial with (3.9), the following nonlinear
system of equations is obtained:

(3.10)



f1(g11, g12, . . . , g1ñ, g21, . . . , g2ñ, . . . , gm1, gm2, . . . , gmñ) = C1

f2(g11, g12, . . . , g1ñ, g21, . . . , g2ñ, . . . , gm1, gm2, . . . , gmñ) = C2

.

..
.
..

fn(g11, g12, . . . , g1ñ, g21, . . . , g2ñ, . . . , gm1, gm2, . . . , gmñ) = Cñ,

where gij , (i = 1, . . . ,m, j = 1, . . . , ñ), are the elements of Gλ:

(3.11) Gλ =


g11 g12 . . . g1ñ
.
.
.

.

.

.
.
.
.

.

.

.
gm1 gm2 . . . gmñ

 .

In this way, a nonlinear system of ñ equations with ñ×m unknowns is obtained.
By choosing N = ñ(m − 1) unknowns arbitrarily it is then possible to solve the
system.

4. Numerical Example

Example 4.1. Consider a discrete-time linear system with delay in input vector

xk+1 =

[
0.9512 0

0 0.9048

]
xk +

[
4.8770 4.8770

0 0

]
uk +

[
0 0

−1.1895 3.5890

]
uk−1

It is desired to obtion parametric state feedback controllers which assigen the eigen-
value Λ = {0.1,−0.1, 0.5,−0.5} to the closed-loop system. first we convert this sys-

tem to (2.3), then the transformed pair (Ã, B̃) in vector companion from and the
corresponding transformation matrix are

Ã =

 0.9055 0.1345 0 0
0.0002 0.9505 0 0

1 0 0 0
0 1 0 0

 , B̃ =

 1 0
0 1
0 0
0 0


and

K =

[
−0.2470 0.2954 −0.3351 1.1697
−0.0255 −0.0851 0.1126 −0.3922

]
,

with norm 1.3428. Now, let us consider

Ãλ =


g11 g12 g13 g14
g21 g22 g23 g24
1 0 0 0
0 1 0 0

 ,

therefore, of eqation (3.7) we have:

det(Ãλ − λI) = P4(λ) = (λ4 − 0.26λ2 + 0.0025).

By equating the coefficients of equations (3.9) and (3.10) we obtain the nonlinear
system of 4 equations with 8 unknowns. If we choose g13 = −g24 and g23 = −g21 =
1, then we will obtion

(4.1) Gλ =

[
g11 2g11g24 − g224 − 0.0025 −g24 −0.0025− g224
−1 −g11 1 g24

]
.

The nonlinear parametric controller matrix K = B−1
0 (−G0 +Gλ)T

−1. For exam-
ple, with g24 = 0, have

K1 =

[
−0.0014 0.2977 −0.3914 −0.1303
−0.0014 −0.0843 −0.9936 −1.4512

]
,
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with norm 1.3694, the following can be the state feedback matrix obtained so that
has minimum norms. Therefore, we assume:

K = B0
−1

(−G0 + Gλ)T
−1

=

[
k11 k12 k13 k14

k21 k22 k23 k24

]
=

(4.2) 0.154g11 + 0.051g12 + 0.162g13 + 0.0537g14 − 0.15 0.154g11 + 0.051g12 + 0.162g13 + 0.0537g14 − 0.05
0.189g21 − 0.189g11 − 0.209g13 + 0.209g14 + 0.17 0.189g21 − 0.189g21 − 0.209g13 + 0.209g14 − 0.17
0.249g11 − 0.249g12 − 0.79g13 − 0.262g14 − 0.23 0.249g21 − 0.249g22 − 0.79g23 − 0.262g24 + 0.26
0.751g12 − 0.751g11 − 0.79g13 − 0.262g14 + 0.68 0.751g22 − 0.751g21 − 0.79g23 − 0.262g24 − 0.68


T

With the help of equations (3.10) and (4.2) we are defining the optimization prob-
lem as follows:

Minimize

2∑
i=1

4∑
Ji=1

Kij

s.t.


−(g11 + g22) = 0

g11g24 − g12g23 + g13g22 − g14g21 = 0

−g13 − g24 + g11g22 − g12g21 = −0.26

g13g24 − g14g23 = 0.0025

The purpose of solving this problem, find the unknown parameters so that in ad-
dition assigen the eigenvalue Λ to the closed-loop system, norm feedback matrix is
also minimized.
With the help of iterative methods for nonlinear programming problems such as
Levenberg-Marquart Method with initial point x0 = {0, 0, 0, 0, 0, 0, 0, 0}T , we have

K3 =

[
−0.1287 0.1055 −0.3704 0.4442

−0.0787 −0.1144 0.2181 −0.4741

]
,

with norm 0.8086.

5. Conclusion

In this paper, we compute a parametric matrix state feedback of linear systems
with delay. We first by definig an augmented vector, time-delay systems changed
to standard systems, then by elementary similarity opearations obtain nonlinear
parametric feedback matrix minimun norm, therefore the energy or cost input for
u = Kx the substantially reduced.
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NORM MINIMIZATION CONTROLLER IN FRACTIONAL

SYSTEMS WITH DELAY
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Abstract. This paper presents a method for control fractional-order system
with time-delay. The main idea is a convert the fractional system with time-

delay to system without delay with define an augmented vector. Then by
similarity transformations and using the closed-loop matrix graph, we find the
parametric state feedback matrix. Finally we get the the controlled optimal
matrix with minimum norm.

Keywords: Fractional; State feedback; Norm; Eigenvalue Assignment.

1. Introduction

Kouvaritakis and Cameron [3] considered controllers with dyadic structure which
could be used to relocate one real pole or a complex conjugate pair of poles. All
available degrees of freedom were utilised in minimizing the Frobenius norm of the
controller matrix. In the case of real eigenvalue assignment, an explicit expression
was given for the feedback law; the control in the case of complex pair assignment
was calculated following the numerical solution of a quartic equation.
Minimization of the norm of feedback controllers has received considerable attention
in recent years by many authors. It is well established that the norm of the feedback
matrix should be kept as small as possible, i.e., minimum, in order to improve the
transient response of the closed-loop system. However, these two objectives are
conflicting and each require different numerical treatment. Indeed, a parameterized
state feedback controller is needed for a constructive investigation into these aspects
of the work. An important advantage of this latter method is its linearity in its
parameters which makes it attractive for mathematical operations.

2. Problem statement

Consider the fractional discrete-time linear system described by

(2.1) ∆αxk+1 = Axk +Buk,

where α is the fractional-order which 0 < α ≤ 1, xk ∈ Rn is the state vector,
uk ∈ Rm is the input vector. It is assuemed that A ∈ Rn×n is open-loop matrix
and B ∈ Rn×m is input matrix with rank(B) = m and 1 ≤ m ≤ n. Also x0 is a
nonzero defnite vector. Fractional order derivative α in (2.1) is defned by [4]

(2.2) ∆αxk =

k+1∑
i=0

(−1)i
(
α

i

)
xk−i,

2010 Mathematics Subject Classification. 34A08, 93B52, 15A60.
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using the defnition (2.2) we can write the equation (2.1) in the form

(2.3) xk+1 +

k+1∑
i=1

(−1)i
(
α

i

)
xk−i+1 = Axk +Buk.

With difine ci = (−1)i
(

α
i+1

)
for i ∈ N we have:

(2.4) xk+1 = Aαxk +

k+1∑
i=1

cixk−i +Buk, Aα = A+ αI.

And, it is assumed that i is bounded by natural number k + 1. this system is
system with unlimited delays. By definition the sequence ci converges to zero.
Getting ci = 0 for i > h (greater h is better) the system (2.4) will be a time delay
system with h delays

(2.5) xk+1 = Aαxk +

h∑
i=1

cixk−i +Buk.

Note that the system (2.6) describes an discrete-time linear system with h delays
and can be rewriten as a standard system

(2.6) Xk+1 = ĀXk + B̄Uk,

where

(2.7) Xk =
[
xk xk−1 xk−2 · · · xk−h

]T ∈ Rñ, Uk = uk, ñ = n(h+ 1)

Now, consider the fractional discrete-time linear system with time-delay described
by

(2.8) ∆αxk+1 =

p∑
i=0

Aixk−i +

q∑
i=0

Biuk−i,

with using transformations (2.7), can be system (2.8) with p + h delays in state
and q delays in input vector can be rewriten as a standard system

Xk+1 = AXk +Buk.(2.9)

We define control low as uk = FXk, Where F is a feedback gain. Therefor, the
system (2.9) changes to a standard closed-loop system Xk+1 = (Γ = A + BF )Xk.
In this paper we determined the state feedback matrix F , In addition to being the
at the eigenvalues of the closed-loop system Γ lie in the self-conjugate eigenvalue
spectrum Λ = {λ1, λ2, . . . λñ} also, have norm minimum.
Consider the state transformation

Xk = TX̃k,(2.10)

where T can be obtained by elementary similarity operations as described in [1].
By replace (2.10) in equation (2.9) we have

X̃k+1 = T−1ATX̃k + T−1Bũk,(2.11)

in this way, Ã = T−1AT and B̃ = T−1B are in a compact canonical form known
as vector companion form:

Ã =

[
G0

Iñ−m , Oñ−m,m

]
, B̃ =

[
B0

Oñ−m,m

]
(2.12)

The transformed closed-loop matrix Γ̃ = Ã + B̃F̃p assumes a compact Jordan
form with zero eigenvalues. It is from this form that the state feedback matrix,
which assigns a set of arbitrary eigenvalues to the system and also the location
of parameters, can be obtained. The controller matrix F̃p is then modified by
adding a diagonal matrix D = {λ1, λ2, . . . λñ} for an arbitrary set of self-conjugate
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eigenvalues Γ̃ to as defined in [1]. Then the closed-loop system matrix Ã + B̃F̃p

becomes Ṽp = (Ã+ B̃F̃p)+D. Simple elementary similarity operations can be used

to obtion the matrix Ãλ form Ṽp such that

Ãλ =

[
Gλ

Iñ−m , Oñ−m,m

]
,(2.13)

where Gλ is the first m× ñ sub-matrix of Ãλ. Obviously, Ãλ possesses the desired
set of eigenvalues and is in the same canonical form as Ã.
Thus, the primary feedback matrix which gives rise to the assignment of eigenvalues
becomes F̃1 = F̃p +B0

−1Gλ = B0
−1(−G0 +Gλ).

3. Main result

The parametric feedback matrix is defined as

(3.1) F = F1 + Fα, Fα = B0
−1GαT

−1,

where Gα is an m × n matrix containing free parameters only. The simplest way
to locate the parameters is the method of state transition graph[2] applied to the
compact Jordan form. Therefore, the parametric feedback matrix F is then

(3.2) F = F1 + V HW.

The Frobenius norm of F is then

(3.3) ∥F∥2 =

m∑
i=1

n∑
j=1

(Fij)
2,

in minimizing the norm, we must have

(3.4)
∂∥ F ∥2

∂hsr
= 0 ∀ s ≤ m, r ≤ n

differentiating ∥ F ∥2 with respect to each hsr yields

(3.5) V TF1W
T + V TV HWWT = 0.

Thus, by defining

(3.6)

{
P = V TV, Q = WWT

C = V TF1W
T , H = −P−1CQ−1.

4. Numerical Example

Example 4.1. Consider a fractional-order linear system with delay in state and
input vector

∆0.5xk+1 =

[
1 1
0 2

]
xk +

[
2 0
−1 2

]
xk−1 +

[
1 0
1 1

]
uk +

[
3 4
2 1

]
uk−1 +

[
−2 3
0 1

]
uk−2,

where h = 3. then ñ = n(max(h, p) + 1) +mq = 12. We find feedback matrix F
which the eigenvalues of the closed-loop system assign in spectrum

{0, 0.1, 0.2, 0.3, 0.4, 0.5,−0.1,−0.2,−0.3,−0.4,−0.5,−0.6}.

This system unstable, for stability system, state feedback matrix which assign all
the eigenvalues of the closed-loop system is found to be:

F =

[
−1.0530 −0.0154 −1.3826 1.5363 −0.0324 0.0131 −0.0189 0.0131 1.4928 1.1209 0.4830 0.2316
0.6325 −0.4103 0.5098 −0.4917 0.0180 −0.0094 0.0074 −0.0034 −0.5007 −0.6449 −0.1920 0.1282

]
,
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With norm 3.3083. Either [g12, g14, g16, g18, g110, g112] is the effective parameters
which produce parametric feedback matrix:

Gα =

[
0 −1.8006 0 −3.1885 0 −3.5617 0 −1.3316 0 −0.8717 0 −0.1631
0 0 0 0 0 0 0 0 0 0 0 0

]
,

therefore

F1 =

[
−0.2813 −0.6146 −0.1826 −0.0685 −0.0612 −0.1079 0.0433 −0.0940 0.1219 −0.0804 0.0203 −0.0380
0.6325 −0.4103 0.5098 −0.4917 0.0180 −0.0094 0.0074 −0.0034 −0.5007 −0.6449 −0.1920 0.1282

]
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Figure 1. State response in example 2

with the Frobenius norm 1.5279. The system response and compares the state
variables with minimum norm shown in Fig. 1. As you can see, system of this
example from initial value x0 = [−3, 3, 5,−3, 2, 4,−2,−4, 2, 4, 6,−3]T is practically
stable.

5. Conclusion

We presented the method [?], matrix feedback parameter in linear fractional
systems with time delays such that all eigenvalues of matrix closed-loop found in
the area of sustainability are in unit circle as well as the parameters of matrix norms
have been able to significantly reduce the state feedback, Therefore, the energy or
cost input uk = Fxk the substantially reduced.
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EFRON-STEIN INEQUALITY FOR OPERATOR-VALUED

RANDOM MATRICES

ALI TALEBI AND MOHAMMAD SAL MOSLEHIAN

Abstract. The main purpose of the paper is to state a version of the Efron–
Stein inequality for operator-valued random matrices.

Keywords: Efron–Stein inequality; Random matrix; Non-commutative probability.

1. Introduction

Assume that Z = f (X1, X2, . . . , Xn) is a symmetric function of independent
random variables X1, X2, . . . , Xn in a probability space (Ω, F, P ). Efron and Stein
proved that

var(Z) ≤ 1

2

n∑
j=1

E
[(
Z − Z ′

j

)2]
,

where Y1, Y2, . . . , Yn are independent copies of X1, X2, . . . , Xn, respectively, and
Z ′
j = f (X1, . . . , Yj , . . . , Xn).
Recently, Paulin et al. [2] established new Efron–Stein inequalities that describe

the concentration properties of a matrix-valued function of independent random
variables. We present a operator-value matrix version of Efron–Stein inequality in
the main theorem.
In the sequel, (M, τ) denotes a non-commutative probability space, that is, a von
Neumann algebraM equipped with a normal faithful finite trace τ with τ(1) = 1,
where 1 stands for the identity of M. We denote the self-adjoint elements of
M by Msa. For 1 ≤ p < ∞ the Banach space Lp(M) is the completion of M
with respect to the p-norm ∥x∥p := τ(|x|p)1/p. The elements of L1 (M) are called
(noncommutative) random variables. [1, 4, 5].
Let x be a normal random variable and ex be the unique spectral measure on
the Borel subsets B(C) of C. We use the notation W ∗(x) for the von Neumann
subalgebra W ∗ ({ex(B) : B ∈ B(C)}) ofM.
If N is a von Neumann subalgebra ofM, then there exists a map EN :M−→ N ,
which satisfies the following properties:

(i) EN is normal positive contractive projection fromM onto N ;
(ii) EN (axb) = aEN (x)b for every x ∈M and a, b ∈ N ;
(iii) τ ◦ EN = τ .

It is known that EN can be extended to a contractive positive projection, denoted
by the same EN , from Lp(M) onto Lp(N ), named the conditional expectation with
respect toN . The reader is referred to [1] for more information on non-commutative
probability spaces.
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Let d ∈ N and Md(C)⊗M ∼= Md(M) be the d× d matrices

X =


X11 X12 . . . x1d
X21 X22 . . . X2d

·
Xd1 Xd2 . . . Xdd


with entires inM. Then the trace τ is defined by

τ (X) := τ
(
tr(X)

)
:=

1

d

d∑
i=1

τ(Xii),

is a normalized normal faithful finite trace on Md(M), where tr = 1
d tr.

Similarly, letMd(N ) denote the subalgebra of d×dmatrices with entires inN . Then
Md(N ) is a von Neumann algebra of Md(M) and the corresponding conditional
expectation E = IMd

⊗ EN is given by E (X) = (EN (Xij))d×d . Note that τ(X) is

defined by (τ (Xij))d×d.

2. Main results

The notion of independence is one of the main notions in the classical probability
and noncommutative probability setting. However, there are more noncommutative
notions of independence [3] such as the tensor independence and the free indepen-
dence. We said von Neumann subalgebras Aj (1 ≤ j ≤ n) to be tensor independent
if

τ

(
m∏
i=1

(
n∏

k=1

aki

))
=

n∏
k=1

τ

(
m∏
i=1

aki

)
,

whenever akj ∈ Ak (1 ≤ j ≤ m; 1 ≤ k ≤ n; m ∈ N);
and the Aj (1 ≤ j ≤ n) to be free independent if

τ (a1a2 . . . am) = 0,

whenever ak ∈ Aik , i1 ̸= i2 ̸= . . . ̸= im and τ(ak) = 0 for all k.

Theorem 2.1 (Operator-valued matrix Efron–Stein inequality). Let Aj be a se-
quence of either freely independent or tensor independent von Neumann subalge-
bras of (Md(M), τ) and Aj ∈ L1(Aj) (1 ≤ j ≤ n) be self-adjoint matrices and let
F : L1 (Md(M))sa × . . . × L1 (Md(M))sa −→ L1 (Md(M))sa be an arbitrary func-
tion.
Let B = F (A1, . . . , An) and B(j) = F

(
A1, . . . , Aj−1, A

′
j , Aj+1, . . . , An

)
be such

that τ
(
BB(j)

)
≤ ∥Ej (B) ∥22 and τ

(
(B(j))2

)
≥ τ

(
B2
)
for all j = 1, 2, . . . , n,

where A′
1, A

′
2, . . . , A

′
n ∈ L1 (Md(M))sa and Ej denotes the conditional expectation

of Md(M) with respect to Aj. Then the inequality

τ
(
tr
(
(B − τ (B))

2
))
≤ 1

2
τ

tr

 n∑
j=1

(
B −B(j)

)2 ,

holds.

Applying Theorem 2.1, we now deduce a version of the Efron–Stein inequality
for random matrices. Assume that (X1, X2, . . . , Xn) is a random vector of mutually
independent random variables on a probability space (Ω, F, P ).
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Let F : Rn −→ Hd be a bounded measurable function, where Hd denotes the
space of the d× d Hermitian matrices in Md (C). Set the random matrix

Y := Y (X1, X2, . . . , Xn) := F (X1, X2, . . . , Xn)− EF (X1, X2, . . . , Xn) .

Now suppose that X ′
1, X

′
2, . . . , X

′
n are independent copies of X1, X2, . . . , Xn. Con-

sider the random vectors (
X1, . . . , X

′
j , . . . , Xn

)
.

Construct the random matrices

Y(j) := Y(j)
(
X1, . . . , X

′
j , . . . , Xn

)
:= F

(
X1, . . . , X

′
j , . . . , Xn

)
− EF (X1, X2, . . . , Xn) .

With the above notations, the matrix Efron–Stein inequality reads as follows.

Corollary 2.2 (Matrix Efron–Stein inequality). The inequality

E ∥Y∥22 ≤
1

2
E

∥∥∥∥∥∥
n∑

j=1

(
Y−Y(j)

)2∥∥∥∥∥∥
1

,

holds, where ∥.∥p denote the Schatten p-norm.
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Abstract. In this paper, based on a maximal inequality type result from a
paper of Cuculescu we establish a noncommutative maximal inequality, named

Etemadi inequality.

Keywords: Noncommutative probability space; Trace; Noncommutative Etemadi
inequality; Weakly fully independent.

1. Introduction

One of important types of probability inequalities relates tail probabilities for the
maximal partial sum of independent random variables such as Etemadi inequalities.

In [2], Etemadi established that if X1, X2, . . . , Xn are independent random vari-
ables defined on a probability space (Ω,F ,P), then

P

(
max

1≤k≤n

∣∣∣∣∣
k∑

i=1

Xi

∣∣∣∣∣ ≥ 3t

)
≤ 3 max

1≤k≤n
P

(∣∣∣∣∣
k∑

i=1

Xi

∣∣∣∣∣ ≥ t
)

for any positive real number t > 0.
One of the major problems occurring in the noncommutative probability theory

concerns with the extensions of classical inequalities to the noncommutative setup.
A von Neumann algebra M on a Hilbert space H with the unit element 1

equipped with a normal faithful tracial state τ : M → C is called a noncommuta-
tive probability space. The elements of M are called (non-commutative) random
variables. We denote by ≤ the usual order on the self-adjoint part Msa of M. For
each self-adjoint operator a ∈ M, there exists a unique spectral measure E as a
σ-additive mapping with respect to the strong operator topology from the Borel
σ-algebra B(R) of R into the set of all orthogonal projections such that for every
Borel function f : σ(a) → C the operator f(x) is defined by f(a) =

∫
f(λ)dE(λ),

in particular, 1B(a) =
∫
B
dE(λ) = E(B).

For p ≥ 1, the noncommutative Lp-space Lp(M) is defined as the completion of

M with respect to the Lp-norm ∥a∥p := (τ(|a|p))1/p. Further, for a positive element
a ∈M, it holds that

∥a∥pp =

∫ ∞

0

ptp−1τ(1[t,∞)(a))dt.(1.1)

For further information we refer the reader to [4, 3] and references therein.
Let P be the lattice of projections of M. Set p⊥ = 1 − p for p ∈ P. For a

collection of projections (pλ)λ∈Λ ⊆ P, we denote by ∨λ∈Λpλ (resp., ∧λ∈Λpλ) the
projection from H onto the closed subspace generated by pλ(H) (resp. onto the

subspace ∩λ∈Λp(H)). Consequently, (∨λ∈Λpλ)
⊥
= ∧λ∈Λp

⊥
λ . Two projections p and
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q are called equivalent if there exists a partial isometry v ∈ M such that v∗v = p
and vv∗ = q. In this case, we write p ∼ q. If p is equivalent to a projection q1 ≤ q,
we write p ≺ q. We need the following elementary properties of projections (see
[5]).

Lemma 1.1. Let p and q be two projection of M. Then
(i) p ∨ q − q ∼ p− p ∧ q.
(ii) If p ∧ q = 0 then p ≺ q⊥
(iii) If p and q are equivalent projections in M then τ(p) = τ(q).
(iv) If (pλ)λ∈Λ is a family of projections in M then τ (∨λ∈Λpλ) ≤

∑
λ∈Λ τ(pλ).

Our appraoches need several essential operator algebra techniques. Employing
Cuculescu’s approach [1] we establish some noncommutative maximal inequalities
such as Hajek–Renyi and Kolmogorov inequality.

2. Main results

We say a sequence (xk)
n
k=1 is weakly fully independent if for any 1 < j < n the

subalgebras W ∗ (x1, . . . , xj−1) and W
∗ (xj , . . . , xn) are independent, where W ∗(A)

denotes the von Neumann algebra generated by the spectral projections of the real
and imaginary parts of any member of A ⊂M.
To establish a noncommutative version of the Etemadi inequality we need the fol-
lowing simple lemma.

Lemma 2.1. Let p, q and r be projections in M satisfying p ≤ q and p ≤ r. Then
τ(p) ≤ τ (qr).
In particular, for arbitrary projections p, q it holds that τ (p ∧ q) ≤ τ(pq).

Proof.

τ(p) = τ
(
p

1
2 pp

1
2

)
≤ τ

(
p

1
2 rp

1
2

)
= τ

(
r

1
2 pr

1
2

)
≤ τ (qr) .

�
Theorem 2.2 (Noncommutative Etemadi inequality). Let a1, a2, . . . , an be weakly
fully independent self-adjoint random variables in M such that sksn = snsk, where

sk =
∑k

j=1 aj for all 1 ≤ k ≤ n. Then for every α > 0 there exists a projection q
in M such that

τ(q) ≤ 2τ
(
1[α,∞) (|sn|)

)
+ max

1≤k≤n
τ
(
1[α,∞) (|sk|)

)
≤ 3 max

1≤k≤n
τ
(
1[α,∞) (|sk|)

)
.

τ(1− p) ≤ τ
(
1[0,3α)(|a1|)

)
.

Remark 2.3. Notice that the projection q in the previous theorem is nonzero pro-
vided that τ

(
1[3α,∞) (|sk|)

)
̸= 0 for some 1 ≤ k ≤ n.

Remark 2.4. From the Etemadi’s inequality, we may conclude that(
1− max

1≤k≤n
τ
(
1(2α,∞) (|sn − sk|)

))
τ(q) ≤ τ

(
1(α,∞) (|sn|)

)
and hence

τ(q) ≤
τ
(
1(α,∞) (|sn|)

)
1−max1≤k≤n τ

(
1(2α,∞) (|sn − sk|)

)
provided that max1≤k≤n τ

(
1(2α,∞) (|sn − sk|)

)
̸= 1.
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Corollary 2.5. Let X1, X2, . . . , Xn be independent random variables. If t > 0 is
an arbitrary positive real number, then

P

(
max

1≤k≤n

∣∣∣∣∣
k∑

i=1

Xi

∣∣∣∣∣ ≥ 3t

)
≤ 3 max

1≤k≤n
P

(∣∣∣∣∣
k∑

i=1

Xi

∣∣∣∣∣ ≥ t
)
.
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ON THE SOLUTIONS OF OPERATOR EQUATIONS

BXA = B = AXB VIA ∗-ORDER

MAHDI VOSOUGH AND MOHAMMAD SAL MOSLEHIAN

Abstract. In this paper, we establish some necessary and sufficient conditions
for the existence of solutions to the system of operator equations BXA =
B = AXB in the setting of bounded linear operators on a Hilbert space,

where the unknown operator X is called the inverse of A along B. After
that, under some mild conditions we prove that an operator X is a solution of

BXA = B = AXB if and only if B
∗
≤ AXA, where the ∗-order C

∗
≤ D means

CC∗ = DC∗, C∗C = C∗D. Moreover we present the general solution of the
above equation.

Keywords: Moore–Penrose inverse; Operator equations.

1. Introduction

Throughout the paper, H and K are complex Hilbert spaces. An operator A ∈
B(H ) is a generalized projection ifA2 = A∗. Let S (H ),Q(H ),OP(H ),G P(H )
be set of all self-adjoint operators on H , the set of all idempotents, the set of or-
thogonal projections and the set of all generalized projections on H , respectively.
For A ∈ B(H ,K ), let R(A) and N (A) be the range and the null space of A,
respectively. The projection corresponding to a closed subspace M of H is de-
noted by PM . The symbol A− stands for an arbitrary generalized inner inverse of
A, that is, an operator A− satisfying AA−A = A. The Moore–Penrose inverse of a
closed range operator A is the unique operator A† ∈ B(H ) satisfying the following
equations

AA†A = A, A†AA† = A†, (AA†)∗ = AA†, (A†A)∗ = A†A.

Then A∗AA† = A∗ = A†AA∗ see [2]. For A,B ∈ S (H ), A ≤ B means B−A ≥ 0.
The order ≤ is said to be the Löwner order on S (H ). If there exists C ∈ S (H )
such that AC = 0 and A + C = B, then we write A ≼ B. The order ≼ is said to

be the logic order on S (H ) see [5, 4]. For A,B ∈ B(H ), let A
∗
≤ B mean

AA∗ = BA∗, A∗A = A∗B.(1.1)

It is known that if A ∈ B(H ,K ) has closed range, then by considering

H = R(A∗)⊕N (A) and K = R(A)⊕N (A∗)

we can write

A =

[
A1 0
0 0

]
:

[
R(A∗)
N (A)

]
→
[

R(A)
N (A∗)

]
,(1.2)
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where A1 : R(A∗)→ R(A) is invertible, see [3, 1].
Therefore, the Moore–Penrose generalized inverse of A can be represented as

A† =

[
A−1

1 0
0 0

]
:

[
R(A)

N (A∗)

]
→
[

R(A∗)
N (A)

]
.(1.3)

2. Main results

We need the following essential lemma.

Lemma 2.1. Let A,B ∈ B(H ) and M denote the closure of a space M .

(a) AA∗ = BA∗ ⇐⇒ A = BPR(A∗)
⇐⇒ A = BQ for some Q ∈ OP(H );

(b) A∗A = A∗B ⇐⇒ A = PR(A)
B ⇐⇒ A = PB for some P ∈ OP(H );

(c) A
∗
≤ B ⇐⇒ B = A+ PN (A∗)BPN (A);

(d) A
∗
≤ B ⇐⇒ A = PR(A)

B = BPR(A∗)
= PR(A)

BPR(A∗)
;

(e) A
∗
≤ B ⇐⇒ A = A1

⊕
0, B = A1

⊕
B1;

where A1 ∈ B(R(A∗),R(A)), B1 ∈ B(N (A),N (A∗)) and A
⊕
B means the block

matrix

[
A 0
0 B

]
.

Proposition 2.2. Let A,B ∈ B(H ). Then

(a) If A has closed range and B
∗
≤ A, then X = A† is a solution of the system

BXA = B = AXB.

(b) If B has closed range and B
∗
≤ A, then X = B† is a solution of the system

BXA = B = AXB.

Theorem 2.3. Let A,B ∈ B(H ) where A has closed range. If the system BXA =
B = AXB is solvable, then the system XB = A†B,BX = BA† is solvable. Con-

versely, If B
∗
≤ A and the system XB = A†B,BX = BA† is solvable, then the

system BXA = B = AXB is solvable.

Corollary 2.4. Let A,B ∈ B(H ) and B
∗
≤ A. Then the following statements are

equivalent:

(a) There exists a solution X ∈ B(H ) of the system BXA = B = AXB;

(b) B
∗
≤ AXA
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Abstract. In this talk, we state some necessary and sufficient conditions for

the existence of a solution of AXA∗ +BX∗B∗ ≥ C, where A,B are arbitrary
matrices and C is a Hermitian matrix. In the special case when B = A, we
determine the general solution of A(X +X∗)A∗ ≥ C, where A is an arbitrary
matrix and C is a Hermitian matrix.

Keywords: Matrix equation; Matrix inequality; Generalized inverse.

1. Introduction

Throughout this paper, Cm×n and Cm
H stand for the sets of m × n complex

matrices and m ×m complex Hermitian matrices, respectively. We denote by In
the identity matrix of Cn×n. We write A > 0 (A ≥ 0) if A is positive definite
(positive semid efinite). Two Hermitian matrices A,B ∈ Cn×n are said to satisfy
the inequality A ≥ B in sense of the Löwner partial ordering if A − B is positive
semidefinite. For A ∈ Cm×n, let R(A), r(A), AT , and A∗ be the range space, the
rank, the transpose, and the conjugate transpose of A, respectively. The notation[
A B

]
denotes a matrix with columns A ∈ Cm×n and B ∈ Cm×k. Similarly

[
A
C

]
is a matrix with rows A ∈ Cm×n and C ∈ Cℓ×n. The Moore–Penrose inverse of a
matrix A ∈ Cm×n is the matrix A† ∈ Cn×m satisfying the following equations

AA†A = A, A†AA† = A†, (AA†)∗ = AA†, (A†A)∗ = A†A.(1.1)

Furthermore,

A∗AA† = A∗ = A†AA∗ and (A†)∗ = (A∗)†.(1.2)

A Hermitian matrix A is said to be a projection if A2 = A. Further, for A ∈ Cm×n,
we set

EA := Im −AA† and FA := In −A†A.

It is known that EA and FA are projections such that r(EA) = m − r(A) and
r(FA) = n− r(A).
The inertia of a Hermitian matrixA is defined by the triplet In(A) = (i+(A), i−(A), i0(A)),
where i+(A), i−(A) and i0(A) are the numbers of the positive, negative and zero
eigenvalues of A counted with multiplicities, respectively. The numbers i+(A) and
i−(A) are called the positive and the negative index of inertia, respectively. For
A ∈ Cm

H , it is known that r(A) = i+(A) + i−(A) and i0(A) = m− r(A).
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Many problems in control theory deal with solutions of the generalized Sylvester’s
matrix equation AX−Y B = C see [1]. The generalized Sylvester’s matrix equation
has been widely studied. The matrix equation

AXB + CY D = G(1.3)

is a more generalization of the generalized Sylvester’s equation. In 2016, Wang [5]
investigated matrix equation (1.3) and gave the general solution of this equation.
In 2015, Liu [2] investigated the matrix inequality

AXB + (AXB)∗ ≥ C,(1.4)

determined the general solution, and obtained the Hermitian solutions of the equa-
tion AXA∗ = B subject to CXC∗ ≥ D see [3, 4]

2. Main results

In this section, we first determine the general solution of the matrix equation

AXA∗ +BX∗B∗ = C,(2.1)

where A,B ∈ Cm×n and C ∈ Cm×m. To achieve our aim, we need the next
proposition.

Proposition 2.1. Let A,B ∈ Cm×n and C ∈ Cm×m. Set M := EAB. Then the
following statements are equivalent:

(i) Eq. (2.1) is solvable;

(ii)

[
EMEA

EA

]
C
[
Im EB

]
=

[
0 0

EAC 0

]
;

(iii) r
[
C A B

]
= r

[
A B

]
= r

[
C∗ A B

]
.

Moreover, the general solution of (2.1) can be written as[
X 0
0 X∗

]
=
[
A B

]†
C
([
A B

]†)∗
+ F[

A B
]V +WF[

A B
],

where V =

[
V1 V2
V3 V4

]
and W =

[
W1 W2

W3 W4

]
are arbitrary. And

X = (A† −A†BM†EA)C(A
† −A†BM†EA)

∗ + FAV1 +W1FA −A†BFMV3;

X∗ =M†EAC(M
†EA)

∗ + FMV4 +W4FM −W3A
†BFM ;

(A† −A†BM†EA)C(M
†EA)

∗ + FAV2 +W2FM −A†BFMV4 = 0;

M†EAC(A
† −A†BM†EA)

∗ + FMV3 +W3FM = 0.

In particular, if V =W = 0, then

X + (A†B)X∗(A†B)∗ = A†C(A†)∗.

Now we ready to state main result.

Theorem 2.2. If A,B ∈ Cm×n and C ∈ Cm
H , then the following statements are

equivalent:

(i) There exists a matrix X ∈ Cn×n such that

AXA∗ +BX∗B∗ ≥ C;(2.2)
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(ii)

E[
A B

]CE[
A B

] ≤ 0

and

r

(
E[
A B

]CE[
A B

]) = r

(
E[
A B

]C
)
;(2.3)

(iii) i+(N) = r
[
A B

]
and i−(N) = r

[
C A B

]
, where N =

 C A B
A∗ 0 0
B∗ 0 0

.
In this case, the general Hermitian solution of (2.2) can be written in the following
parametric forms[

X 0
0 X

]
=
[
A B

]†
W
([
A B

]†)∗
+ F[

A B
]V + V ∗F[

A B
],

where

W = C − CE[
A B

](E[
A B

]CE[
A B

])†

E[
A B

]C + UU∗,

and V,U ∈ Cn×n are arbitrary matrices.

Corollary 2.3. Let A ∈ Cm×n and C ∈ Cm
H . Then the following statements are

equivalent:

(i) There exists a matrix X ∈ Cn×n such that

A(X +X∗)A∗ ≥ C;(2.4)

(ii) EACEA ≤ 0 and r(EACEA) = r(EAC);

(iii) i+(N) = r(A) and i−(N) = r
[
C A

]
, where N =

C A A
A∗ 0 0
A∗ 0 0

.
In this case, the general Hermitian solution of (2.4) can be written in the following
parametric forms[

X 0
0 X

]
=
[
A A

]†
W
([
A A

]†)∗
+ F[

A A
]V + V ∗F[

A A
],

where

W = C − CEA (EACEA)
†
EAC + UU∗,

and V,U ∈ Cn×n are arbitrary matrices.
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1. Introduction

The Drazin inverse plays an important role in diverse fields like Markov chains,
singular differential and difference equations, and iterative methods [1].

Let A be a square complex matrix. As we know, the Drazin inverse [1] of A,
denoted by Ad, is the unique matrix satisfying the following three equations

Ak+1Ad = Ak, AdAAd = Ad, AAd = AdA,

where k is the smallest non-negative integer such that rank(Ak+1) = rank(Ak), i.e.,
k = ind(A), the index of A. In the case that ind(A) = 1, the Drazin inverse is called
the group inverse of A and it is denoted by A♯. Clearly, ind(A) = 0 if and only if A
is nonsingular, and in that case Ad = A−1. We denote by Aπ the eigenprojection
of A corresponding to the eigenvalue 0 that is given by Aπ = I −AAd.

Suppose P,Q ∈ Cn×n. In 1958, Drazin (see [2]) studied the problem of finding
the formula for (P +Q)d and he offered the formula (P +Q)d = P d +Qd, which is
valid when PQ = QP = 0. In the present, there is no formula for (P +Q)d without
any side condition for matrices P and Q, so this problem remains open. However,
many authors have considered this problem and provided a formula for (P + Q)d

with some specific conditions for matrices P and Q. For example, Hartwig et al.
[3] extended Drazin’s result to the situation when only PQ = 0, but with a more
complicated formula for (P + Q)d. In 2011, Yang and Liu [4] gave the result of
(P +Q)d when Q2P = 0 and PQP = 0.

In this paper, we give the formula of (P +Q)d under the conditions P 2QP = 0,
PQP 2 = 0 and Q2P = 0. These result extend the formulas in [2, 4].

Before giving the main results, we first introduce several lemmas as follows.

Lemma 1.1 ( [1]). Let P ∈ Cm×n and Q ∈ Cn×m. Then (PQ)d = P ((QP )d)2Q.

Lemma 1.2 ( [3]). Let P,Q ∈ Cn×n be such that ind(P ) = s and ind(Q) = t. If
PQ = 0, then

(P +Q)d = Qπ
t−1∑
i=0

Qi(P d)i+1 +

s−1∑
i=0

(Qd)i+1P iPπ.

Recall that N is nilpotent of index k when Nk = 0 but Nk−1 ̸= 0.

2010 Mathematics Subject Classification. 15A09.
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Lemma 1.3. Let P,Q ∈ Cn×n.

(1) PQ is nilpotent if and only if QP is nilpotent.
(2) If PQ be nilpotent of index k, then QP is nilpotent of index l where l ∈
{k − 1, k, k + 1}.

2. Main results

In this section, we first give the formula of the Drazin inverse of P + Q under
the conditions that P 2QP = 0, PQP 2 = 0 and Q2P = 0, which will be the main
tool in our following development.

Theorem 2.1. Let P,Q ∈ Cn×n be such that P 2QP = 0, PQP 2 = 0 and Q2P = 0,
then

(P +Q)d = (P +Q)

(
l−1∑
i=0

(P d)i+2QiQπ +

r−1∑
i=0

PπP i(Qd)i+2

)
+

⌊( l−1
2

)⌋∑
i=0

(
P ((QP )d)i+1 + ((QP )d)i+1Q

)
Q2iQπ

+

s−2∑
i=0

(
P (QP )π(QP )i+1 + (QP )π(QP )i+1Q

)
(Qd)2(i+2)

−QP dQd − PP dQd −QP (Qd)3 − (QP )(QP )dQd − (PQ)2(PQ)d(Qd)3,

where r = ind(P ), l = ind(Q) and s = ind(QP ).

Proof. From the definition of the Drazin inverse, we have that

(P +Q)d = (P +Q)((P +Q)d)2 = (P +Q)(P 2 +QP +Q2 + PQ)d.

Denote by F = Q2 + PQ and G = P 2 + QP. From PQP 2 = 0 and Q2P = 0, we
get FG = 0. Then applying Lemma (1.2), we obtain

(2.1) (P +Q)d = (P +Q)

ind(G)−1∑
i=0

GπGi(F d)i+1 +

ind(F )−1∑
i=0

(Gd)i+1F iFπ

 .

Now, we calculate F d. Since Q2P = 0, then we can apply Lemma (1.2) to get

(2.2) (F d)n =
s∑

i=0

(PQ)π(PQ)i(Qd)2(i+n) +

⌊( l−1
2 )⌋∑

i=0

((PQ)d)i+nQ2iQπ,

for every n ∈ N. Similarly, from P 2QP = 0 and Lemma (1.2), for every n ∈ N we
have

(2.3) (Gd)n = ((QP )d)n + (P d)2n +Q(P d)2n+1.

After computation we get{
Gn = P 2n +QP 2n−1 + (QP )n, if n ≥ 2,

Fn =
∑n

i=0(PQ)n−iQ2i, if n ≥ 1.

After substituting this expressions, (2.3) and (2.2) into (2.1) we complete the proof.
�

The next theorem is a symmetrical formulation of Theorem (2.1).
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Theorem 2.2. Let P,Q ∈ Cn×n be such that PQP 2 = 0, P 2QP = 0 and PQ2 = 0,
then

(P +Q)d =

(
l−1∑
i=0

QπQi(P d)i+2 +

r−1∑
i=0

(Qd)i+2P iPπ

)
(P +Q) +

⌊( l−1
2

)⌋∑
i=0

QπQ2i
(
((PQ)d)i+1P +Q((PQ)d)i+1

)
+

s−2∑
i=0

(Qd)2(i+2)
(
(PQ)π(PQ)i+1P +Q(PQ)π(PQ)i+1

)
−QdP dQ−QdPP d

− (Qd)3PQ−Qd(PQ)(PQ)d − (Qd)3(QP )2(QP )d,

where r = ind(P ), l = ind(Q) and s = ind(PQ).

Notice that one special case of Theorem (2.1) is when matrix QP is nilpotent.
Similarly, a special case of Theorem (2.2) is when matrix PQ is nilpotent. The
following additive formulas are corollaries of these cases, respectively.

Corollary 2.3. Let P,Q ∈ Cn×n, let QP be nilpotent of index k. If P 2QP = 0,
PQP 2 = 0 and Q2P = 0, then

(P +Q)d = (P +Q)

(
l−1∑
i=0

(P d)i+2QiQπ +

r−1∑
i=0

PπP i(Qd)i+2

)
+

k−2∑
i=0

(
P (QP )i+1 + (QP )i+1Q

)
(Qd)2(i+2)

−QP dQd − PP dQd −QP (Qd)3,

where l = ind(Q) and r = ind(P ).

Corollary 2.4. Let P,Q ∈ Cn×n, let PQ be nilpotent of index k. If P 2QP = 0,
PQP 2 = 0 and PQ2 = 0, then

(P +Q)d =

(
l−1∑
i=0

QπQi(P d)i+2 +

r−1∑
i=0

(Qd)i+2P iPπ

)
(P +Q) +

k−2∑
i=0

(Qd)2(i+2)
(
(PQ)i+1P +Q(PQ)i+1

)
−QdP dQ−QdPP d − (Qd)3PQ,

where l = ind(Q) and r = ind(P ).

In the special case when k = 2, we get the next results.

Corollary 2.5. Let P,Q ∈ Cn×n, let QP be 2−nilpotent. If P 2QP = 0, PQP 2 = 0
and Q2P = 0, then

(P+Q)d = (P+Q)

(
l−1∑
i=0

(P d)i+2QiQπ +

r−1∑
i=0

PπP i(Qd)i+2

)
+PQP (Qd)4−QP dQd−PP dQd,

where l = ind(Q) and r = ind(P ).

Corollary 2.6. Let P,Q ∈ Cn×n, let PQ be 2−nilpotent. If P 2QP = 0, PQP 2 = 0
and PQ2 = 0, then

(P+Q)d = (Qd)4PQP−QdP dQ−QdPP d+

(
l−1∑
i=0

QπQi(P d)i+2 +

r−1∑
i=0

(Qd)i+2P iPπ

)
(P+Q),

where l = ind(Q) and r = ind(P ).

Next, we give a numerical example of Theorem (2.1) which does not satisfy the
conditions from [4], but it satisfies the conditions of our Corollary (2.3).
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Example 2.7. Consider the two matrices P,Q ∈ C6×6, where

P =


0 0 0 0 0 0
−1 −1 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 −b
0 0 0 0 0 b
0 0 0 0 0 0

 , Q =


0 0 0 0 1 0
0 0 0 0 −1 −a
1 1 0 1 0 0
0 0 0 −1 −1 1
0 0 0 0 0 1
0 0 0 0 0 0

 ,

for every nonzero a, b ∈ C. We have

P d =


0 0 0 0 0 0
−1 −1 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 , Qd =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 1 −2
0 0 0 −1 −1 2
0 0 0 0 0 0
0 0 0 0 0 0

 .

From PQP ̸= 0, QPQ ̸= 0 and P 2 ̸= 0, formula for (P + Q)d from [4, Theorem
(2.2)] fail to apply. But it satisfies (PQ)2 = 0 , PQP 2 = 0, P 2QP = 0 and
Q2P = 0, also we have

ind(P ) = 2, ind(Q) = 3.

Applying Corollary (2.3), we get

(P +Q)d =


0 0 0 0 0 0
−1 −1 0 0 0 −a
2 2 0 1 1 −2 + 2a
0 0 0 −1 −1 2
0 0 0 0 0 0
0 0 0 0 0 0

 .

References

[1] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, second ed.,
Springer Verlag, New York, 2003.

[2] M.P. Drazin, Pseudoinverse in associative rings and semigroups, Amer. Math. Monthly. 65

(1958) 506-514.
[3] R.E. Hartwig, G. Wang, Y. Wei, Some additive results on Drazin inverse, Linear Algebra

Appl. 322 (2001) 207-217.
[4] H. Yang and X. Liu, The Drazin inverse of the sum of two matrices and its applications, J.

Comput. Appl. Math. 235 (2011) 1412-1417.

University of Kurdistan, Sanandage, 66177 Islamic Republic of Iran
E-mail address: mdana@uok.ac.ir

University of Kurdistan, Sanandage, 66177 Islamic Republic of Iran
E-mail address: Ramesh.Yousefi@Yahoo.com



The 9th Seminar on Linear Algebra and its Applications

July 5-6, 2017, University of Tabriz, Tabriz, Iran

ON DRAZIN INVERSE OF SUM OF TWO OPERATOR

MATRICES

MANSOUR DANA AND RAMESH YOUSEFI

Abstract. In this short paper, We give formula for the Drazin inverse of the
sum of two operators under special conditions. Finally, numerical example is
given to illustrate our result.

Keywords: Drazin inverse; Index.

1. Introduction

Let B(X ) denote the Banach algebra of all bounded operators on the complex
Banach space X . If T ∈ B(X ) we write σ(T ), ρ(T ) and r(T ) for the spectrum, the
resolvent set and the spectral radius of T , respectively. For λ ∈ ρ(T ) we denote the
resolvent (λI−T )−1 by R(λ, T ). If 0 is an isolated point of σ(T ), then the spectral
projection of T associated with {0} is defined by

Tπ =
1

2πi

∫
γ

R(λ, T )dλ,

where γ is a small circle surrounding 0 and separating 0 from σ(T )\{0}. The Drazin
inverse for bounded linear operators on complex Banach spaces was investigated by
Caradus [2].

An operator T ∈ B(X ) is said to be Drazin invertible if there exists an operator
T d ∈ B(X ) such that

TT d = T dT, T dTT d = T d, T k+1T d = T k

for some integer k ≥ 0. The smallest integer k ≥ 0, in the latter identity is called
the index ind(T ) of T . If we define T 0 = I, then the previous conditions hold with
k = 0 if and only if T is invertible. We note that if T is nilpotent, then it is Drazin
invertible, T d = 0, and ind(T ) = r, where r is the power of nilpotency of T . If T
is Drazin invertible then Tπ = I − TT d. In this case R(λ, T ) has a pole of order r
at λ = 0 and it can be expressed by [2]

R(λ, T ) =

r∑
n=1

Tn−1Tπ

λn
−

∞∑
n=0

λn(T d)n+1

in the region 0 <| λ |< (r(T d))−1.
If P and Q are two Drazin invertible operators such that PQ = QP = 0 then

(P +Q)d = P d+Qd. This result was originally proved by Drazin [3] in the contexts
of associative rings and semigroups. In the present, there is no formula for (P +Q)d

without any side condition for matrices P and Q, so this problem remains open.
However, many authors have considered this problem and provided a formula for
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(P + Q)d with some specific conditions for matrices P and Q. In 2009, Mart́ınez-
Serrano and Castro- González [4] gave a result of (P + Q)d when P 2Q = 0 and
Q2 = 0. In 2012, Bu et al. [1] gave the representation of (P +Q)d when P 2Q = 0
and Q2P = 0.

In this paper, we give the formula of (P +Q)d under the conditions PQP 2 = 0,
PQ2 = 0 and QP 3 = 0. These result extend the formulas in [3, 4, 1].

Before giving the main results, we first introduce several lemmas as follows.

Lemma 1.1 ([4]). if A ∈ B(X ) and B ∈ B(Y) are Drazin invertible with ind(A) =

m and ind(B) = n. Then M =

(
A C
0 B

)
is also Drazin invertible and Md =(

Ad S
0 Bd

)
, where

S =
n−1∑
i=0

(Ad)i+2CBiBπ +Aπ
m−1∑
i=0

AiC(Bd)i+2 −AdCBd

Lemma 1.2 ([4]). Let P,Q ∈ B(X ) be Drazin invertibles such that PQ = 0, then
P +Q is Drazin invertible and

(P +Q)d = Qπ
t−1∑
i=0

Qi(P d)i+1 +
s−1∑
i=0

(Qd)i+1P iPπ,

where s = ind(P ) and t = ind(Q).

2. Main results

Theorem 2.1. Assume P, Q and PQ are Drazin invertible. If PQP 2 = 0, PQ2 = 0
and QP 3 = 0 then

(P +Q)d =

k+1∑
i=0

(
(P d)2i+1 + (Qd)2i+1

)(
(QP )i(QP )π + (PQ)i(PQ)π

)
+

k∑
i=0

(
P 2i+1Pπ +Q2i+1Qπ

)(
((QP )d)i+1 + ((PQ)d)i+1

)
+

k∑
i=0

QπQ2i
(
P 2((QP )d)i+2Q+QP 2((QP )d)i+2

)
+

k∑
i=0

(Qd)2(i+2)
(
P 2(QP )i(QP )πQ+QP 2(QP )i(QP )π

)
− P d −Qd −QdP 2(QP )d − P (PQ)d − (Qd)2P 2Q(PQ)d,

where k = max{ind(P 2), ind(Q2), ind(QP )}.

Example 2.2. Consider the two matrices P,Q ∈ C6×6, where

P =


0 1 0 0 a b
0 1 0 0 1 0
0 −1 0 0 c 1
0 0 0 0 1 1
0 0 0 0 1 0
0 0 0 0 0 0

 , Q =


1 0 1 1 0 0
0 0 0 0 1 1
−1 0 −1 1 0 0
0 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 ,
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for every nonzero a, b, c ∈ C. We have

P d =


0 1 0 0 1 0
0 1 0 0 1 0
0 −1 0 0 −1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 , Qd =


0 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 3 0 0
0 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 .

Since QP 2 ̸= 0 and P 2 ̸= 0 representations for(P + Q)d from [4, 1] fail to apply.
After calculating, we get that PQP 2 = 0, QP 3 = 0 and PQ2 = 0. Hence, the
conditions of Theorem (2.1) are satisfied, also we have

ind(P ) = 3, ind(Q) = 2.

Applying Theorem (2.1), we get

(P +Q)d =


0 1 0 −1 3 2
0 1 0 0 3 1
0 −1 0 3 −3 −4
0 0 0 −1 0 1
0 0 0 0 0 0
0 0 0 0 0 0

 .
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Abstract. For a noisy quantum channel, a quantum error correcting code
of dimension k exists if and only if the joint rank−k numerical range associ-

ated with the error operators of the channel is non empty. In this paper, the
notion of joint numerical range and joint rank−k numerical range of rectan-
gular matrices are introduced. Some algebraic and geometrical properties are
investigated. The proposed definitions yield a natural generalization of the

standard joint numerical ranges and joint higher rank numerical ranges.

Keywords: Quantum error correction; Joint numerical range; Joint rank−k nu-
merical range.

1. Introduction

In quantum computing, information is stored in quantum bits, abbreviated as
qubits. Mathematically, a qubit is represented by a 2×2 rank one Hermitian matrix
Q = vv∗, where v ∈ C2 is a unit vector. A state of N−qubits Q1, . . . , QN is repre-
sentedby their tensor products isMn with n = 2N . A quantum channel for states of
N−qubits corresponds to a trace preserving completely positive linear map, there
are T1, . . . , Tr ∈Mn with

∑r
j=1 T

∗
j Tj = In such that ϕ(X) =

∑r
j=1 TjXT

∗
j , where,

T1, · · · , Tr are known as the error operators.
Let Pk be the set of rank−k orthogonal projections in Mn. Define the joint rank−k
numerical range of an m−tuple of matrices A = (A1, . . . , Am) ∈Mm

n by

Λk(A) = {(a1, . . . , am) ∈ Cm : there is P ∈ Pk such that PAjP = ajP for j = 1, . . . ,m}.
In this connection, for any A,B ∈Mn×m with B ̸= 0, and any vector norm ∥ · ∥ on
Mn×m, the numerical range of A with respect to B is defined and denoted by
W∥.∥(A;B) = {µ ∈ C : ∥A − λB∥ ≥ |µ − λ|, ∀λ ∈ C}. Also, the joint numerical
range of A = (A1, A2, . . . , As) is defined as teh following:

W (A) = {(x∗A1x, . . . , x
∗Asx) : x ∈ Cs, x∗x = 1}.(1.1)

2. Main results

It is natural to use a formula analogous to (1.1) to propose a definition of the
joint numerical range of rectangular matrices.

Definition 2.1. Let A = (A1, . . . , As) ∈ Ms
n×m, B ∈ Mn×m and ∥ · ∥ be a vector

norm on Mn×m. The numerical range of A with respect to B is defined and denoted
by

W∥·∥(A;B) = {(a1, . . . , as) ∈ Cs : ai ∈W∥·∥(Ai;B) for i = 1, . . . , s},
where W∥·∥(Ai;B) = {µ ∈ C : ∥Ai − λB∥ ≥ |µ− λ|, ∀λ ∈ C}. [1]

Speaker: Mohsen Zahraei.
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The following proposition follows from Definition 2.1 and Proposition

Proposition 2.2. Let A = (A1, . . . , As) ∈Ms
n×m, B ∈Mn×m and ∥ · ∥ be a vector

norm on Mn×m. Then the following assertions are true:
(i) If ∥Bi∥ > 1 for i = 1, . . . , s, then {(µ1, . . . , µs) ∈ Cs : Bi⊥BJ(Ai−µiBi), for i =
1, . . . , s} ⊆W∥·∥(A;B). The equality holds if ∥Bi∥ = 1, for i = 1, . . . , s;
(ii) If the norm is unitarily invariant, then W∥·∥(UAV ;UBV ) =W∥·∥(A;B), where
U ∈ Un, V ∈ Um, UAV = (UA1V, . . . , UAsV ) and UBV = (UB1V, . . . , UBsV );
(iii) W∥·∥(aA + bB;B) = aW∥·∥(A;B) + b, where a, b ∈ C and aA + bB = (aA1 +
bB1, . . . , aAs + bBs);
(iv) {(µ−1

1 , . . . , µ−1
s ) ∈ Cs : µi ∈W∥·∥(Ai;B), |µi| ≥ 1 for i = 1, . . . , s} ⊆W∥·∥(B;A);

(v) For any nonzero b ∈ C, if |b| = 1, then W∥·∥(A; bB) = b−1W∥·∥(A;B);
if |b| < 1, then W∥·∥(A; bB) ⊆ b−1W∥·∥(A;B);
if |b| > 1, then W∥·∥(A; bB) ⊇ b−1W∥·∥(A;B).
where, bB = (bB1, . . . , bBs).

Now, we use a formula analogous to to propose a definition of the joint higher
rank numerical range of an s−tuple of rectangular matrices A = (A1, . . . , As) ∈
Ms

n×m. For this mind, we introduce the following set: [3]
(2.1)

χ = {(X,Y ) ∈ χn,n−k+1 × χm,m−k+1 :


Y =

(
X 0
0 Um−n

)
if m ≥ n,

X =

(
Y 0
0 Un−m

)
if m ≤ n

}.

Definition 2.3. Let A = (A1, . . . , As) ∈ Ms
n×m, B ∈ Mn×m, 1 ≤ k ≤ min{n,m}

be a positive integer, and χ be the set as in (2.1). Moreover, let ∥ · ∥ be a vector
norm on M(n−k+1)×(m−k+1). The joint rank−k numerical range of A with respect
to B is defined and denoted by

Λk,∥·∥(A;B) = {(a1, . . . , as) ∈ Cs : ai ∈ Λk,∥·∥(Ai;B) for i = 1, . . . , s},

where

Λk,∥·∥(Ai;B) = {µ ∈ C : ∥X∗(Ai − λBi)Y ∥ ≥ |µ− λ|, ∀ λ ∈ C, ∀ (X,Y ) ∈ χ},

for i = 1, . . . , s.

In the following theorem, we give a formula, analogous to , for Λk,∥·∥(·, ·).

Theorem 2.4. Let A = (A1, . . . , As) ∈Ms
n×m, B ∈Mn×m, 1 ≤ k ≤ min{n,m} be

a positive integer, and χ be the set as in (2.1). Moreover, let ∥ · ∥ be a vector norm
on M(n−k+1)×(m−k+1). Then

Λk,∥·∥(A;B) =
∩

(X,Y )∈χ

W∥·∥(X
∗AY ;X∗BY ),

where X∗AY = (X∗A1Y, . . . ,X
∗AsY ) and χ is the set as in (2.1). For the case

k = 1, if the vector norm ∥ · ∥ is Unitarily invariant, then

Λ1,∥·∥(A;B) =W∥·∥(A;B).
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Corollary 2.5. Let A = (A1, . . . , As) ∈ Ms
n×m, B ∈ Mn×m ∈ Ms

n and 1 ≤ k ≤ n
be a positive integer, and χ be the set as in (2.1). Moreover, let ∥ · ∥ be a vector
norm on M(n−k+1). Then

Λk,∥·∥((A1, . . . , As);B) =
∩

X∈χn,n−k+1

W∥·∥((X
∗A1X,X

∗A1X, . . . ,X
∗AsX);X∗BX).

Consequently, for the case ∥ · ∥ = ∥ · ∥2 and B = In, Λk,∥·∥((A1, . . . , As); In) =
Λk(A1, . . . , As).

Remark 2.6. By Corollary 2.5, the notion of joint rank-k numerical range of rect-
angular matrices can be considered as a generalization of the joint rank-k numerical
range of square matrices.

In the following proposition, we investigate some of algebraic and geometrical
properties of Λk,∥·∥((A1, . . . , As);B).

Proposition 2.7. Let A = (A1, . . . , As) ∈Ms
n×m, B ∈Mn×m, 1 ≤ k ≤ min{n,m}

be a positive integer, and χ be the set as in (2.1). Moreover, let ∥ · ∥ be a vector
norm on M(n−k+1)×(m−k+1). Then
(i) Λk,∥·∥((UA1V, . . . , UAsV );B) = Λk,∥·∥((A1, . . . , As);B)
(ii) Let 1 ≤ k2 ≤ k1 ≤ min{n,m} be two positive integers. Moreover, let ∥ · ∥ be a
unitarily invariant norm on M(n−k2+1)×(m−k2+1) and ||| · ||| be the vector norm on
M(n−k1+1)×(m−k1+1) as in (2.1). Then

Λk1,|||·|||(A;B) ⊆ Λk2,∥·∥(A;B);

(iii) Λk,∥·∥((A1 + b1B, . . . , As + bsB);B) = Λk,∥·∥(A;B) + b;
(iv) Λk+1,∥·∥(A;B) ⊆ Λk,∥·∥(A;B).

Proof. The above results follow from Definition (2.3) , Theorem 2.6, Theorem 2.7
and Proposition 2.10 in [3]. �
Proposition 2.8. Let A = (A1, . . . , As) ∈ Ms

n×m, B ∈ Mn×m, 0 ̸= b ∈ C, and 1 ≤
k ≤ min{n,m} be a positive integer. Moreover, let ∥ · ∥ be a vector norm on
M(n−k+1)×(m−k+1). Then the following assertions are true:

(i) If |b| = 1, then Λk,∥·∥((A1, . . . , As); bB) = b−1Λk,∥·∥((A1, . . . , As);B);

(ii) If |b| < 1, then Λk,∥·∥((A1, . . . , As); bB) ⊆ b−1Λk,∥·∥((A1, . . . , As);B);

(iii) If |b| > 1, then Λk,∥·∥((A1, . . . , As); bB) ⊇ b−1Λk,∥·∥((A1, . . . , As);B).

Proof. Using Definition 2.3, we have (µ1, . . . , µs) ∈ Λk,∥·∥(A1, . . . , As; bB) ⇔ µi ∈
Λk,∥·∥(Ai; bB) ∀ i = 1, 2, . . . , s. Now, the results follow from [3, Proposition 2.9]. �

References

[1] C. Chorianopoulos, S. Karanasios and P. Psarrakos, A definition of numerical range of rect-
angular matrices, Linear Multilinear Algebra 51(2009), 459-475.

[2] C. K Li and Y. T. Poon, Generalized numerical ranges and quantum error correction, J.

Operator Theory 66(2011), 335-351.
[3] M. Zahraei and Gh. Aghamollaei, Higher rank numerical ranges of rectangular matrices, Ann.

Func. Anal. 6(2015), 133-142.

Department of mathematics, Ahvaz Branch, Islamic Azad University, Ahvaz, Iran

E-mail address: m.zahraei@iauahvaz.ac.ir and mzahraei56@yahoo.com

Department of mathematics, Bushehr Branch, Teacher Education University, Bushehr,
Iran

E-mail address: fooladi6@gmail.com



The 9th Seminar on Linear Algebra and its Applications

July 5-6, 2017, University of Tabriz, Tabriz, Iran

ON THE GEOMETRY OF BOUNDED LINEAR OPERATORS

ALI ZAMANI
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1. Introduction

Let B(H) denote the algebra of all bounded linear operators acting on a complex
separable Hilbert space (H, ⟨·, ·⟩). By K(H) we denote the algebra of all compact
operators on H, and by T(H) the algebra of all trace-class operators on H.

Let (X, ∥ · ∥) be a complex normed space. We recall that x ∈ X is orthogonal to
y ∈ X in the Birkhoff–James sense, denoted by x ⊥B y, if

∥x+ γy∥ ≥ ∥x∥ for all γ ∈ C.

It is easy to see that the Birkhoff–James orthogonality is equivalent to the usual
orthogonality in case X is an inner product space.

Further properties of the Birkhoff–James orthogonality in Hilbert C∗-modules
can be found in [1, 2, 3].

Furthermore, we say that x ∈ X is norm–parallel to y ∈ X, in short x ∥ y, if

∥x+ λy∥ = ∥x∥+ ∥y∥ for some λ ∈ T = {α ∈ C : |α| = 1}.

In the case of inner product spaces the norm–parallel relation is exactly the usual
vectorial parallel relation, that is, x ∥ y if and only if x and y are linearly dependent,
or equivalently ∣∣⟨x, y⟩∣∣ = ∥x∥ ∥y∥.
In the case of normed linear spaces two linearly dependent vectors are norm–
parallel, but the converse is false in general.

Notice that the norm–parallelism is symmetric (i.e., x ∥ y ⇔ y ∥ x) and ho-
mogenous (i.e., x ∥ y ⇔ αx ∥ βy for all α, β ∈ R), but not transitive (i.e., x ∥ y
and y ∥ z ̸⇒ x ∥ z) (see[4]).

Some characterizations of the norm–parallelism for elements of an arbitrary
Hilbert C∗-module were given in [4, 5].

In the next section, we study the Birkhoff–James orthogonality and norm–
parallelism of bounded linear operators on a complex Hilbert space.

2010 Mathematics Subject Classification. 47L05, 47A30, 46B20.
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2. Main results

In the following result we establish a characterization of the Birkhoff–James
orthogonality for bounded linear operators.

Theorem 2.1. Let T, S ∈ B(H). Then the following statements are equivalent :

(i) T ⊥B S.
(ii) ∥T + γS∥2 ≥ ∥T∥2 + |γ|2m2(S) (γ ∈ C),

where m(S) := inf{∥Sξ∥ : ξ ∈ H, ∥ξ∥ = 1} is the minimum modulus of S.

It is well known that Pythagoras’ equality does not hold in B(H). The following
result is a kind of Pythagorean inequality for bounded linear operators.

Corollary 2.2. Let T, S ∈ B(H) with m(S) > 0. Then there exists a unique ξ ∈ C,
such that ∥∥∥(T + ξS) + γS

∥∥∥2 ≥ ∥∥∥T + ξS
∥∥∥2 + |γ|2m2(S) (γ ∈ C).

One of the typical linear preserver problems on B(H) is the study of those linear
operators Φ : B(H)→ B(H) which preserve a certain relation ∼ in both directions
on B(H) , that is,

T ∼ S if and only if Φ(T ) ∼ Φ(S).

Theorem 2.3. Let Φ : B(H) → B(H) be a linear surjective mapping preserving
the Birkhoff-James orthogonality in both directions, that is,

T ⊥B S if and only if Φ(T ) ⊥B Φ(S).

Then there exist a nonzero complex number α and unitaries U and V such that for
all X ∈ B(H) the mapping Φ is of the form

Φ(X) = αUXV or Φ(X) = αUXtV,

where Xt denotes the transpose of X relative to a fixed but arbitrary orthonormal
basis of H.

In the following result we characterize the norm–parallelism for bounded linear
operators.

Theorem 2.4. Let T, S ∈ B(H). Then the following statements are equivalent :

(i) T ∥ S.
(ii) There exists a sequence of unit vectors {ξn} in H such that

lim
n→∞

∣∣⟨Tξn, Sξn⟩∣∣ = ∥T∥ ∥S∥.
Corollary 2.5. Let T, S ∈ K(H). Then the following statements are equivalent :

(i) T ∥ S.
(ii) There exists a unit vector ξ in H such that∣∣⟨Tξ, Sξ⟩∣∣ = ∥T∥ ∥S∥.

Corollary 2.6. Let T, S ∈ T(H). Then the following statements are equivalent :

(i) T ∥ S.
(ii) There exist isometries V,W and λ ∈ T such that

|T + λS| = V |T |V ∗ +W |S|W ∗.
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1. Introduction

The Higman-Neumann-Neumann extensions (HNN-extensions) of groups were
constructed in [3], and have been used since then for the proof of many embedding
theorems, such that every countable group is embeddable into a group with two
generators. Wasserman [6] introduced HNN- extension for Lie algebras and used
it to obtain some analogous results to group theory. As an application of HNN-
extension of Lie algebras, Wasserman proved that Markov properties of finitely
presented Lie algebras are undecidable.
In 1965, Bloh [1] introduced the notion of Leibniz algebras as non-antisymmetric
generalization of Lie algebras. Afterwards, Loday investigated the structure of
Leibniz algebras with more details in [4]. He also gave the definition of a new
class of algebras, dialgebras [5], which is closely connected to the notion of Leibniz
algebras in the same way as associative algebras connected to Lie algebras. Our
pupose in this talk is to construct HNN extension for dialgebras and we use the
Composition-Diamond lemma as a strong tool to define HNN extension.

2. Main results

Definition 2.1. A diassociative algebra is a k-linear space, equipped with two k-
linear map ⊣,⊢ : D ⊗ D 7→ D called respectively the left product and the right
product such that the products ⊣ and ⊢ are associative and satisfy the following
properties:

(1) x ⊣ (y ⊢ z) = x ⊣ (y ⊣ z),
(2) (x ⊣ y) ⊢ z = x ⊢ (y ⊢ z),
(3) x ⊢ (y ⊣ z) = (x ⊢ y) ⊣ z.

For diassociative algebra D and D′, a morphism of diassociative algebra f : D → D′

is a k-linear map such that:

f(x ⊣ y) = f(x) ⊣ f(y) and f(x ⊢ y) = f(x) ⊢ f(y)

for all x, y ∈ D.

2010 Mathematics Subject Classification. 16S15, 17A99.
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Definition 2.2. For a diassociative algebra D, a derivation map d : D → D is
defined as follows:

d(x ⊣ y) = d(x) ⊣ y + x ⊣ d(y) and d(x ⊢ y) = d(x) ⊢ y + x ⊢ d(y)
for all x, y ∈ D.

Definition 2.3. A subspace D0 of a diassociative algebra D is called a subalgebra
if x ⊣ y and x ⊢ y are in D0 for x, y ∈ D0.

Remark 2.4. Denote by [u] a normal diword in free dialgebra D(X) which is of
the form

[u] = x−m ⊢ ... ⊢ x0 ⊣ ... ⊣ xn
where xi ∈ X,n ≥ 0,m ≥ 0 and x0 is called the center element. Any diword can be
written in the normal form uniquely.

3. Composition-Diamond Lemma for Dialgebra

We use the composition of polynomials to show that the new presentation for
HNN extension of dialgebra is trivial under composition. A composition of elements
of S ⊂ D(X) is called trivial modulo S if it is a linear combination of polynomials
insluding s ∈ S as subwords. If any composition of polynomials in S is trivial
modulo S then S is called a Groebner-Shirshov basis. All possible compositions of
polynomials in the free dialgebra D(X) are composition of left (right) multiplica-
tion, composition of inclusion and composition of intersection. The next theorem
states Compositon-Diamond lemma for dialgebras and it is proved in[2].

Definition 3.1. The monomial ordering < on dialgebra polynomials [u] and [v] is
defined as follows:

[u] < [v]⇔ wt([u]) < wt([v]) lexicographically

where wt([u]) = (n+m+ 1,m, x−m, ..., x0, ..., xn)

Theorem 3.2. (CompositionDiamond lemma). Let S ⊂ D(X) be a monic set and
the ordering < as before , Id(S) is the ideal generated by S. Then (i) ⇒ (ii) ⇔
(ii)′ ⇔ (iii), where

• (i) S is a Groebner-Shirshov basis in D(X).
• (ii) f ∈ Id(S) ⇒ [f̄ ] = [a[s̄]b] for some s ∈ S , a, b in free monoid on X
and [asb] a normal S-diword.
• (ii)’ f ∈ Id(S) ⇒ f = α1[a1s1b1] + ...αn[ansnbn] with [a1[s̄1]b1] > ... >
[an[s̄n]bn], where [ai[si]bi] is normal si-diword.
• (iii) Irr(S) = {[u]|u ̸= [a[s̄]b], s ∈ S, a, b ∈ X∗, [asb]isnormals− diword}.

Proof. [2]. �

4. The HNN Construction

Let D be a dialgebra and D0 be a subalgebra of D and consider a derivation
d : D0 → D. We define HNN extension by the presentation

H = ⟨D, t|t ⊢ a = d(a) for all a ∈ D0⟩.
We consider a new presentation for H through linear basis of D. Let denote the
bases of D and D0 by X and B respectively. It is obvious that B is a subset of X
such that the elements of B are smaller than X \ B. The arbitrary elements of X
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are denoted by x, y, z, u, v and the elements of B are a, b.
We wrtie the multiplication table of D for basis elements as follows:

• x ⊣ y =
∑

v α
v
xyv

• x ⊢ y =
∑

v β
v
xyv

• x ⊣ x =
∑

v γ
v
xxv

• x ⊢ x =
∑

v δ
v
xxv

where the scalars {αv
xy, β

v
xy, γ

v
xx, δ

v
xx} satisfies the conditions of axioms (1), (2) and

(3) of definition of dialgebras. Since D0 is a subalgebra of D then

αv
ab, β

v
ab, γ

v
aa, δ

v
aa = 0

for a, b ∈ B and v /∈ B. For derivation d : D0 → D we have

d(a) =
∑
v

λvav

for a ∈ B. Let x > y then we consider the folowing equivalent presentation for H :

H = ⟨X, t|x ⊣ y =
∑
v

αv
xyv, x ⊢ y =

∑
v

βv
xyv

x ⊣ x =
∑
v

γvxxv, x ⊢ x =
∑
v

δvxxv,

t ⊢ a =
∑
v

λvav a ∈ B⟩.
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ROTA THEOREM FOR FINITE DIMENSIONAL BANACH

SPACES

RAHIM ALIZADEH

Abstract. Rota theorem states that for a Hilbert space H and T ∈ B(H),

the equality

ρ(T ) = inf{‖P−1TP‖ : P is invertible in B(H)},
holds, where ρ denotes the spectral radius. In this paper, using an elementary
method, prove this result for finite dimensional Banach spaces endowed by an

absolute norm. Also we show that for every arbitrary induced norm ‖.‖ on

Mn, the algebra of n×n matrices with complex entries, the following equality
holds

ρ(T ) = inf{r(P−1TP ) : P is invertible in Mn},
where r denotes the numerical radius related to ‖.‖.

Keywords: Spectral radius; Numerical radius; Absolute norm.

1. Introduction

A direct result of Rota theorem [3] is that for every bounded linear operator T
on a Hilbert space, the spectral radius of T is equal to the infimum of the norms of
all operators which are similar to T . In this paper, using an elementary method,
we refine this result for finite dimensional Banach spaces that which are endowed
with absolute norms. Before it, we need some terminologies.

Let Mn be the algebra of all n by n matrices with complex entries. We denote
a diagonal matrix with the entries λ1, · · · , λn on its diagonal by diag(λ1, · · · , λ1).
The spectral radius of a matrix in A ∈ Mn is displayed by ρ(A). For every two
vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) in Cn, the product partial order is
defined on Cn by (x1, . . . , xn) ≤ (y1, . . . , yn), if |xi| ≤ |yi|, for all i = 1, · · · , n. A
norm ‖.‖ on Cn is said to be absolute if

‖(x1, . . . , xn)‖ = ‖(|x1|, . . . , |xn|)‖, x = (x1, . . . , xn) ∈ Cn,
and it is monotone if

‖(x1, . . . , xn)‖ ≤ ‖(y1, . . . , yn)‖,
for every x, y ∈ Cn with x ≤ y. It is well known that a norm on Cn is absolute
if and only if it is monotone [2, Theorem 5.5.10] and [1, Proposition IV.1.1]. The
numerical range and numerical radius related to a norm ‖.‖ on Cn is defined as
follows respectively

W (A) = {y∗Ax : ‖y‖D = ‖x‖ = y∗x = 1},

r(A) = sup{|λ| : λ ∈W (A)}.
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Here ‖.‖D is the dual norm of ‖.‖ [2, Section 5.4]. A pair (x, y) ∈ Cn × Cn of
unit vectors is called a dual pair if ‖x‖ = ‖y‖D = y∗x = 1. Clearly the inequalities
ρ(A) ≤ r(A) ≤ ‖A‖ hold.

2. Main results

In this section, we show that for every arbitrary induced norm ‖.‖ on Mn the
following equality holds

ρ(T ) = inf{r(P−1TP ) : P is invertible in Mn},

In addition, we prove that for a finite dimensional complex normed space X that
is endowed by an absolute norm, the equality

ρ(T ) = inf{‖P−1TP‖ : P is invertible},

holds on B(X). Note that since X is finite dimensional, we can substitute X
with Cn and B(X) with Mn (with respect to some basis). We say that the norm
on X is absolute if, its related norm on Cn is absolute.

Theorem 2.1 Let ‖.‖ be an arbitrary induced norm on Mn.
Then for every A ∈Mn, we have

ρ(A) = inf{r(P−1AP ) : P is invertible}.(2.1)

.
Proof. At first note that for every induced norm ‖.‖ on Mn we have

r(P−1AP ) ≥ ρ(P−1AP ) = ρ(A).

Hence

ρ(A) ≤ inf{r(P−1AP ) : P is invertible}.

Now let ‖.‖ be an induced norm that satisfies the equality (2.2). Suppose that
ε > 0 and A is an arbitrary element in Mn with not necessarily distinct eigenvalues
λ1, . . . , λn. By [2, Theorem 2.4.7] there exists an invertible matrix Pε such that
P−1
ε APε = Tε = (tij(ε)) is an upper triangular matrix with |tij(ε)| < ε, 1 ≤ i <
j ≤ n. Then we have

W (PεAPε
−1) ⊆ W (diag(λ1, . . . , λn)) + εW (

∑
1≤i<j≤n

Eij)

= Co(σ(A)) + εW (
∑

1≤i<j≤n

Eij).

Hence

inf{r(P−1AP ) : P is invertible} ≤ r(PεAPε−1) ≤ ρ(A) + ‖
∑

1≤i<j≤n

Eij‖ε.

Therefore the equality (2.1) holds. �
Theorem 2.2 Let ‖.‖ be an induced norm on Mn such that for every diagonal

matrix diag(a1, . . . , an) in Mn the following equality holds

‖diag(a1, . . . , an)‖ = max{|a1|, . . . , |an|}.
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Then for every A ∈Mn, we have

ρ(A) = inf{‖P−1AP‖ : P is invertible}.(2.2)

Proof. For every induced norm ‖.‖ on Mn we have

‖P−1AP‖ ≥ ρ(P−1AP ) = ρ(A).

Hence

ρ(A) ≤ inf{‖P−1AP‖ : P is invertible}.

Suppose that ε > 0 and A is an arbitrary element in Mn with not necessarily
distinct eigenvalues λ1, . . . , λn and let Pε and Tε = (tij(ε)) be same as the proof of
Theorem 2.1. then we have

ρ(A) = ρ(Tε) = ‖(diag(λ1, . . . , λn)‖
≥ ‖Tε‖ − ε

∑
1≤i<j≤n

‖Eij‖

≥ inf{‖P−1AP‖ : P is invertible} − ε
∑

1≤i<j≤n

‖Eij‖.

Hence

ρ(A) ≥ inf{‖P−1AP‖ : P is invertible}.

Therefore the equality (2.2) holds. �
Lemma 2.3 Let ‖.‖ be a norm on Cn that induces the induced norm ‖.‖′ on

Mn. Then the equality

‖diag(a1, . . . , an)‖
′

= max{|a1|, . . . , |an|}.

holds for every diagonal matrix diag(a1, . . . , an) in Mn, if and only if ‖.‖ is an
absolute norm.

Proof. Let ‖.‖ be an absolute norm on Cn and consider a diagonal matrix
diag(a1, . . . , an) in Mn. Since absolute norms are monotone, we have

‖diag(a1, . . . , an)‖
′

= sup{‖ (|λ1a1|, . . . , |λnan|) ‖ : ‖(λ1, . . . , λn)‖ ≤ 1}
≤ sup {max{|a1|, . . . , |an|}‖(λ1, . . . , λn)‖ : ‖(λ1, . . . , λn)‖ ≤ 1}
= max{|a1|, . . . , |an|}.

On the other hand for every diagonal matrix diag(a1, . . . , an) in Mn and for every
i = 1, 2, . . . , n, we have

‖diag(a1, . . . , an)‖
′
≥ ‖|ai|ei

‖ei‖
‖ = |ai|.

Hence the desired equality holds. Conversely, suppose that the equality

‖diag(a1, . . . , an)‖
′

= max{|a1|, . . . , |an|}.

holds for every diagonal matrix diag(a1, . . . , an) in Mn and consider (x1, . . . , xn)
and (y1, . . . , yn) in Cn, with |xi| ≤ |yi|, i = 1, 2, . . . , n. Let xi = λiyi, with
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|λ1|, . . . , |λn| ≤ 1. Then we have

‖(x1, . . . , xn)‖ = ‖(λ1y1, . . . , λnyn)‖
≤ ‖diag(λ1, . . . , λn)‖

′
‖(y1, . . . , yn)‖

= max{|λ1|, . . . , |λn|}‖(y1, . . . , yn)‖
≤ ‖(y1, . . . , yn)‖.

Hence ‖.‖ is monotone and it is an absolute norm. �
The following corollary is an immediate consequence of Theorem 2.2 and Lemma

2.3.
Corollary 2.4 Let ‖.‖ be an absolute norm on a finite dimensional normed space

X. Then the equality (2.2) holds on B(X).
Finally, we remark that characterizing those norms for which the equality (2.2)

holds, seems to be an interesting problem.
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