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Abstract. In this paper, We present the generalizations of the
LSMR and NSCG methods for solving matrix equations. First,
based on the LSMR algorithm, the Bl-LSMR and Gl-LSMR algo-
rithms are derived by minimizing the Frobenius norm of residual
matrix of normal equation. In addition, by extending the idea
of LSMR algorithm, we also present the LSMR-M algorithm for
solving the general coupled matrix equations. Next, based on
NSCG and NS-CGNR methods, we establish the iterative methods
which are inner/outer iterations for solving the sylvester equation
and matrix equation AXB = C. Convergence conditions of each
method are studied in dept and by using the numerical experi-
ments the efficiency of the methods versus some well-known itera-
tive method are shown. We also show that the Hermitian splitting
and quasi-Hermitian splitting can induce accurate, robust, and ef-
fective preconditioned Krylov subspace methods.
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Abstract. For a symmetric matrix it was shown by Bunch, Dem-
mel and van Loan that there is no difference between the general
and the structured condition number. We show that this may
change for other structures.

1. Introduction

The sensitivity of a problem determines, in general, the maximally
achievable accuracy when solved by a numerical algorithm. For exam-
ple, for a linear system Ax = b the sensitivity is characterized by the
condition number ∥A−1∥∥A∥. This is true if there are no perturbations
in the right hand side; otherwise the condition number increases at
most by a factor 2.

Assume a linear system with condition number of about 1010 is solved
using IEEE754 double precision with a relative rounding error unit
u = 2−53 ≈ 10−16. Then that means that at most 6 decimal figures of
the solution components can be expected to be correct. An algorithm
is stable if the computed solution achieves approximately that maxi-
mally achievable accuracy. The concept extends to general numerical
problems.

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.

Key words and phrases. Structered perturbation, stability, condition number,
structured condition number, normwise perturbation, componentwise perturbation.



When solving special linear systems, for example with symmetric,
Toeplitz or circulant matrix, special solvers are available. Such solvers
are often much faster than a general solver such as Gaussian elimina-
tion. Input parameters are only the necessary parameters to identify
the matrix.

For example, it suffices to know the first row of a symmetric positive
definite Toeplitz matrix to identify the matrix, and a fast algorithm
needs only O(n2) operations compared to O(n3) operations for Gauss-
ian elimination. However, as only the first row is input to the Toeplitz
solver, perturbations are necessarily restricted to Toeplitz perturba-
tions.

Therefore it is necessary to adapt the definition of the sensitivity,
i.e. the condition number, to structured perturbations. This opens
the mathematical question how big is the difference between the sen-
sitivity with respect to general perturbations compared to structured
perturbations.

For a symmetric matrix it was shown by Bunch, Demmel and van
Loan that there is no difference between the general and the structured
condition number. We show that this may change for other structures.
For example, the condition number may square for linear systems with
circulant matrix. For that structure particularly fast algorithms, based
on Fast Fourier Transformations, requiring only O(n log(n)) operations
are available.

If, as in the example above, the general condition number is of the
order 1010, the structured condition number may be of the order 105.
Thus a solution computed by Gaussian elimination cannot be more ac-
curate than 6 decimal figures, whereas a circulant solver might achieve
11 correct digits. To my knowledge, such an algorithm is not available,
a challenge for numerical analysts.

For general Toeplitz matrices the situation is even worse. The factor
for a linear system with n unknowns between the general and the struc-
tured condition number may be up to about a factor 2n. This result
was obtained together with Sekigawa, and it has intimate relations to
the ratio ∥PQ∥ and ∥P∥∥Q∥ for polynomials P and Q. The infimum of
that ratio is explicitly known for a number of norms. For the spectral
norm, which is used here, it is only known up to some factor.

The situation changes for the matrix condition number (instead of
the condition number for linear systems). Here I can show that for
quite a number of structures there is no difference at all between the
general and the structured condition number. Such structures include
symmetric, persymmetric, skewsymmetric, symmetric Toeplitz, general
Toeplitz, persymmetric Hankel, general Hankel and circulant matrices.



The result can be interpreted in the way that amongst the worst per-
turbations there is always a structured one.

The famous Eckart-Young theorem states that the condition number
is equal to the reciprocal of the distance to the nearest singular matrix.
That 80-year old theorem is quite intuitive: Approaching a singular
problem should necessarily increase the condition number, i.e. the
sensitivity. It is shown that the theorem extends to all the structures
mentioned above.

For simplicity and convenience, perturbations are often normwise.
However, that bears a significant disadvantage. All components of a
matrix may be perturbed, in particular zero components. However,
zero components are often determined by the structure of the underly-
ing problem, for example the discretization of some continuous equa-
tions. Therefore, a more versatile and general point of view are compo-
nentwise perturbations. The most common case are entrywise relative
perturbations. In that case, zero components are not changed.

The natural question arises whether there is a difference between
general and structured componentwise perturbations. In that case the
picture changes completely. We could construct parametrized examples
where the general structured condition number tends to infinity for the
parameter approaching zero. However, the structured componentwise
condition number is always less than 8. That means the solution of the
problems are insensitive to structured perturbations, but arbitrarily
sensitive to general perturbations.

Thus there is no relation between the general and the componentwise
structured condition number. Similarly, for structured perturbations,
there is no relation between the componentwise condition number and
the distance to the nearest singular matrix. More precisely, there are
parametrized examples of structured matrices with structured compo-
nentwise condition number tending to infinity, whereas the structured
componentwise distance to the nearest singular matrix is always equal
to 1. In other words, no entrywise change of less than 100 per cent can
produce a singular matrix, that is the distance to the nearest singular
matrix is equal to the distance to the zero matrix.

Attempting to rescue a version of the Eckart-Young theorem, it re-
mains the questions whether there is a relation between the general
(unstructured) componentwise condition number and the general com-
ponentwise distance to the singular matrix. That was an open problem
for some time. We solved that question by developing an extension the
100-year old Perron-Frobenius theory from positive or non-negative
matrices to general real or complex matrices. The result characterizes
the relation up to a constant factor less than 6.



The condition number characterizes the maximally achievable accu-
racy of a numerical solution. However, in general the condition num-
ber is not known. That lead Wilkinson to his famous definition of
the textitbackward error: What is the smallest perturbation of a given
problem such that a computed solution is the exact solution of the
perturbed problem. If such a perturbation is of the size of the relative
rounding error unit, an algorithm is stable.

Many algorithms have been analyzed to be stable, and that is possi-
ble without knowing the condition number. Again, the question about
structures arises. It is well-known that for normwise perturbations
there is no difference between the general and the structured backward
error. For other structures that problem has been analyzed as well.

At the 19th Householder meeting 2014 in Spa, Belgium, Jim Dem-
mel posed the question about the relation between the general and
symmetric backward error under componentwise perturbations. That
question arose in practice: Algorithms are known to be backward sta-
ble in the general componentwise sense, but it was not clear whether
that also implies stability with respect to symmetric componentwise
perturbations.

We solved that problem not only with respect to symmetric, but with
respect to all the structures mentioned above. The result will appear
this year in SIMAX. It says that for all those structures there are prob-
lems being arbitrarily sensitive with respect to normwise structured
perturbations, but not sensitive at all with respect to componentwise
structured perturbations.
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Abstract. An efficient refinement algorithm is proposed for the
symmetric eigenvalue problems. The algorithm is simple, and it
mainly consists of matrix multiplications. It constructs an arbi-
trarily accurate eigenvalue decomposition, up to the limit of com-
putational precision. Since the proposed algorithm is based on
Newton’s method, it converges quadratically for simple eigenval-
ues. Numerical results demonstrate the excellent performance of
the proposed algorithm in terms of convergence rate and overall
computational cost.

1. Introduction

Let A be a real symmetric n×n matrix. We are concerned with the
symmetric eigenvalue problem Ax = λx, where λ ∈ R is an eigenvalue
of A and x ∈ Rn is an eigenvector of A associated to λ. To solve the

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.

Key words and phrases. accurate numerical algorithm, iterative refinement, sym-
metric eigenvalue decomposition.
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problem is important, since it is one of the significant tasks in scientific
computing. Excellent overviews can be found in [4].

The purpose of this paper is to develop an algorithm for calculating
an arbitrarily accurate result of the eigenvalue decomposition

A = XDXT, (1.1)

where X ∈ Rn×n is the orthogonal matrix whose ith columns are the
eigenvectors x(i) of A and D ∈ Rn×n is the diagonal matrix whose
diagonal elements are the corresponding eigenvalues λi, i.e.,Dii = λi for
i = 1, . . . , n. For this purpose we discuss iterative refinement methods
for (1.1) together with the convergence analysis.

Several efficient numerical algorithms for (1.1) have been developed
such as the bisection method with inverse iteration, the QR algorithm,
the divide-and-conquer algorithm or the MRRR algorithm via House-
holder’s tridiagonalization, the Jacobi algorithm and so forth. Since
they have actively been studied in numerical linear algebra for decades,
there are highly reliable implementations of them such as LAPACK
routines.

We stress that we do not intend to compete with such existing algo-
rithms but develop an iterative refinement algorithm for improving the
results obtained by any of them, i.e., the proposed algorithm can be
regarded as a supplement to the existing ones for constructing (1.1).

In fact, we assume that an approximation X̂ of X in (1.1) is given,

where X̂ should be accurate to some extent. A sufficient condition for
the convergence of the iterations is given by our analysis.

Another possible approach to achieving an accurate eigenvalue de-
composition is to use some multiple precision arithmetic library such as
MPFR with GMP in the Householder’s tridiagonalization and the sub-
sequent algorithm. In this case, however, the accuracy of the results
depends on the arithmetic precision in use. Let u denote the rela-
tive rounding error unit according to working precision (For example,
u = 2−53 for IEEE 754 binary64). Define λmax := maxi |λi|. Then it
is known (cf. e.g., [4]) from the standard error analysis for the existing
algorithms that the absolute error bound of each computed eigenvalue

λ̂i for λi is given as

|λ̂i − λi| ≤ p(n)u · λmax,

where p(n) is a modestly growing function of n. This means that
small eigenvalues may not achieve high relative accuracy. If λmin :=

win7
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mini |λi| ̸= 0, then the relative error bound of λ̂i becomes

|λ̂i − λi|
|λi|

≤ |λ̂i − λi|
λmin

≤ p(n)u · λmax

λmin

= p(n)u · κ(A),

where κ(A) is the spectral condition number of A. In general, we do not
know beforehand how much arithmetic precision suffices to achieve the
desired result accuracy, especially for such small eigenvalues. More-
over, the use of such multiple precision arithmetic for entire compu-
tations is often much more time-consuming than pure floating-point
arithmetic due to the difficulty of the optimization for today’s com-
puter architecture. Therefore, we prefer the approach by the itera-
tive refinement rather than that by simply using the multiple precision
arithmetic. More precisely, the use of higher precision arithmetic in
our proposed algorithms is basically restricted to matrix multiplica-
tion, which accounts for the majority of the computational cost. For
example, XBLAS [1], the extended and mixed precision BLAS, and
other accurate and efficient algorithms for dot products [2, 5] and ma-
trix products [3] based on error-free transformations are available for
practical implementation.
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Abstract. This paper is concerned with examining the applica-
bility of the conjugate gradient least-squares (CGLS) method for
determining the Hermitian tridiagonal least-squares solutions of
the quaternion matrix equation AX1B + CX2D = E. All compu-
tations in the presented algorithm are quaternionic.

1. Introduction

The quaternions arise in various fields such as computer graphics,
control theory, signal processing, and etc. For an overview on the
properties of quaternions, one may refer to [1, 2] and references therein.
Throughout the current work, the set of all m × n matrices over the
quaternion ring is denoted by Qm×n, i.e.,

Q = {a1+a2i+a3j+a4k | i2 = j2 = k2 = ijk = −1, a1, a2, a3, a4 ∈ R}.
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For a given n × n matrix A, the symbols AH and tr(A) are respec-
tively exploited to represent the conjugate transpose and the trace
of A. The real part of a quaternion a is denoted by Re(a), i.e., if
a = a1 + a2i + a3j + a4k then Re(a) = a1. The set of all n × n
Hermitian, anti-Hermitian, Hermitian tridiagonal and anti-Hermitian
tridiagonal quaternion matrices are respectively indicated by HQn×n,
AHQn×n, THQn×n, and TAHQn×n. Moreover, the notation KQn×n

stands for the set of all n × n quaternion matrices so that their main
diagonal, the first diagonal below this, and the first diagonal above the
main diagonal are zero. The inner product over Qm×n is defined by
⟨A,B⟩ = Re(tr(BHA)) for A,B ∈ Qm×n and the induced matrix norm
is specified by

∥A∥ =
√

⟨A,A⟩ =
√

Re(tr(AHA)).

As a natural extension for the matrix groups X = (X1, X2) and Z =
(Z1, Z2), the inner product between X and Z is elucidated by

⟨(X1, X2) , (Z1, Z2)⟩ = ⟨X1, Z1⟩+ ⟨X2, Z2⟩ .

Thence ∥X∥2 = ∥X1∥2 + ∥X2∥2 for X = (X1, X2).
In this paper, we focus on the solutions of the following problem.

Problem 1. Presume that the n × n quaternion matrices A,B,C,D
and E are given. Find the matrices X1 and X2 such that

∥AX1B + CX2D − E∥ = min, (1.1)

and X = (X1, X2) ∈ THQn×n × THQn×n.

Here we would like to point out that Ling et al. [2] have extended
the LSQR algorithm [3] to determine the Hermitian tridiagonal least-
squares solutions of the matrix equation AXB = E.

For simplicity, we consider the linear operator M : Qn×n ×Qn×n →
Qn×n such that for X = (X1, X2)

M(X) = AX1B + CX2D. (1.2)

Using (1.2), the matrix equation AX1B +CX2D = E can be reformu-
lated to M(X) = E.

Definition 1.1. Let G be a linear operator from Qm×n to Qm×n,
then the adjoint of G is denoted by G∗ and satisfies ⟨G (X) , Z⟩ =
⟨X,G∗ (Z)⟩ .
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2. Main results

Lately, Peng [4, 5] has successfully extended the CGLS method to
determine the least-squares solutions of two kinds of matrix equations
over two special classes of matrices. In this section we develop the
CGLS method for solving problem (1) which is propounded in Algo-
rithm 1. The following lemma has a fundamental role for developing
the CGLS algorithm to solve Problem 1.

Lemma 2.1. Presume that THQn×n, TAHQn×n and KQn×n are de-
fined as before. Then,

Qn×n = THQn×n ⊕ TAHQn×n ⊕KQn×n,

where ⊕ stands for the orthogonal direct sum with respect to the inner
product ⟨., .⟩.

Remark 2.2. For simplicity, we mention the linear operator L from
Qn×n to THQn×n as follows:

L : Qn×n → THQn×n

A 7→ A1

where A1 ∈ THQn×n, A2 ∈ TAHQn×n and A3 ∈ KQn×n is the unique
representation of matrix A, i.e., A = A1 + A2 + A3.

For an arbitrary A ∈ Qn×n, suppose that the operators H gives the
Hermitian part of matrix A, i.e., H (A) = 1

2
(A + AH). In addition,

assume that K(A) reset to zero all elements of the matrix A except
the main diagonal, the first diagonal below this and above the main
diagonal where A is a given arbitrary matrix. It is not difficult to see
that L(A) = K(H(A)).

Algorithm 1. The CGLS method for solving problem (1).
Data: Input A,B,C,D,E; the initial guess X(0) = (0, 0) and

choose tolerance ϵ.
Initialization:

• k = 0
• R(0) = E −M(X(0))
• P (0) = L(M∗(R(0)))
• Q(0) = P (0)

While ∥P (k)∥ > ϵ Do:

• X(k + 1) = X(k) + ∥P (k)∥2
∥M(Q(k))∥2Q(k)

• R(k + 1) = R(k)− ∥P (k)∥2
∥M(Q(k))∥2M(Q(k))

• P (k + 1) = L (M∗(R(k + 1)))
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• Q(k + 1) = P (k + 1) + ∥P (k+1)∥2
∥P (k)∥2 Q(k)

• k := k + 1.

EnDDo

Now we present the following useful theorem which represents prop-
erties of the sequences produced by the proposed algorithm. By Theo-
rem 2.3, it turns out that the solution of problem (1) can be computed
by Algorithm 1 within finite number of steps in exact arithmetic.

Theorem 2.3. Suppose that k steps of Algorithm 1 have been per-
formed, i.e., P (l) ̸= 0 and M(Q(l)) ̸= 0 for l = 0, 1, . . . , k. The
sequences P (l) and Q(l) (l = 0, 1, . . . , k) produced by Algorithm 1 sat-
isfy

(1) ⟨P (i), P (j)⟩ = 0,
(2) ⟨M(Q(i)),M(Q(j))⟩ = 0,
(3) ⟨Q(i), P (j)⟩ = 0,

for i, j = 0, 1, 2, . . . , k (i ̸= j).

The following theorem shows that the residual matrices associated
with the approximate solutions produced by Algorithm 1 satisfy an
optimality property.

Theorem 2.4. Suppose that m steps of Algorithm 1 have been per-
formed, i.e., P (l) ̸= 0 and M(Q(l)) ̸= 0 for l = 0, 1, . . . ,m − 1. Pre-
sume that the subspaces Km = span{Q(0), . . . , Q(m−1)} and MKm =
span{M(Q(0)), . . . ,M(Q(m− 1))}. Assume that P (m) ̸= 0, then the
mth approximate solution obtained by Algorithm 1 satisfies

∥E −M(X(m))∥ = min
X∈X(0)+Km

∥E −M(X)∥.
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Abstract. In this paper we deal with gs-majorization, introduce
generalized even majorization(ge-majorization) and prove that gs-
majorization and ge-majorization coincide on Rn when n ≥ 3.

1. Introduction

Let x = (x1, . . . , xn)
t and y = (y1, . . . , yn)

t be two vectors in Rn

and let x↓ =
(
x↓1, . . . , x

↓
n

)
be the vector obtained by rearranging the

coordinates of x in decreasing order. i.e. x↓1 ≥ x↓2 ≥ . . . ≥ x↓n. Then x
is said to be majorized by y (written x ≺ y) if

k∑
i=1

x↓i ≤
k∑

i=1

y↓i k = 1, 2, . . . , n (1.1)

and
n∑

i=1

x↓i =
n∑

i=1

y↓i . A matrix D is called doubly stochastic if it is

nonnegative and summation of all entries in each row and each column

2010 Mathematics Subject Classification. Primary 15A04; Secondary 15A21.
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equals to 1. Let x ≺ y, then there exists a doubly stochastic matrix D
such that x = Dy. If x = Dy for some generalized doubly stochastic
matrix(a matrix with all row and column summations equal to one,
but not necessarily nonnegative), we say that x is gs-majorized by y.
We know that every generalized doubly stochastic matrix is an affine
combination of permutations. If we consider only even permutations,
we say that x is ge-majorized by y. In this paper we prove that gs-
majorization and ge-majorization coincide on Rn when n ≥ 3.

2. ge-majorization

First we state some Known facts about majorization. Let e =
(1, 1, ..., 1)t. We have the following theorem for doubly stochastic ma-
trices.

Theorem 2.1. (Birkhoff’s theorem) The set of n× n doubly stochas-
tic matrices is a convex set whose extreme points are the permutation
matrices.

Definition 2.2. A matrix D is called even doubly stochastic if it is a
convex combination of even permutation matrices.

Definition 2.3. A matrix D is called g-doubly stochastic(ge-doubly
stochastic) if it is an affine combination of permutation(respectively
even permutation) matrices.

We have some definitions about majorizations corresponding to va-
riety of doubly stochastic matrices.

Definition 2.4. We say that x is even majorized by y, if x = Dy for
some even doubly stochastic matrix D and write x≺ey.

Definition 2.5. We say that x is gs-majorized(ge-majorized) by y if
x = Dy for some g-doubly stochastic(respectively ge-doubly stochastic)
matrix D and write x≺gsy(respectively x≺gey).

Our aim is to show that gs-majorization and ge-majorization coincide
on Rn when n ≥ 3.

Theorem 2.6. The concepts of gs-majorization and ge-majorization
coincide on Rn when n ≥ 3, i.e. x≺gsy if and only if x≺gey.

Proof. We prove this theorem in two parts:
Part 1: n = 3.
Let y0 = (y1, y2, y3)

t ∈ R3. We consider two cases:
Case 1: If y = αe for some α ∈ R. Then

{x;x≺gsy0} = {x;x≺gey0} = {y0},
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and we are done.
Case 2: If y0 ̸= αe for all α ∈ R. Without loss of generality assume y1 ̸=
y2. All permutations of y0 lie in the hyper plane x+y+z = y1+y2+y3.
We show even permutations of y0 are affinely independent. Suppose
y′0 = (y3, y1, y2)

t and y′′0 = (y2, y3, y1)
t be two even permutaions of y0.

We show that y′0 − y0 and y
′′
0 − y0 are linearly independent. If they are

linearly dependent then y′0 − y0 = λ(y′′0 − y0) for some λ ∈ R i.e. y1 − y3 = λ (y1 − y2)
y2 − y1 = λ (y2 − y3)
y3 − y2 = λ (y3 − y1).

Simplifying these relations shows that

(y1 − y2)
(
λ2 − λ+ 1

)
= 0.

Since y1 ̸= y2 and λ2 − λ + 1 = 0 has no real solution we get to
contradiction. So y′0 − y0 and y′′0 − y0 are linearly independent.

Part 2: n > 3.
First we show that every transposition can be written as an affine

combination of even permutations. Without loss of generality assume
y = (y2, y1, y3, ..., yn)

t, y0 = (y1, y2, y3, ..., yn)
t, z = (y1, y2, y3)

t, z′ =
(y3, y1, y2)

t, z′′ = (y2, y3, y1)
t and z0 = (y2, y1, y3)

t. We see in part 1
that

z0 = α1z + α2z
′ + α3z

′′,

for some α1, α2 and α3 such that α1 + α2 + α3 = 1. Now

y =
(
α1 (z

t, y4, ..., yn) + α2

(
z′t, y4, ..., yn

)
+ α3

(
z′′t, y4, ..., yn

))t
and we conclude that every transposition can be written as an affine
combination of even permutations. Now suppose Π = ΠkΠk−1...Π1

where Πi (1 ≤ i ≤ k) are transpositions. We use induction on k. If
k = 1, it is obvious by part 1. Now, suppose that the theorem holds
for k − 1. We prove that the relation holds for k.

Πk−1Πk−2...Π1 (y0) =
m∑
i=1

αiPi (y0),

where
∑
αi = 1, Pis are even permutations and m is an integer. Now

Πk (Πk−1, ...,Π1 (y0)) = Πk

(
m∑
i=1

αiPi (y0)

)

=
m∑
i=1

αiΠkPi (y0).
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ΠkPi (y0) =
m′∑
j=1

βjQj (Pi (y0)),

where
∑
βi = 1 and Qjs are even permutations. Hence

Πk (Πk−1...Π1) (y0) =
m∑
i=1

αi

(
m′∑
j=1

βjQjPi (y0)

)

=
mm′∑
i=1

α′
iP

′
i (y0),

where
mm′∑
i=1

α′
i = 1 and P ′

i s are even permutations. The proof is com-

plete. □
If n = 1 or n = 2, then the only even permutation is identity and

hence ge-majorization and equality coincide.
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Abstract. Singular Spectrum Analysis (SSA) is a powerful non-
parametric time series analysis method which mainly is based on
matrix analysis and classical time series. In order to apply this
method, at the first stage, window length must be determined. An
improper value of window length yields misleading results in SSA.
In this paper, we review the criteria that should be consider to find
a suitable value for window length.

1. Introduction

Singular Spectrum Analysis (SSA) is a powerful non-parametric tech-
nique in time series analysis that has been developed and applied to
many practical problems. Most recent developments in the theory and
methodology of SSA can be found in [1].
The aim of SSA is to decompose the original series into the sum of a
small number of independent and interpretable components such as a
slowly varying trend, oscillatory components and a structureless noise.
The whole procedure of SSA depends upon two basic, but very impor-
tant, parameters:

• the window length, L,

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.

Key words and phrases. Singular Spectrum Analysis, Window length, Hankel
matrix.
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• the way of grouping.

Choosing improper values of these parameters yields incomplete re-
construction and misleading results in forecasting. In spite of the im-
portance of the choosing parameters, no theoretical solution has been
yet proposed to this problem. Of course, there are worthwhile efforts
and various techniques for selecting the appropriate value of L (see,
for example, [2] and references therein). In this paper, we consider
choosing window length based on several criteria.

The structure of this paper is as follows: Section 2 presents a brief
description of the SSA. Section 3 shows the main results. The final
section discusses the conclusions of the study.

2. Short Description of SSA

The basic SSA method consists of four steps: In the first step, we
transfer a one-dimensional time series YN = (y1, . . . , yN) into the tra-
jectory matrix X = [X1, · · · , XK ] with Xj = [yj, · · · , yL+j−1]

T where
L(2 ≤ L ≤ N−1), is the window length and K = N−L+1. Then, we
use singular value decomposition (SVD) of X and decompose it to the
sum of L elementary matrices: X = X1 + · · · +XL. In the next step,
we are splitting the elementary matrices into several groups and sum-
ming the matrices within each group. Finally, by diagonal averaging,
we convert each matrix, resulted from the grouping step, to the form of
a Hankel matrix which can be subsequently converted to a time series.
The resulting filtered time series can be used for further analysis such
as forecasting.

3. Main Results

3.1. Lag-Covariance. Let us first consider the behavior of matrix
XXT/K, that is lag-covariance matrix. Denote the trace of the matrix

XXT as TL,N
X = tr(XXT ) we have the following theoretical results:

Lemma 3.1. Consider the trajectory matrix X as defined before. Then

TL,N
X = TK,N

X =
N∑
j=1

wL,N
j x2j (3.1)

where, wL,N
j = min{min{L,K}, j, N−j+1} = wK,N

j and K = N−L+1.

Proof. See [3] □
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Lemma 3.2. TL,N
X is an increasing function of L on {2, ...,

[
N+1
2

]
}, a

decreasing function on {
[
N+1
2

]
+ 1, ..., N − 1}, and

max
L∈{2,...,N−1}

TL,N
X = TLmax,N

X (3.2)

where Lmax is the median of {1, . . . , N}.

Proof. See [3] □
Theorem 3.3. TL,N

X /K is an increasing function of L on {2, ..., N−1}.

Proof. See [1] □
3.2. Rank of trajectory matrix.

Theorem 3.4. Let d denotes the rank of the trajectory matrix X in
SSA. Thus, the maximum rank of the trajectory matrix X is achieved
at L = Lmax.

Proof. See [1] □
3.3. Separability. SSA decomposition of the series YN can only be
successful if the resulting additive components of the series are approx-
imately separable from each other. We have two types of separability,
strong and weak, that are explained in the following.

3.3.1. Strong separability. Assume that YN = Y
(1)
N + Y

(2)
N . Moreover

let X(1) and X(2) are corresponding trajectory matrices respectively.

In addition, assume that we have X = X
(1)
SVD + X

(2)
SVD by using SVD

and grouping. Then strong separability of the series Y
(1)
N and Y

(2)
N ,

happens if X
(1)
SVD = X(1) & X

(2)
SVD = X(2). Although, strong separability

does happens in practice rarely; theoretically it happens if the columns
(rows) of X(1) and X(2) are orthogonal and singular values are isolated.
Considering the coefficient of variation for the differentiation of singular
values, we checked and found that the maximum separation for a wide
class of series will be obtained when L = Lmax.

3.3.2. Weak separability. Quantity w-correlation is a natural measure

of similarity between two series Y
(i)
N = [y

(i)
1 , · · · , y

(i)
N ]T (i = 1, 2):

ρ
(w)
12 =

(
Y

(1)
N , Y

(2)
N

)
w√(

Y
(1)
N , Y

(1)
N

)
w

√(
Y

(2)
N , Y

(2)
N

)
w

where,
(
Y

(i)
N , Y

(j)
N

)
w
=
∑N

p=1w
L,N
p y

(i)
p y

(j)
p , (i, j = 1, 2) (See, [4]). If

the absolute value of the w -correlations is small, then the corresponding
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series are almost w -orthogonal, but, if it is large, then the two series
are far from being w -orthogonal and are therefore weakly separable.
Hassani et al ([5]) showed the minimum value of w-correlation attains
at L = Lmax, for a wide class of time series.

3.4. Number of entities of trajectory matrix. There are L × K
observations in the trajectory matrix. Now, it is easy to see that L =
Lmax gives maximum value of the number of entities of the trajectory
matrix.

3.5. Accuracy Measure. Mahmoudvand et al ([2]) have considered
this issue by means of simulation and showed that there are a mean-
ingful differences among the optimal values of window length that used
for reconstruction and forecasting. They showed that, optimal value
for reconstruction is again close to Lmax, but it is depend on the several
conditions for the forecasting procedure. Moreover, Golyandina ([4])
have considered the basic model ”signal + residual” and showed that
the error behaviour depends on the type of residuals, deterministic or
stochastic, and whether the noise is white or red. In her paper, the
choice of L close to one-half of the time series length was approved to
be appropriate in most cases.

4. Conclusion

The considered theoretical criteria in this paper show that choos-
ing L = Lmax is the best value for reconstruction in a wide class of
time series. However, there is not any general recommendation for the
forecasting procedure.
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Abstract. In this paper, we show the dependence of the residual
matrix on the starting matrix, and give necessary and sufficient
conditions for a starting matrix to produce a zero residual for solv-
ing the matrix equation AXB = C where A and B are nonsingular
matrices.

1. Introduction

In this paper, we will consider the following matrix equation

AXB = C, (1.1)

where A ∈ Rn×n, B ∈ Rs×s are nonsingular matrices and X,C ∈ Rn×s.
Different methods are devoted to find the special solution structures
of the matrix equation (1.1) such as symmetric, skew-symmetric or
symmetric positive definite solution X; see [2, 3, 4] .
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In this paper, we will develop nessesary and sufficient conditions for
a starting matrix to produce a zero residual matrix.
This paper is organized as follows. In section 2 we show the functional
dependence of the residual matrix on the starting matrix. In section
3 we give nessesary and sufficient conditions for a starting matrix to
produce a zero residual matrix.
Thoroughout this paper, we use the following notations. Let Rm×n be
the set ofm×n real matrices. The symbols AT , ∥A∥2 and trace(A) will
denote the transpose, 2-Norm and trace, respectively, of a matrix A ∈
Rm×n. For any matrices A and B in Rn×s, < A,B >F= trace(ATB)
denotes the inner product. The associated norm is the Frobenius norm
obtained by ∥.∥F .
Further, vec(.) will stand for the vec operator, i.e.
vec(A) = (aT1 , a

T
2 , ..., a

T
s )

T for the matrix A = (a1, a2, ..., as) ∈ Rn×s,
where aj, j = 1, 2, ..., s is the j-th column of A and A ⊗ B = (aijB)
denotes the Kronecker product of the matrices A and B. Let A =
[A1, ..., Ap] ∈ Rn×ps and B = [B1, ..., Bl] ∈ Rn×ls, where Aj and Bj are
n× s matrices. The matrix AT ⋄B are defined by
(AT ⋄B)ij =< Ai, Bj >F .

2. The generalized Global Arnoldi Factorization

We can easily see that the matrix equation (1.1) is equivalent to the
following linear system of equations

(BT ⊗ A)vec(X) = vec(C).

Now , we need to define the matrix Krylov subspace associated with
triplet (A, V,B) as follows.

Definition 2.1. Let A ∈ Rn×n, B ∈ Rs×s, and V ∈ Rn×s. The matrix
Krylov subspace is defined by

GKk = GKk(A, V,B) = span{V,AV B, ..., Ak−1V Bk−1}. (2.1)

The generalized global Arnoldi algorithm [4] leads to

AVk(Ik ⊗B) = Vk(Hk ⊗ Is) +Rk(e
T
k ⊗ Is), (2.2)

where Rk = hk+1,kVk+1, Vk ∈ Rn×ks, VT
k ⋄ Vk = Ik, Hk ∈ Rk×k is upper

Hessenberg. The matrix Rk is the residual matrix and is F-orthogonal
to the columns of Vk. If the rsidual Rk is the zero matrix then equation
(2.2) is called a truncated generalized global Arnoldi factorization when
k < ns.
We expose the functional dependence of the residual matrix on the
starting matrix, and give necessary and sufficient for a starting matrix
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to produce a zero residual.
The following result is an extension of the implicit Q- Theorem proved
in [1].

Theorem 2.2. Suppose

AVk(Ik ⊗B) = Vk(Hk ⊗ Is) +Rk(e
T
k ⊗ Is),

AUk(Ik ⊗B) = Uk(Gk ⊗ Is) + Fk(e
T
k ⊗ Is),

where columns Vk and Uk are F-orthogonal and Hk, Gk are both upper
Hessenberg with positive subdiagonal entries.
If Vk(e1 ⊗ Is) = Uk(e1 ⊗ Is) and VT

k ⋄Rk = UT
k ⋄ Fk = 0, then Vk = Uk,

Hk = Gk and Rk = Fk.

Proof. The result can be easily proved by induction on k. □
In the following, we show relations between a generalized global

Arnoldi factorization and block Krylov matrices.
Consider the block Krylov matrix and the companion matrix, respec-
tively,

K = (V1, AV1B, ..., A
k−1V1B

k−1),

C = [e2, ..., ek, c] ∈ Rk×k,

where c = (c1, ..., ck)
T .

Observe that

AK(Ik ⊗B)−K(C ⊗ Is) = R̂(eTk ⊗ Is), (2.3)

where R̂ = AkV1B
k−
∑k−1

i=0 ci+1A
iV1B

i = AkV1B
k−K(c⊗Is). Also, we

can easily show that r̂ = vec(R̂) = (((Bk)T ⊗ Ak)−
∑k−1

i=0 ci+1(B
i)T ⊗

Ai))vec(V1). Note that r̂ = p(BT ;A)vec(V1), where p(x, y) = xkyk −∑k−1
i=0 ci+1x

iyi. The vector c must be chosen such that solves the least
squares problem

minc∈Rk∥AkV1B
k −K(c⊗ Is)∥F = minc∈Rk∥p(BT ;A)vec(V1)∥2. (2.4)

To solve the minimization problem (2.4), consider the global QR factor-
ization K = Q(R⊗Is) where Q is F-orthonormal, R is upper triangular
and ρii = eTi Rei > 0.
Multiplying (2.3) on the right (R−1 ⊗ Is), we obtain

AK(Ik ⊗B)(R−1⊗ Is)−K(C⊗ Is)(R
−1⊗ Is) = R̂k(e

T
k ⊗ Is)(R

−1⊗ Is).

By Kronecker product propertices, we can rewrite the above equation
as follows:

AQ(Ik ⊗B)−Q(G⊗ Is) = F (eTk ⊗ Is),

where G = RCR−1, F = 1
ρkk
R̂k. It can be esaily shown that Q(e1 ⊗

Is) = Vk(e1 ⊗ Is) and QT ⋄ R̂ = 0 so QT ⋄ F̂ = 0. Thus extension
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Q-implicit theorem will imply Q = Vk, G = Hk and F = Rk. Putting
Hk = G yields

βk = eTk+1Hkek =
ρk+1,k+1

ρk,k
.

Moreover, Let p̂k solves minimization problem in (2.4). Also, Rk =
R̂k

ρk,k
.

Thus, we have

rk = vec(Rk) =
vec(R̂k)

ρk,k
=

r̂k
ρk,k

.

It follows that
ρk+1,k+1 = ∥ ˆpk(BT ;A)vec(V1)∥2.

The following Theorem summarizes the preceding discussion.

Theorem 2.3. Suppose AVk(Ik ⊗ B) = Vk(Hk ⊗ Is) + Rk(e
T
k ⊗ Is)

be a k-step generalized global Arnoldi factorization, and suppose that
dim(GKk(A, V,B)) = ks. Then

rk =
ˆpk(BT ;A)vec(V1)

∥ ˆpk(BT ;A)vec(V1)∥2
.

Moreover, p̂k solves min∥ ˆpk(BT ;A)vec(V1)∥2.
In the following, we will develop nessesary and sufficient conditions for
a starting matrix to produce a zero residual matrix.

Theorem 2.4. suppose AVk(Ik ⊗B) = Vk(Hk ⊗ Is)+Rk(e
T
k ⊗ Is) be a

k-step generalized global Arnoldi factorization with Hk unreduced. Then
Rk = 0 if and only if V1 = X (y ⊗ Is) where AX (Ik ⊗ B) = X (J ⊗ Is)
with rank(X ) = ks and and J a Jordan matrix of order k .
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Abstract. Recently we generalize the max algebra system to the
class of nonnegative tensors. In this paper we give some basic
properties for the left (right) inverse, under the new system. The
existence of order 2 left (right) inverses of tensors is characterized.

1. Introduction

Definition 1.1. [1] The max algebraic addition (⊕) and multiplication
(⊗) are defined as follows:

(i) Suppose that A,B ∈ ℜ[m,n]
+ then we have A⊕ B ∈ ℜ[m,n]

+ and

(A⊕ B)i1...im = ai1...im ⊕ bi1...im = max (ai1...im , bi1...im) . (1.1)

(ii) Suppose that A ∈ ℜ[m,n]
+ and B ∈ ℜ[k,n]

+ where m ≥ 2 , k ≥ 1 then

we have A⊗ B ∈ ℜ[(m−1)(k−1)+1,n]
+ and

(A⊗ B)iα1...αm−1
=

n
⊕

i2...im=1
aii2...imbi2α1 ...bimαm−1

= max
1≤i2...im≤n

{
aii2...imbi2α1 ...bimαm−1

}
,

(1.2)
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where i ∈ {1, ..., n}, α1, ..., αm−1 ∈ [n]k−1. In particular for x ∈ ℜn
+ we

have

(A⊗ x)i = max
1≤i2...im≤n

{aii2...imxi2 ...xim} .

Theorem 1.2. [1] Let A (and B, C) be an order m + 1 (and order
k + 1, order r + 1), dimension n tensor, respectively. Then we have

A ⊗ (B⊗ C) = (A⊗ B)⊗ C.

Definition 1.3. A diagonal tensor is a tensor that only the entries of
which all the indices are equal can be different from zero. A diagonal
tensor with all diagonal entries equal to 1 is called the unit tensor and
denoted by I.

Theorem 1.4. [1] Let A, I ∈ ℜ[m,n]
+ , then

(i). If A⊗ I = 0, then A = 0.
(ii). If I⊗ A = 0, then A = 0.

Lemma 1.5. Let A ∈ ℜ[m,n]
+ and P,Q are both matrices, then

(P ⊗ A⊗Q)i1...im = max
1≤j1,...,jm≤n

{aj1...jmpi1j1qj2i2 ...qjmim} .

2. Main sections and results

Since the operation ⊕ in max algebra is not invertible, inverse ma-
trices are almost non existent. It is known that in max algebra, gener-
alized permutation matrices are the only type of invertible matrices

Theorem 2.1. [3] The inverse of a nonnegative matrix A is nonnega-
tive if and only if A is a generalized permutation matrix.

Recently in [2] the left and right inverse of tensors under the general
product, are defined. In conventional multilinear algebra we know that,
not all tensors have inverses. We will see that in max algebra the
invertible tensors are even more limited.

Definition 2.2. Let A be a tensor of order m and dimension n, and
let B be a tensor of order k and dimension n. If A⊗ B = I, then A is
called an order m left inverse of B in the max algebra sense, and B is
called an order k right inverse of A in the max algebra sense.

Theorem 2.3. Let A ∈ ℜ[m,n]
+ be a diagonal tensor. Then

A has an order k left inverse if and only if aii...i ̸= 0, i = 1, 2, ..., n.
Moreover, an order k diagonal tensor L with diagonal entry lii...i =
aii...i

−(k−1) is the unique order k left inverse of A.
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Theorem 2.4. Let A ∈ ℜ[m,n]
+ be a diagonal tensor. Then

A has an order k right inverse if and only if aii...i ̸= 0, i = 1, 2, ..., n.
In this case, an order k diagonal tensor R with diagonal entry ri...i =
(m−1)
√
a−1
ii...i is the unique order k right inverse of A.

We will now characterize the left (right) inverse of order 2 for a tensor

A ∈ ℜ[m,n]
+ , for this purpose we require the following lemma.

Lemma 2.5. If A ∈ ℜ[m,n]
+ and A has an order 2 left (right) inverse,

then
(i). This left (right) inverse does not have a row such that all entries
are nonzero (zero). (ii). This left (right) inverse does not have a
column such that all entries are nonzero (zero). (iii). A does not have
a face such that all entries are nonzero (zero).

Proof. This follows from Definition 1.1 and Definition 2.2. □
Theorem 2.6. If A ∈ ℜ[m,n]

+ , and A has an order 2 left (right) inverse
G, then G must be a generalised permutation matrix.

Theorem 2.7. If A ∈ ℜ[m,n]
+ , then A has an order 2 left inverse if

and only if there exists a generalised permutation matrix G such that
A = G⊗ I. Moreover, G−1 is the unique order 2 left inverse of A.
Proof. If A = G ⊗ I, for a generalised permutation matrix G, then A
has an order 2 left inverse G−1. Assume C is an order 2 left inverse of
A, then C⊗A = I, this equation conclude that C must be a generalised
permutation matrix ( by Theorem 2.6), thus A = C−1 ⊗ I. Suppose
that B is also an order 2 left inverse of A, we can also get A = B−1⊗ I.
Hence (C−1 −B−1) ⊗ I = 0, By Theorem 1.4, we have C−1 = B−1.
By the fact that a nonsingular matrix has a unique inverse matrix, it
follows that B = C and the desired results hold. □
Theorem 2.8. If A ∈ ℜ[m,n]

+ , then A has an order 2 right inverse if
and only if there exists a generalised permutation matrix Q such that
A = I⊗Q. In this case, Q−1 is the unique order 2 right inverse of A.
Proof. If A = I ⊗ Q for a generalised permutation matrix Q, then A
has an order 2 left inverse Q−1. If T is an order 2 right inverse of A,
then A ⊗ T = I, imply that T is a generalised permutation matrix (
by Theorem 2.6). So A = I ⊗ T−1. Hence if A has an order 2 right
inverse, then there exists a generalised permutation matrix T such that
A = I⊗ T .
If R is any order 2 right inverse of A, then A⊗R = I⊗Q⊗R = I. Set
D = Q⊗R, then I = I⊗D. By Definition 1.1, D must be the identity
matrix of dimension n. Hence the proof is complete. □
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Notice that form = 2 (when A is a matrix), we have the right inverse
is equal to left inverse, (refer to max algebra theory).

Theorem 2.9. Let A and B be tensors such that A⊗B = 0. Then the
following hold: (i). If the order 2 left inverse of a tensor A (resp. B)
exists, then B = 0 (resp. A = 0). (ii). If the order 2 right inverse of
a tensor A (resp. B) exists, then B = 0 (resp. A = 0).

Definition 2.10. We define a new class for tensors as follows:

Γ =

{
A ∈ ℜ[m,n]

+ : A = G⊗ I = I⊗G,
where G is a generalized permutation matrix

}
.

For example the unit tensor is belong to this class.

The following theorem is an interesting and fundamental extension
of Theorem 2.1 for tensors, in which we charactrize the invertible ten-
sors completely.

Theorem 2.11. Let A ∈ ℜ[m,n]
+ .Then a matrix B such that

A⊗B = I = B ⊗ A,
exists if and only if A is belong to Γ.

Proof. Let A ∈ Γ, thus there exists a generalised permutation matrix
G such that A = G ⊗ I = I ⊗ G. By puting B = GT , we will have
A ⊗ B = I = B ⊗ A. On the other hand, if A ⊗ B = I = B ⊗ A,
Theorems 2.7 and 2.8 conclude that A is belong to Γ. □
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Abstract. The purpose of this study is to present a matrix method
for solving system of linear Fredholm integro-differential equations
of the second kind on unbounded domain with degenerate kernels
in terms of generalized Laguerre polynomials. The method is based
on the approximation by the truncated generalized Laguerre series.

1. Introduction

The main object of this paper is to approximate the solution system
of Fredholm integro-differential equations of the second kind on a semi-
infinite domain of the following form [1, 2]:

U ′(x) = F (x) + ρ

∫ ∞

0

w(t)K(x, t)U(t)dt, x ∈ R+, (1.1)
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along with initial condition U(0) = A, where ρ ∈ R, and

U(x) = [u1(x), u2(x), ..., um(x)]
T ,

F (x) = [f1(x), f2(x), ..., fm(x)]
T ,

K(x, t) = [kij], i, j = 1, 2, ...,m,

A = [a1, a2, ..., am]
T .

In system (1.1), w(t) = tαe−t(α > −1) and the known kernel K(x, t)
might has singularity in the region D = {(x, t) : 0 ≤ x, t < ∞} and
F (x) is continuous function and A is fixed constant vector, and U(x)
is the unknown vector function of the solution that will be determined.
Let Λ = [0,∞) and w(α)(x) = xαe−x be a weight function on Λ in the
usual sense. We define

L2
w(α)(Λ) = {v : v is measurable on Λ and ∥v∥w(α) <∞},

equipped with the following inner product and norm:

(u, v)w(α) =

∫
Λ

u(x)v(x)w(α)(x)dx, ∥v∥w(α) = (v, v)
1
2

w(α) .

Next, suppose L
(α)
n (x) be the generalized Laguerre polynomials of de-

gree n, defined by the following:

L(α)
n (x) =

1

n!
x−αex∂nx

(
e−xxn+α

)
, n = 0, 1, ....

Generalized Laguerre polynomials are orthogonal in L2
w(α)(Λ) Hilbert

space with the weight function w(α)(x) = xαe−x satisfy in the following
relation ∫ ∞

0

xαe−xL(α)
n (x)L(α)

m (x)dx = γαnδn,m, ∀n,m ≥ 0,

where δn,m is the Kronecher delta function and γαn = Γ(n+α+1)
Γ(n+1)

.

2. Approximation of functions

A function f(x) ∈ L2
w(α)(Λ) may be expressed in terms of generalized

Laguerre polynomials as:

f(x) =
∞∑
i=0

f
(α)
i L

(α)
i (x),

where the generalized Laguerre coefficients f
(α)
i are given by

f
(α)
i =

∫ ∞

0

L
(α)
i (x)(
i+ α
i

) · xαe−x

Γ(α + 1)
· f(x)dx, i = 0, 1, ....
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In practice, only the first (n + 1) terms of generalized Laguerre poly-
nomials are considered. Then we have

f(x) ≃
n∑

i=0

f
(α)
i L

(α)
i (x) = F TLx,

F = [f
(α)
0 , f

(α)
1 , . . . , f (α)

n ]T , Lx = [L
(α)
0 (x), L

(α)
1 (x), . . . , L(α)

n (x)]T . (2.1)

We can also approximate the function of two variables, k(x, t) ∈ L2
w(α)(Λ

2)
as follows:

k(x, t) ≃
n∑

i=0

n∑
j=0

L
(α)
i (x)k

(α)
ij L

(α)
j (t) = LT

xKLt.

Here the entries of matrix K = [k
(α)
ij ](n+1)×(n+1) will be obtained by

k
(α)
ij =

(L
(α)
i (x), (k(x, t), L

(α)
j (t)))

(L
(α)
i (x), L

(α)
i (x))(L

(α)
j (t), L

(α)
j (t))

, for i, j = 0, 1, ..., n.

3. Main sections and results

Theorem 3.1. Suppose Lx be the generalized Laguerre vector defined
in (2.1) then ∫ x

0

Ltdt ≃ PLx,

where P is the (n + 1) × (n + 1) operational matrix for integration as
entries follows:

Ω(i, j, α) =
i∑

k=0

j∑
r=0

(−1)k+rj!Γ(i+ α + 1)Γ(k + α + r + 2)

(i− k)!(j − r)!(k + 1)!r!Γ(k + α + 1)Γ(r + α + 1)
.

we consider the ith equation of (1.1) as follows:

u′i(x) = fi(x) + ρ

∫ ∞

0

tαe−t

m∑
j=1

kij(x, t)uj(t)dt, ui(0) = ai. (3.1)

In order to approximate the solution of equation (3.1), we approximate
functions fi(x), ui(x) and kij(x, t) with respect to generalized Laguerre
polynomials (basis) as mentioned in the previous section as follows:

fi(x) ≃ F T
i Lx, u

′
i(x) ≃ C ′T

i Lx, ui(0) ≃ CT
i0Lx, kij(x, t) ≃ LT

xKijLt.(3.2)

By substituting the approximations (3.2) into equation (3.1), we obtain:

C ′
i = Fi + ρ

m∑
j=1

KijQ(P
TC ′

j + Cj0), i = 1, ...,m, (3.3)
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where

Q =

∫ ∞

0

tαe−tLtL
T
t dt = [q

(α)
ij ], i, j = 0, 1, ..., n.

By solving linear system of algebraic equations (3.3) by direct or iter-
ative methods, we can achieve the vector C ′

i for i = 1, ...,m, then we
will have

CT
i = C ′T

i P + CT
i0 =⇒ ui(x) ≃ CT

i Lx, i = 1, ...,m.

That are the approximate solution for our system of (1.1).

Example 3.2. For the first example, consider the following system
of linear Fredholm integro-differential equations on the half line (con-
structed):

u′1(x) = f1(x) +

∫ ∞

0

t
1
2 e−t(2x+ t2)(u1(t) + u2(t))dt,

u′2(x) = f2(x) +

∫ ∞

0

t
1
2 e−t(t− x2)(u1(t)− u2(t))dt, (3.4)

where f1(x) = 3x2 − 87307746120759955
2251799813685248

x − 6631788499575074881
18014398509481984

and f2(x) =
98782478468059837
9007199254740992

x2 + 2x− 853121404951425865
18014398509481984

. Subject to initial conditions
u1(0) = 1 and u2(0) = 1. The exact solutions of this problem are
u1(x) = x3 + 2x + 1 and u2(x) = x2 + 1. If we apply the presented
method in this paper and solve equation (3.4) with n = 3. For this
system we get:

u1(x) =
137

8
L0(x)−

113

4
L1(x) + 21L2(x)− 6L3(x) = x3 + 2x+ 1,

u2(x) =
19

4
L0(x)− 5L1(x) + 2L2(x) + (0)L3(x) = x2 + 1,

which is the exact solution.

Acknowledgement

The financial support received from university of Mazandaran is
gratefully acknowledged.

References

[1] Maalek Ghaini, F. M., Tavassoli Kajani, F., Ghasemi, M.: Solving boundary
integral equation using Laguerre polynomials, World Appl. Sci. J., 7, 102 – 104
(2009).

[2] Matinfar, M., Riahifar, A., Khazaie, F.: A new technique for solving special
type of IBIE. 5th Iranian Conference on Applied Mathematics, Bu-Ali Sina
University, Hamedan, Iran., 675 – 677 (2013).

25



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

MATRIX POLYNOMIALS WITH k PRESCRIBED
DISTINCT EIGENVALUES

ESMAEIL KOKABIFAR1∗AND GHASEM BARID LOGHMANI1

1 Department of Mathematics, Yazd University, P.O. Box 89195-741 Yazd, Iran,
e.kokabifar@stu.yazd.ac.ir; loghmani@yazd.ac.ir.

Abstract. Consider an n× n matrix polynomial P (λ) and a set
Σ consisting of k ≤ n distinct complex numbers. In this paper, a
(weighted) perturbation of P (λ) is constructed such that the per-
turbed matrix polynomial has the specified set Σ in its spectrum.

1. Introduction

In the last decades, the study of matrix polynomials, especially with
regard to their spectral analysis, has received the attention of several
researchers and has met many applications. Some basic references for
the theory and applications of matrix polynomials are [2, 3] and refer-
ences therein. In 2012, Psarrakos [4] introduced and studied a spectral
norm distance from an n×n matrix polynomial P (λ) to the set of n×n
matrix polynomials that have a prescribed scalar µ ∈ C as a eigenvalue
of a desired algebraic multiplicity. In particular, he computed lower
and upper bounds for this distance, constructing an associated pertur-
bation of P (λ) for the upper bound. In this paper, spectrum updating
problems, we construct a perturbation of P (λ) for which the perturbed
matrix polynomial has k ≤ n prescribed distinct eigenvalues.
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For Aj ∈ Cn×n (j = 0, 1, . . . ,m) and a complex variable λ, we define
the matrix polynomial

P (λ) = Amλ
m + Am−1λ

m−1 + · · ·+ A1λ+ A0 =
m∑
j=0

Ajλ
j. (1.1)

If for a scalar µ ∈ C and some nonzero vector υ ∈ Cn, it holds that
P (µ)υ = 0, then the scalar µ is called an eigenvalue of P (λ) and the
vector υ is known as a (right) eigenvector of P (λ) corresponding to µ.
Similarly, a nonzero vector ν ∈ Cn is known as a (left) eigenvector of
P (λ) corresponding to µ when ν∗P (µ) = 0. The spectrum of P (λ),
denoted by σ(P ), is the set of its eigenvalues.

The multiplicity of an eigenvalue λ0 ∈ σ(P ) as a root of the scalar
polynomial detP (λ) is called the algebraic multiplicity of λ0, and the
dimension of the null space of the (constant) matrix P (λ0) is known as
the geometric multiplicity of λ0. The singular values of P (λ) are the
nonnegative roots of the eigenvalue functions of P (λ)∗P (λ), and they
are denoted by s1 (P (λ)) ≥ s2 (P (λ)) ≥ · · · ≥ sn (P (λ)) (i.e., they are
considered in a nondecreasing order).

Definition 1.1. Let P (λ) be a matrix polynomial as in (1.1) and let
∆j ∈ Cn×n (j = 0, 1, . . . ,m) be arbitrary matrices. Consider perturba-
tions of the matrix polynomial P (λ) of the form

Q(λ) = P (λ) + ∆(λ) =
m∑
j=0

(Aj +∆j)λ
j. (1.2)

For ε > 0 and a set of given nonnegative weights w = {ω0, . . . , ωm},
with ω0 > 0, define the class of admissible perturbed matrix polyno-
mials

B(P, ε, w) = {Q(λ) as in (1.2) : ∥∆j∥ ≤ εωj, j = 0, 1, . . . ,m} ,

and the scalar polynomial w(λ) = ωmλ
m +ωm−1λ

m−1 + · · ·+ω1λ+ω0.

Definition 1.2. Consider a complex function f and k distinct scalars
µ1, µ2, . . . , µk ∈ C. The divided difference relative to µi and µi+t (1 ≤
i ≤ k − 1, 1 ≤ t ≤ k − i) is denoted by f [µi, µi+1, . . . , µi+t] and is
defined by the following recursive formula [1]:

f [µi, . . . , µi+k] =
f [µi, µi+1, . . . , µi+k−1]− f [µi+1, µi+2, . . . , µi+k]

µi − µi+k

.

Definition 1.3. Suppose that P (λ) is a matrix polynomial as in (1.1)
and a set of distinct complex numbers Σ = {µ1, µ2, . . . , µk} (k ≤ n) is
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given. For any scalar γ ∈ C, define the nk × nk matrix

Fγ [P,Σ] =


P (µ1) 0 · · · 0

γP [µ1, µ2] P (µ2) · · · 0
γ2P [µ1, µ2, µ3] γP [µ2, µ3] · · · 0

...
...

. . .
...

γk−1P [µ1, . . . , µk] γk−2P [µ2, . . . , µk] · · · P (µk)

.

2. Construction of a perturbation

In this section, we construct an n×n matrix polynomial ∆γ(λ) such
that the given set Σ = {µ1, µ2, . . . , µk} (k ≤ n) is included in the
spectrum of the perturbed matrix polynomial Qγ(λ) = P (λ) + ∆(λ).
Without loss of generality, hereafter we can assume that the parameter
γ is real nonnegative [4]. Also, for convenience, we set ρ = nk− k + 1.

Definition 2.1. Suppose that

u(γ) =
[
u1(γ) · · · uk(γ)

]T
, v(γ) =

[
v1(γ) · · · vk(γ)

]T ∈ Cnk,

is a pair of left and right singular vectors of sρ (Fγ [P,Σ]), respectively,
such that (uj(γ), vj(γ) ∈ Cn; j = 1, . . . , k). Define the n× k matrices

U(γ) = [ u1(γ) · · · uk(γ) ] and V (γ) = [ v1(γ) · · · vk(γ) ] .

Suppose that γ > 0 and rank(V (γ)) = k. Consider the quantities

θij =
γ

µi − µj

, 1 ≤ i < j ≤ k,

and for p = 2, 3, . . . , k define the following vectors

v̂1(γ) = v1(γ), v̂p(γ) = vp(γ) +

p−1∑
i=1

[
(−1)i

(
p−1∏

j=p−i

θjp

)
vp−i(γ)

]
,

the vectors ûp(γ), p = 1, . . . , p are defined similarly. Analogously to
Definition 2.1, we define the n× k matrices

Û(γ) = [ û1(γ) · · · ûk(γ) ] and V̂ (γ) = [ v̂1(γ) · · · v̂k(γ) ] .
We also consider the quantities

αi,s =
1

w (|µi|)

m∑
j=0

((
µ̄i

|µi|

)j

µj
sωj

)
and βs =

1

k

k∑
i=1

αi,s, i, s = 1, . . . , k,

where we set αi,s = 0 whenever µi = 0. Then, define the n× n matrix

∆γ = −sρ(Fγ[P,Σ])Û(γ) diag

{
1

β1
,
1

β2
, . . . ,

1

βk

}
V̂ (γ)†,

28



where V̂ (γ)† denotes the Moore-Penrose pseudoinverse of V̂ (γ), and

the n× n matrix polynomial ∆γ (λ) =
m∑
j=0

∆γ,jλ
j, where

∆γ,j =
1

k

k∑
i=1

(
1

w (|µi|)

(
µ̄i

|µi|

)j

ωj∆γ

)
, j = 1, 2, . . . , k. (2.1)

By straightforward computations, we verify that the matrix poly-
nomial ∆γ (λ) satisfies ∆γ (µi) = βi∆γ, for i = 1, . . . , k. Notice that

rank(V (γ)) = k implies v̂i(γ) ̸= 0, (i = 1, . . . , k) and V̂ (γ)†V̂ (γ) = Ik,
where Ik denotes the k × k identity matrix.

Moreover, since u(γ), v(γ) is a pair of left and right singular vectors of
sρ (Fγ[P,Σ]), we have Fγ[P,Σ]v(γ) = sρ (Fγ[P,Σ])u(γ). Substituting
û1(γ), . . . , ûk(γ) and v̂1(γ), . . . , v̂k(γ) into these equations yields

sρ (Fγ[P,Σ]) ûi(γ) = P (µi) v̂i(γ), i = 1, 2, . . . , k.

Therefore, for the matrix polynomial

Qγ(λ) = P (λ) + ∆γ(λ) =
m∑
j=0

(Aj +∆γ,j)λ
j (2.2)

and for every i = 1, 2, . . . , k, it follows

Qγ (µi) v̂i(γ) = P (µi) v̂i(γ) + ∆γ (µi) v̂i(γ) = 0.

As a consequence, if rank(V (γ)) = k, then µ1, µ2, . . . , µk are eigenval-
ues of the matrix polynomial Qγ(λ) in (2.2) with v̂1(γ), v̂2(γ), . . . , v̂k(γ)
as their associated eigenvectors, respectively.

Theorem 2.2. Consider a matrix polynomial P (λ) as in (1.1) and a
given set of k ≤ n distinct complex numbers Σ = {µ1, µ2, . . . , µk}. For
every γ > 0 such that rank(V (γ)) = k, the scalars µ1, µ2, . . . , µk are
eigenvalues of the matrix polynomial Qγ(λ) in (2.2), with corresponding
eigenvectors v̂1(γ), v̂2(γ), . . . , v̂k(γ), respectively.
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Abstract. A new method is presented for solving generalized
saddle point problems. In this method, the problem is split into two
smaller subsystems. One of them is solved directly by the Cholesky
factorization and the other by an iterative method. Convergence
of the method is investigated. Some numerical are given to show
the effectiveness of the method.

1. Introduction

We consider large and sparse saddle point problems of the form

Au ≡
(

A BT

−B C

)(
x
y

)
=

(
f
−g

)
≡ b, (1.1)

where A ∈ Rn×n is non-symmetric positive definite (xTAx > 0 for
all 0 ̸= x ∈ Rn ), C ∈ Rm×m is symmetric positive semidefinite and
B ∈ Rm×n, m ≤ n, is of full rank. Moreover, x, f ∈ Rn and y, g ∈ Rm.
Such systems arise in a variety of scientific computing such as mixed
finite element discretization of the Navier-Stokes equations [3]. When
C = 0 and the matrix A is symmetric positive definite, Li et al. in [4]
proposed a preconditioner of the form

Pα =

(
In −BT (BBT )−1

0 Im

)(
In 0
B −αBBT

)
, (1.2)
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for the system (1.1) and investigated its properties. Here, Im and
In are the identity matrices of dimension m and n, respectively, and
α > 0. Recently, Zhu et al. have used the preconditioner Pα for the
system (1.1) when C = 0 and A is positive definite and analyzed its
properties. In this paper, we generalized the preconditioner Pα to the
system (1.1).

2. Generalization of the preconditioner

Let

Pα,γ =

(
In −BT (γIm + αC)−1(BBT )−1

0 Im

)(
In 0
γB αBBT

)
, (2.1)

where α, γ > 0. Premultiplying both sides of the system (1.1) by Pα,γ

yields (
Ã 0

B̃ C̃

)(
x
y

)
=

(
f̃
g̃

)
, (2.2)

where

Ã = A+ αBT (γIm + αC)−1B − γBT (γIm + αC)−1(BBT )−1BA,

B̃ = B(γA− αBTB), C̃ = BBT (γIm + αC),

f̃ = f −BT (γIm + αC)−1
[
γ(BBT )−1Bf − αg

]
, g̃ = B(γf − αBT g).

System (2.2) is equivalent to{
(Mα,γ −Nα,γ)x = f̃ ,
BBT (γIm + αC)y = g̃ −B(γA− αBTB)x,

(2.3)

where Mα,γ = A+ αBT (γIm + αC)−1B and Nα,γ = γBT (γIm + αC)−1

(BBT )−1BA. From Eq. (2.3) we can compute the vector x from the
first equation and then from the second equation we can obtain the
vector y. Both of the matrices BBT and γIm + αC are symmetric
positive definite and of small size. Hence, we can use the Cholesky
factorization of these matrices to compute y. Therefore, all we need is
to present a method to compute the vector x from the first equation in
(2.3). To do so, we propose the following stationary iterative method

Mα,γx
(k+1) = Nα,γx

(k) + f̃ , (2.4)

where x(0) is an initial guess. Since A is positive definite and the
matrix αBT (γIm + αC)−1B is symmetric positive definite, it follows
that the matrix Mα,γ is positive definite. Hence, one may use a direct
method such as the LU factorization or an iterative method such as the
GMRES(m) algorithm (see [3]) to solve the system with the coefficient
matrix Mα,γ . Hence all it remains is to investigate the convergence of
the stationary iterative method (2.4).
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Theorem 2.1. For a fixed value α > 0, ρ(M−1
α,γNα,γ) → 0 as γ → 0.

Proof. Let (λ, x) be an eigenpair of Gα,γ = M−1
α,γNα,γ with ∥x∥2 = 1.

Then

| λ |= | xHNα,γx |
| xHMα,γx |

≤ | xHBT (Im + rC)−1(BBT )−1BAx |
ℜ(xHAx) + rxHBT (Im + rC)−1Bx

,

where r = α/γ. Let µ1 = · · · = µk = 0 < µk+1 ≤ · · · ≤ µm be the
eigenvalues of C. Since C is symmetric, there is an orthogonal matrix
U such that C = UTDU , where D = diag(µ1, . . . , µm). Now, we have

| xHBT (Im + rC)−1(BBT )−1BAx |2

≤ ∥Ax∥22∥BT (BBT )−1(Im + rC)−1Bx∥22
≤ ∥A∥22

(
xHBT (Im + rC)−1(BBT )−1(Im + rC)−1Bx

)
≤ ∥A∥22
σ2
min(B)

(
xHBT (Im + rC)−2Bx

)
=

∥A∥22
σ2
min(B)

(
wH(Im + rD)−2w

)
,

where w = UBx ̸= 0 and σmin(B) is the smallest singular value of B.
On the other hand, we see that

rxHBT (Im + rC)−1Bx = rwH(Im + rD)−1w.

We have

lim
r→∞

wH(Im + rD)−1w = lim
r→∞

wH(Im + rD)−2w = ∥w̃∥22, (2.5)

where w̃ = (w1, . . . , wk, 0, . . . , 0)
T ∈ Cm. Hence

| λ |≤ ∥A∥2
σmin(B)

√
wH(Im + rD)−2w

ℜ(xHAx) + rwH(Im + rD)−1w
.

From Eq. (2.5) we deduce that the right-hand side of the latter in-
equality tends to zero as r → ∞ (for α fixed and γ → 0 ) and this
completes the proof. □

From Theorem 2.1, it follows that for fixed α and a sufficiently small
value of γ, we have ρ(M−1

α,γNα,γ) < 1 which guarantees the convergence
of the method.

3. Numerical experiments

We consider the steady-state Navier-Stokes equation{
−ν△u+ (u.∇)u+∇p = f ,

∇.u = 0,
in Ω = [0, 1]× [0, 1],
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Table 1. Numerical results for the test problem.

Proposed method IHSS method
(α, γ) = (1, 10−6)

Grid (n,m) Iters CPU α Iters CPU
8× 8 (162,62) 3 0.02 0.07 233 0.83

16× 16 (578,256) 8 0.30 0.03 281 3.55

32× 32 (2178,1024) 5 6.36 0.02 557 22.23

64× 64 (8450,4096) 7 40.11 - - -

where ν > 0. By the IFISS package [2], this problem is linearized
by the Picard iteration and then discretized by using stabilized Q1-P0
finite elements (See [3]). This yields a generalized saddle point prob-
lem of the form (1.1). In the implementation of the proposed method
the linear system with the coefficient matrix Mα,γ is solved by the
GMRES(50) algorithm with the stoping criterion ∥rk∥2 < 10−7∥r0∥2
(rk is the residual vector) and the remaining systems are solved di-
rectly by the Cholesky factorization. We use the stopping criterion
δk = ∥x(k) − x(k−1)∥∞ < 10−7. The right-hand side vectors f and g are
taken such that x and y are two vectors of all ones. Matrix properties of
the test problem for different sizes together with the numerical results
are given in Table 1. In this table “Iters” and “CPU” stand for the
number of iterations and CPU time (second). To show the effectiveness
of the proposed method the obtained results are compared with that
of the inexact Hermitian and skew-Hermitian (IHSS) method proposed
by Benzi and Golub in [1]. As seen, the proposed method is superior
to the IHSS method in terms of both CPU time and iterations. For
the grid of dimension 64 × 64 and for best value α the IHSS method
does not converge in 1000 iterations and we have δ1000 = 0.009.
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Abstract. In this paper, some algebraic and geometrical proper-
ties of the C−congruence numerical range of matrices are studied.
The emphasis is on the study of some geometrical properties for
the special case C = diag(1, 0, . . . , 0).

1. Introduction

Let Mn be the algebra of all n× n complex matrices, and let Un be
the group of unitary matrices in Mn. Suppose that A,C ∈ Mn. The
notion of C−congruence numerical range of A was first introduced by
R.C. Thompson in 1980, e.g., see [5], as follows:

RC(A) = {tr(CUTAU) : U ∈ Un}. (1.1)

In fact, Thompson replaced the conjugate transpose of the underlying
matrix in the definition of C−numerical range, which has important
application in quantum control and quantum information, e.g., see [1]
and its references, by the transpose in order to give the definition of
the corresponding C−congruence numerical range.
In this note, we are going to study some algebraic and geometrical
properties of the C−congruence numerical range of matrices. For this,
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in Section 2, Theorem 2.1 characterizes the shape of this set for the
case n ≥ 3. Also, we introduce the notions of congruence zero set
and the congruence level sets related to the E11−congruence numerical
range of matrices, where {Eij : 1 ≤ i, j ≤ n} is the standard basis of
Mn. The emphasis is on the study the connectivity of the congruence
zero set.

2. Main results

The following theorem can be found in [2].

Theorem 2.1. Let A,C ∈ Mn. If n ≥ 3, then RC(A) is a circular
disk centered at the origin in the complex plane.

For the case that n = 2 and C ∈ M2 is arbitrary, we have no char-
acterization of the shape of RC(A). But if we consider C = E11 ∈Mn,
then by the result from [4], we have:

R(A) := RE11(A) =

{
{z ∈ C : |z| ≦ σ} if n ≥ 2

{z ∈ C : |z| = σ} if n = 1,

where σ is the largest singular values of
1

2
(A+ AT ).

Now, we introduce and study the notions of the congruence zero set
and the congruence level sets of matrices.

Definition 2.2. For A ∈Mn,
(i) the congruence zero set of A is defined and denoted by

Z(A) = {x ∈ Cn : x ̸= 0, xTAx = 0};
(ii) Let λ ∈ R(A). The congruence level set of A corresponding to λ
is defined as

LS(A, λ) = {x ∈ Cn : xTAx = λ}.

Example 2.3. let A be the Jordan block of order 2 with eigenvalue

0, that is, A =

[
0 1
0 0

]
. In view of Definition 2.2, we have

Z(A) = {(x, 0)T : x ∈ C, x ̸= 0} ∪ {(0, x)T : x ∈ C, x ̸= 0}.
Also, we have

LS(A, 0) = {(x, 0)T : x ∈ C, |x| = 1} ∪ {(0, x)T : x ∈ , |x| = 1}.

By the fact that 0 ∈ R(A), we have LS(A, 0) ̸= ∅. Also, since
LS(A, 0) ⊆ Z(A), Z(A) ̸= ∅. Furthermore, we have the following
important properties of LS(A, λ) and Z(A).
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Theorem 2.4. Let A ∈Mn, and λ ∈ R(A). Then the following asser-
tions are true:
(i) LS(A, λ) = LS(A+AT

2
, λ);

(ii) LS(eitA, λ) = e−i t
2LS(A, λ) = LS(A, e−itλ) for all t ∈ R;

(iii) Z(A) = Z(A+AT

2
).

Proof. By Definition 2.2, and a simple calculation, the results can be
easily verified. □
Remark 2.5. Let A ∈Mn. We know that A+AT

2
is a symmetric matrix.

So, by Theorem 2.4((i), (iii)), to study the algebraic and topological
properties of LS(A, λ) and Z(A), it is enough to consider the case that
A is a symmetric matrix.

Next, we study the relationship between the connectivity of Z(A)
and LS(A, 0). For this, we need the following lemma, which can be
found in [3].

Lemma 2.6. Let X be a topological space, and C ⊆ X be a connected
set. Suppose that for every x ∈ C there exists a connected subset Yx of
X such that x ∈ Yx and X =

∪
x∈C Yx. Then X is connected.

Theorem 2.7. Let A ∈Mn. Then the following assertions are true:
(i) Let U ∈ Un. Then Z(A) is connected if and only if Z(UTAU) is
connected;
(ii) Z(A) is connected if and only if LS(A, 0) is connected.

Proof. (i); We know that UU∗ = In. So, if x ∈ Z(A), then

(U∗x)T (UTAU)(U∗x) = xT (UU∗)TA(UU∗)x

= xTAx

= 0,

and hence U∗x ∈ Z(UTAU). Therefore, the mapping

f : Z(A) −→ Z(UTAU)

f(x) = U∗x

is well defined. Since U is unitary, f is one by one, onto, and ∥f(x)−
f(y)∥ = ∥x − y∥ for all x, y ∈ Z(A). So, f is homeomorphism, and
hence the result holds.
(ii); The normalization x −→ x

∥x∥ is a continuous mapping from Z(A)

onto LS(A, 0). So, LS(A, 0) is connected if Z(A) is connected.
Conversely, assume that LS(A, 0) is connected. It is easy to see that

Z(A) =
∪

x∈LS(A,0)

{αx : α > 0}.
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So, the result follows from Lemma 2.6, by setting X = Z(A) and
C = LS(A, 0). □

At the end of this section, we study the connectivity of the congru-
ence zero set for 2× 2 complex matrices.

Theorem 2.8. Let A ∈M2, and σ1 ≥ σ2 ≥ 0 be the singular values of
the matrix A+AT

2
. Then Z(A) is connected if and only if σ2 = 0.

Proof. By Theorem 2.4(iii), we have Z(A) = Z(B), where B = A+AT

2
.

Since B is a symmetric matrix, Takagi’s factorization of B implies that
there exists a unitary matrix U ∈ M2 such that B = UTΣU , where
Σ = diag(σ1, σ2). So, by Theorem 2.7(i), Z(A) = Z(B) is connected if
and only if Z(Σ) is connected. Assume that σ2 > 0. By Definition 2.2,
we have:

Z(Σ) = {(x, y) ∈ C2 : (x, y) ̸= (0, 0), σ1x
2 + σ2y

2 = 0}
= {(x, y) ∈ C2 : (x, y) ̸= (0, 0)

, (
√
σ1x− i

√
σ2y)(

√
σ1x+ i

√
σ2y) = 0}

= {(x,
√
σ1√
σ2

ix) : x ∈ C, x ̸= 0}

∪ {(x,−
√
σ1√
σ2

ix) : x ∈ C, x ̸= 0}.

Since two sets in the last equality are nonempty and separated, Z(Σ)
is disconnected. Hence, if Z(A) is connected, then σ2 = 0.
Conversely, let σ2 = 0. Then by Definition 2.2, we have either Z(Σ) =
C2 \ {0} or Z(Σ) ∼= C \ {0}. So, Z(A) = Z(Σ) is connected. □
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Abstract. We investigate the monotonicity and inverse of band
matrices which are used in the study of convergence analysis for
finite difference, spline and non-polynomial spline methods. The
application of the results is discussed in two-point boundary value
problem and some numerical results are given to illustrate the ef-
ficiency of method.

1. Introduction

In this section we recall some details concerning band matrices. First
we define a band matrix [1, 2, 3].
Definition 1: The matrix Mn×n is called a band matrix if integers r
and s, 1 < r, s < n exist with the property that mij = 0, whenever
i − j ≥ s, j − i ≥ r. The bandwidth w for such a matrix is defined to
be w = r + s− 1.

Definition 2: Let A = (aij) ∈ Rn×n The matrix A is said to be
monotone if AX ≥ 0 implies X ≥ 0, where X = [x1, x2, ..., xn]

t. The
matrix A is monotone if and only if the elements of the inverse matrix
A−1 are nonnegative (see [2] pages 202-203.)

Band matrices have been used in the error analysis of numerical so-
lutions of two-point boundary value problems in ordinary differential
equations by the finite difference and spline methods [4, 5]. Whenever

2010 Mathematics Subject Classification. 34C12, 15A09, 65F05..
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finally we faced the linear system of equations we usually require de-
terminants, inverses, and bounds for inverses of these matrices.
Let us consider a mesh with nodal points xi on [a, b] such that:

∆ : a = x0 < x1 < x2 < · · · < xn < xn+1 = b, xi = a+ ih, (1.1)

where h = b−a
n+1

for i = 0(1)n+ 1.
Let Pn(x, z, y), be a tridiagonal matrix given by

Pn(x, z, y) =


z −y
−x z −y

. . . . . . . . .
−x z −y

−x z

 , (1.2)

Denoting Dn = det[Pn(x, z, y)], then (1.2) the expansion of the de-
terminant in terms of elements of the last row leads to the following
recurrence relation

Dn = zDn−1 − xyDn−2, n = 1, 2, ..., D−1 = 0, D0 = 1, (z > 0). (1.3)

Several new results can now be derived directly from the difference
equation (1.3)

Lemma 1. If z − xy ̸= 1 then
∑i−1

n=0Dn = xyDi−1−Di+1
1−z+xy

.

Lemma 2. Dn = det[Pn(x, z, y)] = l1 × l2 × ... × ln, Di = liDi−1, i =
1, 2, ..., n where li = z − xy

li−1
, i ≥ 2, l1 = z.

Theorem 1. If R = P n + λP n−1, where P is given by (1.2) and
λ ∈ R+, n ∈ N, then R is a monotone matrix and

R−1 =
1

λ
[P

−(n−1) − P
−(n−2)

λ
(I +

P

λ
)−1], ∥R−1∥ ≤ 1

λ
(
(b− a)2

8h2
)(n−1),

provided ρ(P
λ
) < 1.

By considering F (z) = Pn(−1, z,−1) and G(z′) = Pn(1, z
′, 1) then we

have the following lemmas.
Lemma 3. If we consider the matrices F (z) and G(z′) then:

(F n(z)Gn(z′))−1 =
1

(z + z′)n

n∑
i=0

(
n

i

)
F−(n−i)(z)G−i(z′), z ̸= −z′.

(1.4)
Lemma 4. By consider the matrices F (z) and G(z′) then we have:

(F n(z)F n(z′))−1 =
1

(z − z′)n

n∑
i=0

(−1)i
(
n

i

)
F−(n−i)(z′)F−i(z), z ̸= z′.
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2. Aplication

We consider the nonlinear two-point boundary value problem

u(10) = f(x, u), u(a) = λ, u(b) = µ, a ≤ x ≤ b. (2.1)

with boundary conditions:{
u(a) = λ1, u

(2)(a) = λ2, u
(4)(a) = λ3, u

(6)(a) = λ4, u
(8)(a) = λ5,

u(b) = µ1, u
(2)(b) = µ2, u

(4)(b) = µ3, u
(6)(b) = µ4, u

(8)(b) = µ6,
(2.2)

where f(x, u) is sufficiently differentiable on [a, b] and a, b, λi, (i =
1, 2, 3, 4, 5) and µi, (i = 1, 2, 3, 4, 5), are arbitrary real finite constants.
For each segment [xi, xi+1], i = 0, 1, 2, ..., n−1 by using the non-polynomial
spline relation derived in [5] we have

[(ui+5 + ui−5)− 10(ui+4 + ui−4) + 45(ui+3 + ui−3)− 120(ui+2 + ui−2)+

210(ui+1+ui−1)−252ui] = h10[α(li+5+li−5)+β(li+4+li−4)+γ(li+3+li−3)

+ δ(li+2 + li−2) + η(li+1 + li−1) + ηli], i = 5, 6, ..., n− 5. (2.3)

At the mesh point xi the proposed differential equation (2.1) may be
discretized by:

li = f(xi, ui), (2.4)

To obtain unique solution for the nonlinear system (2.3) we need eight
more equations to be associate, so that we use the boundary conditions.
To obtain the eight-order boundary formula we use equations (12)-(19)
in [5].

3. Numerical results

We Consider the following boundary-value problem

u(10)(x) + u(x) = −10(2x sin(x)− 9 cos(x)),−1 ≤ x ≤ 1.

The exact solution of this problem is (x2−1) cos(x), and the boundary
conditions (2.2) obtain by the exact solution and [5]. We applied our
presented method to solve this problem with different value of param-
eters α, β, γ, δ, η, τ in [5].
Method (I) for α = 0, β = 0, γ = 0, δ = 7

144
, η = 2

9
, and τ = 11

24
.

Method (II) for α = 0, β = 0, γ = 17
12096

, δ = 9
224
, η = 109

448
, and τ = 1301

3024
.

Method (III) for α = 0, β = 1
362880

, γ = 251
181440

, δ = 913
22680

, η = 44117
181440

, and

τ = 15619
36288

.

Method (IV) for α = 1
47900160

, β = 61
23950080

, γ = 22103
15966720

, δ = 11477
285120

, η =
215687
887040

, and τ = 1718069
3991680

.
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Table 1. Observed maximum absolute errors for n = 16, 32

n Method (I) Method (II) Method (III) Method (IV)
16 1.66×10−6 8.67×10−7 2.82×10−6 4.24×10−6

32 5.01×10−9 3.01×10−9 7.51×10−9 9.52×10−9

Order 8.3 8.7 8.5 8.8

References

[1] Meek, D.: The inverses of some matrices deviating slightly from a symmetric,
tridiagonal, toeplitz form. SIAM J. Numer. Anal., 17, 39–43 (1980).

[2] Usmani, R. A.: Applied Linear Algebra, Marcel Dekker Inc., New York (1987).
[3] Fischer, C. F., Usmani,R. A.: Properties of some tridiagonal matrices and

their application to boundary value problems. SIAM J. Numer. Anal., 6, 127–
142(1969).

[4] Jalilian, R.: Non-polynomial spline method for solving Bratus problem. Com-
put. Phys. Commun., 181, 1868–1872(2010).

[5] Rashidinia, J., Jalilian, R., Farajeyan, K.: Non polynomial spline solutions for
special linear tenth-order boundary value problems. World J. Modell. Simul., 7,
40–51(2011).

41



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

LINEAR ALGEBRAIC SYSTEMS ARISING FROM THE
KURAMOTO−SIVASHINSKY EQUATION

MOHAMMAD ZAREBNIA1, REZA PARVAZ1∗

1 Department of Mathematics,University of Mohaghegh Ardabili, 56199-11367
Ardabil, Iran. zarebnia@uma.ac.ir; rparvaz@uma.ac.ir

Abstract. In this paper, we obtain algebraic systems from solv-
ing Kuramoto−Sivashinsky equation. Then the algebraic system
is solved by the gaussian elimination method. Also the solution of
Kuramoto−Sivashinsky equation is approximated as a linear com-
bination of quartic B-spline functions.

1. Introduction

In this paper, we obtain algebraic systems for the Kuramoto−Sivashinsky
(KS) equation

ut + uux + αuxx + υuxxxx = 0, x ∈ [a, b], t ∈ [0, T ], (1.1)

with the initial condition

u(x, 0) = f0(x), a ≤ x ≤ b, (1.2)

and boundary conditions

u(a, t) = g0(t), u(b, t) = g1(t), (1.3)

ux(a, t) = ux(b, t) = 0, (1.4)

2010 Mathematics Subject Classification. Primary 35Q99; Secondary 15A30,
65N06, 41A15.
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Sivashinsky equation.
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uxx(a, t) = uxx(b, t) = 0, (1.5)

where υ is a positive constant and α is a real constant. The KS equa-
tion is commonly used in various fields of science and engineering such
as reaction diffusion systems, flame propagation and viscous flow prob-
lems, for example see[2]. The layout of the paper is as follows: In
Section 2, we obtain algebraic systems for KS. In Section 3, we report
our numerical results.

2. Solution of KS equations via quartic B-spline

We define quartic B-splines by the following relationships

Bi(z) =
1
h4



(z − zi−2)
4, z ∈ [zi−2, zi−1),

(z − zi−2)
4 − 5(z − zi−1)

4, z ∈ [zi−1, zi),
(z − zi−2)

4 − 5(z − zi−1)
4

+10(z − zi)
4, z ∈ [zi, zi+1),

(zi+3 − z)4 − 5(zi+2 − z)4, z ∈ [zi+1, zi+2),
(zi+3 − z)4, z ∈ [zi+2, zi+3),
0, otherwise.

To solve the KS equation by collocation method with quartic B-
splines as basis functions, we define the approximation for u(x, t) as

U(x, t) =
N+1∑
i=−2

ci(t)Bi(x), (2.1)

where ci(t) are time-dependent quantities to be determined from the
boundary and collocation conditions and Bi(x) are the quartic B-spline
basis functions. The interval [a, b] is partitioned into a mesh of uniform
length h = (b−a)/2, by the knots zj where j = 0, 1, 2, . . . , N such that
a = z0 < z1...zN−1 < zN and zj = z0 + jh. Also the numerical solution

u(x, t) is given at mid knots xi =
(zi+1+zi)

2
. We discretize the time de-

rivative of the KS equation using a finite-difference formula. Using the
finite difference method, we can write

un+1 − un

∆t
+

1

2

(
(uux)

n+1 + α(uxx)
n+1 + υ(uxxxx)

n+1
)
+

(
1

2
)
(
(uux)

n + α(uxx)
n + υ(uxxxx)

n
)
= 0, (2.2)

where ∆t is a time step size and uni = u(xi, t
n−1+∆t). To linearized

the non-linear term (uux)
n+1 in (2.2) we can use the Taylor expansions.

(uux)
n+1 = unun+1

x + un+1unx − (uux)
n.
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With substituting the approximate solution (2.1) for u and putting
the values of the mid values U , its derivatives and using boundary
conditions (1.3) and (1.5), we obtain the following algebraic systems
for KS equation.

AC = Q,

where

A =



á3 − á4 á2 − á5 á1 0 0 . . . 0
á4 − á5 á3 á2 á1 0 . . . 0
á5 á4 á3 á2 á1 . . . 0
...

. . . . . .
...

0 . . . á5 á4 á3 á2 á1
0 . . . 0 á5 á4 á3 á2 − á1
0 . . . 0 0 á5 á4 − á1 á3 − á2


,

C = (cn+1
0 , cn+1

1 , . . . , cn+1
N−2, c

n+1
N−1)

T ,

Q =
(
Ψn(x0)− (á4 + á5)

g0(t
n+1)

12
,Ψn(x1)− á5

g0(t
n+1)

12
,Ψn(x2),

. . . ,Ψn(xN−3),Ψ
n(xN−2)− á1

g1(t
n+1)

12
,Ψn(xN−1)− (á1 + á2)

g1(t
n+1)

12

)T
,

with
á1 =

1
16
+ ∆tun

4h
+ ∆tun

x

32
+ 3α∆t

2h2 + 12υ∆t
h4 , á2 =

76
16
+ 11∆tun

2h
+ 76∆tun

x

32
+ 12α∆t

2h2 −
96υ∆t
2h4 , á3 =

230
16

+ 230∆tun
x

32
− 30α∆t

2h2 + 144υ∆t
2h4 , á4 =

76
16

− 11∆tun

2h
+ 76∆tun

x

32
+

12α∆t
2h2 − 96υ∆t

2h4 , á5 =
1
16

− ∆tun

4h
+ ∆tun

x

32
+ 3α∆t

2h2 + 12υ∆t
h4 ,

and
Ψn = un − ∆t

2

(
α(uux)

n + υ(uxxxx)
n
)
.

Then we obtain the linear system consists of N equations in N un-
knowns. This system solved by gaussian elimination method. Also the
above algebraic systems can be solved by iterative method, for example
jacobi method. In the jacobi method, we use the following formula

xk+1 = D−1(E + F )xk +D−1Q,

where E is an upper triangular matrix with the diagonal elements zero
and F is a lower triangular matrix with the diagonal elements zero,
also D is diagonal matrix such thatA = D − E − F.

3. Numerical examples

We now obtain the numerical solutions of the KS equation. In order
to illustrate the efficiency of the present method for our problem in
comparison with the exact solution, we report the global relative error
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(GRE) using formula

GRE =
∑

i |U(xi,t)−u(xi,t)|∑
i |u(xi,t)| .

where U is numerical solution and u denotes exact solution.

Consider the KS equation with α = 1 and υ = 1 in the interval
[−30, 30], with the exact solution

u(x, t) = b+ 15
19
(11
19
)
1
2 (−9 tanh(k(x−bt−x0))+11 tanh3(k(x−bt−x0))).

The boundary conditions and the initial conditions is taken from the
exact solution. We have taken b = 5, k = 1

2
(11
19
)
1
2 and x0 = −12. In

Table 1 we give a comparison between the global relative error found
by our method and method in [1]. Note that we have computed the
numerical results by Mathematica (9) programming.

Table 1: Global relative error for example.

partitions ∆t = 0.01, N = 100 ∆t = 0.01, N = 200 ∆t = 0.0001, N = 1000
Time Method in[1]

1 4.02778e-4 1.03495e-4 6.7923e-04
2 6.03004e-4 1.50962e-4 1.1503e-03
3 7.6671e-4 1.94541e-4 1.5941e-03
4 9.50268e-4 2.39339e-4 2.0075e-03

4. Conclusion

In this paper the B-spline collocation method is used to solve the
Kuramoto-Sivashinsky equation with initial and boundary conditions.
The numerical results given in the previous section demonstrate the
good accuracy of the scheme proposed in this research.
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Abstract. In this manuscript, we study the notion of excess of fu-
sion frames. We state some results in alternate dual fusion frames.

1. Introduction

Fusion frames or frame of subspaces, were introduced in 2003 by
Casazza and Kutyniok [1]. Fusion frames arise in more applications,
both of practical as well as theoretical nature. The notion of excess of
fusion frames were introduced in 2008 [3]. In this paper, we represent
some results in excess of fusion frames in an easer way. In 2007, Gavruta
introduced alternate dual of fusion frames [2]. We state some results
about alternate dual of fusion frames.

1.1. Fusion Frames. First, we review the basic definitions related to
the fusion frames. Throughout this paper, H is a real or complex
Hilbert space and I is a countable index set.

Definition 1.1. Let {Wi}i∈I be a sequence of closed subspaces in H
and {vi}i∈I be a family of weights, i.e., vi > 0 for all i ∈ I. We say

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.
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that the family W = {(Wi, vi)}i∈I a fusion frame or frame of subspaces
with respect to {vi}i∈I for H, if there exist constants 0 < A ≤ B <∞
such that

A∥x∥2 ≤
∑
i∈I

v2i ∥PWi
(x)∥2 ≤ B∥x∥2 ∀x ∈ H,

where PWi
denotes the orthogonal projection onto Wi. The fusion

frame W = {(Wi, vi)}i∈I is called a tight fusion frame, if A = B and
Parseval, if A = B = 1. If all vi

,s take the same value v, then {Wi}i∈I
is called v-uniform. Moreover, {Wi}i∈I is called an orthonormal fusion
basis for H if H =

⊕
iWi. If W = {(Wi, vi)}i∈I possesses an upper

fusion frame bound but not necessarily a lower bound, we call it a
Bessel fusion sequence with Bessel fusion bound B.

Notation For any family {Hi}i∈I of Hilbert spaces, we use

(
∑
i∈I

⊕Hi)ℓ2 =

{
{fj} : fj ∈ Hj,

∑
j∈J

∥fj∥2 <∞

}
with the inner product

⟨{fj}, {gj}⟩ =
∑
j∈J

⟨fj, gj⟩, {fj}, {gj} ∈ (
∑
i∈I

⊕Hi)ℓ2 .

It is easy to show that (
∑

i∈I ⊕Hi)ℓ2 is a Hilbert space.

Definition 1.2. Let W = {(Wi, vi)}i∈I be a fusion frame for H. The
synthesis operator TW : (

∑
i∈I ⊕Wi)ℓ2 → H is defined by

TW({fi}i∈I) =
∑
i∈I

vifi, {fi}i∈I ∈ (
∑
i∈I

⊕Wi)ℓ2 .

In order to map a signal to the representation space, i.e., to analyze it,
the analysis operator T ∗

W is employed, which is defined by

T ∗
W : H → (

∑
i∈I

⊕Wi)ℓ2 with T ∗
W(f) = {viPWi

(f)}i∈I ,

for any f ∈ H. The fusion frame operator SW for W is defined by

SW(f) = TWT
∗
W(f) =

∑
i∈I

v2i PWi
(f).

It follows from [1] that for any fusion frame the operator SW is in-
vertible and positive and AI ≤ SW ≤ B. Any f ∈ H, has the repre-
sentation f =

∑
i∈I v

2
i S

−1
W PWi

(f).
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Definition 1.3. We call a fusion frame {Wi}i∈I for H, a Riesz decom-
position of H, if for every f ∈ H, there exists a unique fi ∈ Wi such
that f =

∑
i∈I fi.

Definition 1.4. If W = {(Wi, vi)}i∈I is a fusion frame for H, then
SW

−1W = {(SW
−1Wi, vi)}i∈I is called the canonical dual fusion frame.

The alternate dual of a fusion frame were introduced in [2].

Definition 1.5. Let W = {(Wi, vi)}i∈I be a fusion frame for H with
the frame operator SW . The fusion Bessel sequenceW ′ = {(W ′

i , wi)}i∈I
is called an alternate dual fusion frame if

x =
∑
i∈I

viwiPW ′
i
S−1
W PWi

(x), for all x ∈ H.

The pair (W ,W ′) is called dual pair.

Like discrete frames, it is easy to show that if W and W ′ are Bessel
fusion and (W ,W ′) is a dual pair, then both W and W ′ are fusion
frames.
In an analogous way as in frame theory, the concept of excess were
introduced for fusion frames in [3].

Definition 1.6. Let W = {(Wi, vi)}i∈I be a fusion frame for H with
synthesis operator TW . The excess of W is defined as

e(W) = dimN(TW),

where N(TW) = ker(TW).

Definition 1.7. Let W and W ′ be fusion frames with respect to the
same family of weights. We say that they are unitary equivalent, if
there exist an unitary operator on H, such that Wi = U(W ′

i ).

2. Main results

For unitary equivalent fusion frames, we have the following result.

Proposition 2.1. Let W = {(Wi, vi)}i∈I and {(W ′
i , vi)}i∈I be unitary

equivalent fusion frames . Then e(W) = e(W ′).

Similarly, the following statement holds for equivalent weights.

Proposition 2.2. Let W = {(Wi, vi)}i∈I be a fusion frame and {wi}i∈I =
{αvi}i∈I , for some α > 0. Then V = {(Wi, wi)}i∈I is a fusion frame
and e(W) = e(V).

As in the case of ordinary frames, we have the following result for
Riesz decomposition for H.
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Lemma 2.3. Let W = {(Wi, vi)}i∈I be a Riesz decomposition of H.
Then the excess of W is equal to zero.

For alternate dual fusion frames, we have the following proposition.

Proposition 2.4. Let W be a fusion frame for H and V be its alternate
dual. The following statements hold.

(1) If W is a Parseval fusion frame for H, then W is alternate dual
for itself. Hence, in general each fusion frame is not necessary
an alternate dual for itself;

(2) There is no need of W be the alternate dual of V ;
(3) e(W) is not equal to e(V), in general. ( Notice that, the excess

of a frame is equal to the excess of its alternate dual.)
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Abstract. This brief note describes some new non-polynomial
splines methods of order 2 and 4 for approximating eigenvalues
of a two point boundary-value problem involving the differential
equation u′′(x) + (λq(x)− p(x))u(x) = 0. Convergence analysis of
these methods is discussed. Numerical results are given to illus-
trate the efficiency of methods.

1. Introduction

We shall consider the second-order homogeneous linear differential
equation

u′′(x) + (λq(x)− p(x))u(x) = 0, (1.1)

associated with one of the following pairs of homogeneous boundary
conditions where q(x) > 0 and p(x) ≥ 0, on [a, b]: (I) u(a) = u(b) = 0,

(II) u′(a) = u′(b) = 0,
(III) u′(a)− δu(a) = 0, u′(b) + σu(b) = 0.

(1.2)

Such boundary-value problems occur frequently in modem physics and
engineering.

2010 Mathematics Subject Classification. 65L10, 65F15.
Key words and phrases. Non-polynomial spline, Two-point boundary value prob-

lem, eigenvalues, SturmLiouville problems.
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2. Non-polynomial cubic spline functions

We consider a uniform mesh ∆ with nodal points xl on [a, b] such
that

∆ : a = x0 < x1 < x2 < · · · < xn−1 < xn = b

where xl = a + lh, for l = 0, 1, 2, · · · , n, where by h = b−a
n
. Also we

denote a function value u(xl) by ul.
A function S∆(x) of class C∞[a, b] which interpolates u(x) at the

mesh points xl, l = 1, 2, ..., n, depends on a parameter τ , is termed as
parametric cubic spline function and reduces to ordinary cubic spline
S∆(x) in [a,b] as τ → 0 see [1].

For each segment [xl, xl+1], l = 0, 1, 2, ..., n−1 the polynomial, S∆(x),
has the form

S∆(x) = al+bl(x−xl)+cl sin τ(x−xl)+dl cos τ(x−xl), l = 0, 1, 2, ..., n
(2.1)

where al, bl, cl, and dl are constants and τ is free parameter.
Let ul be an approximation to u(xl), obtained by the segment S∆(x)

of the mixed splines function passing through the points (xl, ul) and
(xl+1, ul+1), to obtain the necessary conditions for the coefficients in-
troduced in (2.1), we do not only require that S∆(x) satisfies (3.3) at
xl and xl+1 and that the boundary conditions of (3.3) are fulfilled, but
also the continuity of first derivative at the common nodes (xl, ul).

To derive expression for the coefficients of (2.1), in terms of ul, ul+1,Ml

and Ml+1, we first denote:

S∆(xl) = ul, S∆(xl+1) = ul+1,

S ′′
∆(xl) =Ml, S

′′
∆(xl+1) =Ml+1. (2.2)

From algebraic manipulation we get the following expression:

al = ul +
Ml

τ 2
, bl =

ul+1 − ul
h

+
Ml+1 −Ml

τθ
,

cl =
Ml cos θ −Ml+1

τ 2 sin θ
, dl =

−Ml

τ 2
, (2.3)

where θ = τh.
Following [1] using the continuity of the first derivative at (xl, ul),

that is S ′
∆l−1

(xl) = S ′
∆l
(xl), we get the following consistency relations

for l = 1, ..., n.

αMl+1 + 2βMl + αMl−1 = (
1

h2
)(ul+1 − 2ul + ul−1), (2.4)
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where

α = (
1

θ2
)(θ csc θ − 1), β = (

1

θ2
)(1− θ cot θ),

and θ = τh.
When τ → 0, that θ → 0, then (α, β) → (1

6
, 1
3
), and the relations

defined by (2.4), reduce into ordinary cubic spline relation:

h2

6
(Ml+1 + 4Ml +Ml−1) = (ul+1 − 2ul + ul−1). (2.5)

3. Convergence analysis

The problem (3.3) has an infinite sequence of real and positive eigen-
values 0 < λ1 < λ2 < ... Applying the (2.4) with α = 1

12
, β = 5

12
we get

the n− 1 linear system of equations

(J + h2BP )Y − h2BΛQY = 0, (3.1)

where Λ is an approximation to λ and J = (Jij), B = (bij), R =
diag(ri), Q = diag(qi), Y = [y1, ..., yn−1]

t has the following form

Jij =

 2, i = j = 1, 2, ..., n− 1,
−1, |i− j| = 1,
0, otherwise,

(3.2)

bij =


10
12
, i = j = 1, 2, ..., n,

1
12
, |i− j| = 1,

0, otherwise,
(3.3)

The matrices B−1J + h2P and Q are symmetric [3]. The eigenvalues
h2Λ will be real and positive if the matrices Q and B−1J + h2P are
symmetric and positive definite. we have

(B−1J + h2P )Y − h2ΛQY = 0, (3.4)

(B−1J + h2P )Y− h2λQY = B−1T, (3.5)

Y = [y(x1), ..., y(xn−1)],

we get {
|λ− Λ| ≡ O(h4), (α = 1

12
, β = 5

12
),

|λ− Λ| ≡ O(h2), , (α = 1
6
, β = 1

3
),

(3.6)
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4. Numerical results

In this section, two numerical examples are solved by the method
outlined in Section 2.
Example 1. u′′(x) + λu(x) = 0, and u(0) = u(1) = 0. the eigenvalues
of Example 1 are λm = (mπ)2,m = 0, 1, 2, ...
Example 2. u′′(x) + λ

x2u(x) = 0, and u(1) = u(e) = 0, and also the

eigenvalues of Example 2 are λm = (mπ)2 + 1
4
,m = 0, 1, 2, ...

Table 1. Observed maximum absolute errors for n = 8, 16, 32, 64

Example 1 Example 2
n α = 1

6
, β = 1

3
α = 1

12
, β = 5

12
α = 1

6
, β = 1

3
α = 1

12
, β = 5

12

8 1.27×10−1 9.84×10−4 1.56×10−2 4.82×10−3

16 3.17×10−2 6.12×10−5 3.84×10−3 2.96×10−4

32 7.92×10−3 3.82×10−6 9.56×10−4 1.84×10−5

64 1.98×10−3 2.39×10−7 2.38×10−5 1.15×10−6
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Abstract. In this paper, we find some characterizations of the
sub-classes of normal operators, self-adjoint operator, partial isome-
tries and normal partial isometries in the class of closed range op-
erators (Moore-Penrose invertible operators) using some operator
inequalities.

1. Introduction

Let H be a complex Hilbert space and B(H) be a space of all
bounded linear operators on H. For an operator A ∈ B(H), we write
A∗ for its adjoint, R(A) for its range, and N(A) for its kernel. An
operator A ∈ B(H) is said to be self-adjoint or Hermitian if A = A∗

and normal if AA∗ = A∗A.
Recall that an operator A ∈ B(H) is said a partial isometry provided

that ∥Ax∥ = ∥x∥ for every x ∈ N(A).
Seddik, studied some inequalities on elementary operators and could

find some characterizations for special subclasses of invertible operators
such as invertible self-adjoint operators, invertible normal operators
and ..., using these inequalities.

2010 Mathematics Subject Classification. Primary 47A30; Secondary 47A05,
47B15.

Key words and phrases. Closed range operator, Moore-Penrose inverse, EP op-
erator, operator inequality.

54



In [1, 2], the author focus on closed range operators i.e. Moore-
Penrose invertible operators instead of invertible operators, but the
results are restricted to EP-operators. In this paper we discuss very
recent results about this topics.

For this purpose we need the following preliminaries.

Definition 1.1. Let A be an algebra with involution and a ∈ A. If
there exists an element x ∈ A satisfied the following four equations

axa = a xax = x
(ax)∗ = ax (xa)∗ = xa,

(∗)

then x is called a Moore-Penrose inverse of a and denoted by a†.

It is easy to show that the Moore-Penrose inverse of an element a is
unique.

A well-known result about this type of inverse states that if H is a
Hilbert space and T ∈ B(H) then T has a Moore-Penrose inverse if and
only if T has a closed range.

In this case TT † is the projection on R(T ) and T †T is the projection
on R(T ∗).

A closed range operator T is called EP, if the ranges of S and S∗ are
the same or equivalently S†S = SS†.

The ascent and descent of T ∈ B(H) are respectively defined by

asc(T ) = min{p ∈ N ∪ {0} : ker(T p) = ker(T p+1)},
and

dsc(T ) = min{p ∈ N ∪ {0} : R(T p) = R(T p+1)}.
If they are finite, they are equal, and their common value is called the
index of T and it is denoted by ind(T ).

2. Main results

The main results of this paper are as follows.

Theorem 2.1. [3] Assume that ind(T ) <∞. Then the following prop-
erties are equivalent:

(i) T is normal,
(ii) ∀X ∈ B(H); ∥TXT †∥+ ∥T †XT∥ ≥ 2∥TT †XT †T∥ ;
(iii) ∀X ∈ B(H); ∥T 2X∥+ ∥XT 2∥ ≥ 2∥TXT∥.

Theorem 2.2. [3] Assume that ind(T ) <∞. Then the following prop-
erties are equivalent:

(i) T is a complex coefficient of a self-adjoint operator,
(ii) ∀X ∈ B(H); ∥TXT † + T †XT∥ ≥ 2∥TT †XT †T∥;
(iii) ∀X ∈ B(H); ∥T 2X +XT 2∥ ≥ 2∥TXT∥.
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The following theorem, first was proved in [1] with the additional
assumption that A is an EP-operator and recently improved for all
closed range operators by Menkad[4].

Theorem 2.3. Let T ∈ B(H) be a non-zero operator with closed range.
Then the following statements are equivalent:

(i) T
∥T∥ is a partial isometry,

(ii) ∀X ∈ B(H), ∥T ∗XT † + T †XT ∗∥ = 2∥TT †XT †T∥,
(iii) ∥T ∗ ⊗ T † + T † ⊗ T ∗∥λ = 2.

Theorem 2.4. Let T ∈ B(H) be a non-zero operator with closed range.
Then the following statements are equivalent:

(i) T
∥T∥ is a normal partial isometry,

(ii) ∀X ∈ B(H), ∥TXT †∥ = ∥T †TXTT †∥,
(iii) ∀X ∈ B(H), ∥TXT †∥+ ∥T †XT∥ = 2∥TT †XT †T∥.
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Abstract. In this note, we investigate on some Birkhoff-james
type orthogonality in C∗-semi-inner product spaces which are a
generalization of Hilbert C∗-modules.

1. Introduction

The notion of orthogonality in an arbitrary normed space, with the
norm not necessarily coming from an inner product, may be introduced
in various ways. Among these, the one which is frequently met with
in the literature is the Birkhoff-James orthogonality. It is defined as
follows.

Definition 1.1. Let X be a normed space. For x, y ∈ X, we say
that x is Birkhoff-James orthogonal to y, and denote it by x⊥By, if
∥x+ λy∥ ≥ ∥x∥ for all λ ∈ C.

It is well-known that Birkhoff-James orthogonality is equivalent to
semi-inner product orthogonality for some suitable semi-inner product
on the normed space that generates the norm of the space [3].

First, we recall the definition of semi-inner product in the sense of
Lumer and Giles.
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Definition 1.2. A semi-inner product on a complex vector space X is
a complex valued function [x, y] onX×X with the following properties:

i) [λy+ z, x] = λ[y, x]+ [z, x] and [x, λy] = λ̄[x, y], for all complex
λ,

ii) [x, x] ≥ 0, for all x ∈ X and [x, x] = 0 implies x = 0;
iii) |[x, y]|2 ≤ [x, x][y, y].

In [4], authors defined a generalization of semi-inner product space
as follows.

Definition 1.3. Let A be a C∗- algebra and X be a right A-module.
A mapping [., .] : X × X → A is called a C∗-semi-inner product or
C∗-s.i.p., in brief, if the following properties are satisfied:

(i) [x, x] ≥ 0, for all x ∈ X and [x, x] = 0 implies x = 0;
(ii) [x, αy1 + βy2] = α[x, y1] + β[x, y2], for all x, y1, y2 ∈ X and

α, β ∈ C;
(iii) [x, ya] = [x, y]a and [xa, y] = a∗[x, y], for all x, y ∈ X and

a ∈ A;
(iv) |[y, x]|2 ≤ ∥[y, y]∥[x, x].

The triple (X,A, [., .]) is called a C∗-semi-inner product space or we
say X is a semi-inner product A-module.

Let (X,A, [., .]) be a C∗-semi-inner product space. For any x ∈ X,

the function ∥x∥ := ∥[x, x]∥ 1
2 , defines a norm on X. Also we can define

|x| := [x, x]
1
2 .

Our purpose in this work, is to investigate some Birkhoff type or-
thogonality in C∗-semi-inner product spaces.

2. Main results

In fact, on semi-inner product A-module X, we can define three
similar type of orthogonality:

x⊥1y ⇔ ∥x+ ya∥ ≥ ∥x∥ ∀a ∈ A;
x⊥2y ⇔ |x+ ya| ≥ |x| ∀a ∈ A;
x⊥3y ⇔ |x+ ya|2 ≥ |x|2 ∀a ∈ A.

It can be easily seen that

x⊥3y ⇒ x⊥2y ⇒ x⊥1y ⇒ x⊥By.

In [1], Arambasic and Rajic studied these types of orthogonality in
Hilbert C∗-modules.
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Proposition 2.1. Let X be a Hilbert module over a C∗-algebra A.
Then for each x, y ∈ X,

⟨x, y⟩ = 0 ⇒ x⊥1y ⇒ x⊥By.

The converse of both relation is not true.

Theorem 2.2. For a Hilbert module X over a C∗-algebra A, the fol-
lowing relations are equivalent:

i) ⟨x, y⟩ = 0;
ii) x⊥2y;
iii) x⊥3y.

Also in [2], they found some conditions under which the first orthog-
onality coincide with each one of Birkhoff-James orthogonality or inner
product orthogonality.

Theorem 2.3. Let A be a C∗-algebra and X be a semi-inner product
A-module. For x, y ∈ X, if [x, y] = 0 or [y, x] = 0 then x⊥1y and
therefore x⊥By.

Theorem 2.4. Let A be a C∗-algebra and X be a semi-inner product
A-module. For x, y ∈ X, if [x, y] = [y, x] = 0 then x⊥3y.

For the converse, we have the following theorem.

Theorem 2.5. Let A be a C∗-algebra and X be a semi-inner product
A-module and x, y ∈ X such that x⊥2y and [x, y][y, x] is positive. Then
we have [x, y][y, x] = 0.
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Abstract. In this paper by a new refinement of the Hermite-
Hadamard integral inequality, as:

f(
a+ b

2
) ⩽ 1

b− a

∫ b

a

f(t)dt ⩽ 1

16
(7f(a)+2f(

a+ b

2
)+7f(b)) ⩽ f(a) + f(b)

2
,

where, f is a real-valued convex function on the interval [a, b], we
obtain a different refinement of Heinz inequality.

1. Introduction

Let B(H ) be the space of all bounded operators on a Hilbert space
H . A norm |||.||| is called unitarily invariant norm if |||UAV ||| = |||A|||
for all A ∈ B(H ) and for all unitary operators U, V ∈ B(H ).
If A,B,X are operators on a complex separable Hilbert space such that
A and B are positive, then for every unitarily invariant norm |||.||| , the
function f(ν) = |||AνXB1−ν + A1−νXBν ||| is convex on the interval
[0, 1], attains its minimum at ν = 1

2
, and attains its maximum at ν = 1

and ν = 0. Moreover, f(ν) = f(1− ν) for 0 ⩽ ν ⩽ 1. From [1] we know

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.

Key words and phrases. Convex function, Heinz inequality, unitarily invariant
norm.

60



that for every unitarily invariant norm, we have the Heinz inequalities

2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣ ⩽ ∣∣∣∣∣∣AνXB1−ν + A1−νXBν
∣∣∣∣∣∣ ⩽ |||AX +XB||| . (1.1)

In this paper, we use a similar method to [2, 3] and get different re-
finement of (1.1). Our results are better than those in [4] and different
from [2, 3].

2. Main results

From [3], we know the following Hermite-Hadamard integral inequal-
ity for convex functions.

Lemma 2.1. Let f be a real-valued function which is convex on the
interval [a, b]. Then

f(
a+ b

2
) ⩽ 1

b− a

∫ b

a

f(t)dt ⩽ f(a) + f(b)

2
.

We will use the following lemma.

Lemma 2.2. Let f be a real-valued function which is convex on the
interval [a, b]. Then

f(
a+ b

2
) ⩽ 1

b− a

∫ b

a

f(t)dt ⩽ 1

16

(
7f(a) + 2f(

a+ b

2
) + 7f(b)

)
⩽ f(a) + f(b)

2
.

Proof. Using the previous lemma, we can easily verify the inequality

1

16

(
7f(a) + 2f(

a+ b

2
) + 7f(b)

)
⩽ f(a) + f(b)

2
.

Next we will prove the following inequality:

1

b− a

∫ b

a

f(t)dt ⩽ 1

16
(7f(a) + 2f(

a+ b

2
) + 7f(b)).
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We have

1

b− a

∫ b

a

f(t)dt =
1

b− a

(∫ a+b
2

a

f(t)dt+

∫ b

a+b
2

f(t)dt

)

⩾ 1

b− a

(
f(a) + f(a+b

2
)

2
.
b− a

2
+
f(b) + f(a+b

2
)

2
.
b− a

2

)

=
1

4

(
f(a) + 2f(

a+ b

2
) + f(b)

)
=

1

16

(
4f(a) + 8f(

a+ b

2
) + 4f(b)

)
⩽ 1

16

(
4f(a) + 2f(

a+ b

2
) + 3(f(a) + f(b)) + 4f(b)

)
=

1

16

(
7f(a) + 2f(

a+ b

2
) + 7f(b)

)
.

□

Applying the previous lemma to the function

f(ν) =
∣∣∣∣∣∣AνXB1−ν + A1−νXBν

∣∣∣∣∣∣
on the interval [µ, 1− µ] when 0 ⩽ µ ⩽ 1

2
and on the interval [1− µ, µ]

when 1
2
⩽ µ ⩽ 1, we obtain a refinement of the first inequality in (1.1).

Theorem 2.3. Let A,B,X ∈ B(H ) such that A,B are poitive. Then
for 0 ⩽ µ ⩽ 1 and for every unitarily invariant norm, we have

2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣ ⩽ 1

|1− 2µ|

∣∣∣∣∫ 1−µ

µ

∣∣∣∣∣∣AνXB1−ν + A1−νXBν
∣∣∣∣∣∣ dν∣∣∣∣

⩽ 1

8
(7
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣+ 2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣)
⩽
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣ .
Proof. First assume that 0 ⩽ µ ⩽ 1

2
. Then it is follows by previous

lemma that

f(
1− µ+ µ

2
) ⩽ 1

1− 2µ

∫ 1−µ

µ

f(t)dt

⩽ 1

16

(
7f(µ) + 2f(

1− µ+ µ

2
) + 7f(1− µ)

)
⩽ f(µ) + f(1− µ)

2
,
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and hence

f(
1

2
) ⩽ 1

1− 2µ

∫ 1−µ

µ

f(t)dt

⩽ 1

8

(
7f(µ) + 2f(

1

2
)

)
⩽ f(µ).

Thus,

2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣ ⩽ 1

1− 2µ

∫ 1−µ

µ

∣∣∣∣∣∣AνXB1−ν + A1−νXBν
∣∣∣∣∣∣ dν

⩽ 1

8
(7
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣+ 2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣)
⩽
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣ .
Now, assume that 1

2
⩽ µ ⩽ 1. Then by applying above way to 1− µ, it

follows that

2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣ ⩽ 1

2µ− 1

∫ 1−µ

µ

∣∣∣∣∣∣AνXB1−ν + A1−νXBν
∣∣∣∣∣∣ dν

⩽ 1

8
(7
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣+ 2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣)
⩽
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣ .
Since

lim
µ→ 1

2

1

|1− 2µ|

∣∣∣∣∫ 1−µ

µ

∣∣∣∣∣∣AνXB1−ν + A1−νXBν
∣∣∣∣∣∣ dν∣∣∣∣

= lim
µ→ 1

2

1

8
(7
∣∣∣∣∣∣AµXB1−µ + A1−µXBµ

∣∣∣∣∣∣+ 2
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣)
=
∣∣∣∣∣∣∣∣∣A 1

2XB
1
2

∣∣∣∣∣∣∣∣∣ ,
the result follows by combining previous inequalities. □
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Abstract. Nonstandard finite differences (NSFD) schemes can
improve the accuracy and reduce computational costs of traditional
finite-difference schemes. In addition, NSFDs produce numerical
solutions which also exhibit essential properties of solution. In
this paper, we derive a NSFD scheme based on Mickens’ rules for
reaction-diffusion-convection (RDC) systems. The new scheme is
a modification of the fully implicit method by using a nonlocal
approximation for reaction term of RDC. The proposed scheme
improves the accuracy and guarantees the positivity requirement,
as is demanded for the solution of RDC. Numerical simulations
on a catalytic particle are used for illustrating the accuracy and
performance of the proposed scheme as a compared to standard
finite difference scheme.

1. Introduction

In order to solve reaction-diffusion-convection equation, analytical
and numerical solution techniques are used. Analytical solution of this
equation may be carried out when simple and idealized conditions are
satisfied. However, if the solution parameters change in time, use of the
numerical solution techniques is necessary for the solution of advection-
diffusion reaction equation.

2010 Mathematics Subject Classification. Primary 65Nxx; Secondary 65L12,
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Positivity preserving, M-matrix.

64



It is desirable that the numerical solutions satisfy the same properties
as the exact solution such as positivity, total variation dimensioning or
monotonicity [3, 4]. In this paper, we propose a modification of fully
implicit scheme for the RDC problem in catalytic particle [1]. The
proposed scheme enables us to solve accurately the examined PDE and
it is the positivity preservation of the solution which exhibit essential
property of solution.

2. Modified fully implicit (MFI) scheme

Consider underlying equation, which can describe the reaction-diffusion-
convection problem in a catalytic particle:

∂C(x, t)

∂t
=
∂2C(x, t)

∂x2
− Pe

∂C(x, t)

∂x
− φ2C(x, t), (2.1)

with initial and boundary conditions:

C(x, 0) = 0, C(0, t) = 1, C(1, t) = 1.

The function C(x, t) corresponds to the normalized concentration and
endowed, Pe is the Peclet number, which denotes the relationship be-
tween the convective and diffusive transport and φ is Thiele modulus,
which relates chemical reaction rate and the diffusive transport; the
dimensionless parameters x ∈ [0, 1] and t > 0 denote the spatial coor-
dinate and time, respectively.

Making use of the nonstandard discretization [2] of the reaction term
φ2C in (2.1), it is now desired to find an accurate modified fully implicit
scheme which is positivity preserving and can be written as:

C(S, t) = a(Cnj+1 + Cnj−1) + b(Cn+1
j+1 + Cn+1

j−1 ) + (
1

2
− a− b)(Cn+1

j + Cnj ), (2.2)

here a and b are arbitrary parameters to be determined below. The
stencil of the involved nodes of the scheme is displayed in Figure 1.

Figure 1. Involved nodes in the modified fully implicit scheme.

The corresponding finite difference approximation provides the equa-
tion difference

PCn+1 = NCn, (2.3)
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where P and N are the following tridiagonal matrices:

P = tridiag

{
−
Pe

2∆x
−

1

∆x2
+ bφ2;

1

∆t
+

2

∆x2
+ φ2(

1

2
− a− b);

Pe

2∆x
−

1

∆x2
+ bφ2

}
, (2.4)

N = tridiag

{
−aφ2;

1

∆t
− φ2(

1

2
− a− b);−aφ2

}
. (2.5)

The parameters a, b and ∆t are chosen according to the following
theorem:

Theorem 1. Sufficient for scheme (2.3) to be positive is,

a ≤ 0, b ≤ − Pe2

16φ2
, ∆t ≤ 1

φ2( 1
2
− a− b)

. (2.6)

Theorem 2. Under conditions of Theorem 1, the fully implicit variant
scheme is stable and convergent with local truncation error O(∆t,∆x2).

3. Numerical results

To obtain a reference solution of (2.1) the Laplace transform was
applied and for the analytical solution we found

F [C(x, s)] =
exp(m2x)[exp(m1) − 1] + exp(m1x)[1 − exp(m2)]

exp(m1) − exp(m2)
(3.1)

with

m1 =
Pe−

√
Pe2 + 4(s+ φ2)

2
, m2 =

Pe+
√
Pe2 + 4(s+ φ2)

2
,

where F [C(x, s)] is the Laplace transform of C(x, t). Unfortunately,
the inverse Laplace transform for F [C(x, s)] is not available. In order
to determinate the solution in the time-domain, we have used the nu-
merical inversion by Zakians algorithm [5].
We apply new scheme to (2.1) with different values of Pe and φ, see
Figure 2-3. If one of the conditions in (2.6) is violated, then the nu-
merical solution may exhibit spurious oscillations, see Figure 4.
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Figure 2. Concentration profiles at different times and their error loga-
rithms when Pe = 10 and φ = 2.
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with b = − Pe2

16φ2 + 300.
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Abstract. In this paper, we introduce fractional–order into a
predator–prey model. The nonstandard finite difference (NSFD)
scheme is implemented to study the dynamic behaviors in the
fractional–order predator–prey model. Numerical results show that
the NSFD approach is easy and accurate for implementing when
applied to fractional–order predator–prey model.

1. Introduction

Study of the fractional differential equations (FDEs) as a dynami-
cal system is a novel and appealing subject which has motivated the
leading research literatures in recent years. FDEs have gained consid-
erable importance due to their application in various sciences, such as
physics, mechanics, chemistry, engineering and biological sciences [2].
Recently, most of the dynamical systems based on the integer–order
calculus have been modified into the fractional order domain due to
the extra degrees of freedom and the flexibility which can be used to
precisely fit the experimental data much better than the integer–order
modeling.
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ference scheme, Predator–prey model, Stability.
∗ Speaker.

68



This paper is devoted to the construction of a nonstandard dis-
cretization scheme given by Mickens to the Grünwald–Letnikov (GL)
discretization process for solving the fractional–order predator–prey
model.

2. Preliminaries

Derivatives of fractional–order have been introduced in several ways.
In this paper we consider GL approach. The GL method of approxima-
tion for the one–dimensional fractional derivative takes the following
form [2]

Dαx(t) = f(t, x(t)), x(0) = x0, t ∈ [0, tf ] (2.1)

Dαx(t) = lim
h→0

h−α
[t/h]∑
j=0

(−1)j
(
α

j

)
x(t− jh),

where 0 < α ≤ 1, Dα denotes the fractional derivative, h is the step
size and [ t

h
] represents the integer part of t

h
. Therefore, Eq. (2.1) is

discretized in the next form
n∑
j=0

cαj x(tn−j) = f(tn, x(tn)), n = 1, 2, 3, ...

where tn = nh and cαj are the GL coefficients defined as

cαj = (1− 1 + α

j
)cαj−1, cα0 = h−α, j = 1, 2, 3, ...

The nonstandard discretization technique is a general scheme where
we replace the step size h by a function φ(h) [3]. By applying this tech-
nique and using the GL discretization method, it yields the following
relations

x(tn+1) =

−
n+1∑
j=1

cαj x(tn+1−j) + f(tn+1, x(tn+1))

cα0
,

where cα0 = φ(h)−α.

3. NSFD scheme for fractional–order predator–prey
model

Consider the fractional–order predator–prey system [1],

Dα1x(t) = x(t)(r − ax(t)− by(t)),

Dα2y(t) = y(t)(−d+ cx(t)),
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where 0 < αi ≤ 1, for i = 1, 2 and x ≥ 0, y ≥ 0 are prey and predator
densities, respectively, and all constants r, a, b, c and d are positive.

Applying Mickens scheme by replacing the step size h by a func-
tion φ(h) and using the GL discretization method, yields the following
equations:

n+1∑
j=0

cα1
j x(tn+1−j) = rx(tn)− ax(tn+1)x(tn)− bx(tn+1)y(tn),

n+1∑
j=0

cα2
j y(tn+1−j) = −dy(tn+1) + cx(tn+1)y(tn).

Invoking some algebraic manipulations to Eqs. (3.1), the following
relations are obtained

x(tn+1) =

−
n+1∑
j=1

cα1
j x(tn+1−j) + rx(tn)

cα1
0 + ax(tn) + by(tn)

,

y(tn+1) =

−
n+1∑
j=1

cα2
j y(tn+1−j) + cx(tn+1)y(tn)

cα2
0 + d

,

where
cα1
0 = φ1(h)−α1 , cα2

0 = φ2(h)−α2 ,

with

φ1(h) =
erh − 1

r
, φ2(h) =

edh − 1

d
.

The equilibrium points of system are E0 = (0, 0), E1 = ( r
a
, 0) and

E2 = (d
c
, cr−ad

cb
). The stability analysis of such kind of system have been

studied [1]. In the special case a = 0 it is known that the equilibrium
point E2 is a centre for the integer order system α1 = α2 = 1. In the
fractional case 0 < αi ≤ 1, for i = 1, 2 the equilibrium point E2 is
locally asymptotically stable. The numerical simulations in the next
section will support this result.

4. Numerical results

In this section, numerical results from the implementation of NSFD
scheme for the fractional–order predator–prey system are presented.

In Fig. 1 is depicted phase trajectory of the fractional–order predator–
prey system for commensurate order α1 = α2 = 1 with parameters
a = 0, b = 1, c = 1, r = 2, d = 3 with the initial conditions x(0) = 1,
y(0) = 2, for simulation time 300s and step size h = 0.1.
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In Fig. 2 is depicted phase trajectory of the fractional–order predator–
prey system for incommensurate order α1 = 0.90, α2 = 0.80 and pa-
rameters a = 0, b = 1, c = 1, r = 2, d = 3 with the initial conditions
x(0) = 1 and y(0) = 2, for simulation time 300s and step size h = 0.1.
Therefore Fig. 2 illustrate that the equilibrium point E2 = (3, 2) is
locally asymptotically stable for all α ∈ (0, 1).
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Fig. 1. Plot of populations x, y over time for the case α1 = α2 = 1 and h = 0.1.
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Fig. 2. Plot of populations x, y over time for the case α1 = 0.90, α2 = 0.80 and h = 0.1.

5. conclusion

In this paper we study the fractional–order predator–prey model.
Numerical solutions of this model are given. The reason for consider-
ing a fractional–order system instead of its integer–order counterpart is
that fractional–order differential equations are generalizations of inte-
ger order differential equations. Also using fractional–order differential
equations can help us to reduce the errors arising from the neglected
parameters in modeling real life phenomena.
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Abstract. In this paper, first, we introduce the new concept of
2-pre Hilbert C∗-module. Next, we present the concept of C∗-
2 linear operators which coincides with Lewandowska’s definition
[ Lewandowska, Z.: On 2-normed sets, Glasnik Mat., 38 (58),
99–110(2003)]. Finally , we define the notion of 2-adjointable map-
pings between 2-pre Hilbert C∗-modules.

1. Introduction

The concept of 2-inner product has been intensively studied by many
outhors in the last three decades.The basic definitions and elementery
properties of 2-inner product spaces can be found in [1] and [2].

Recently, M.Frank and e.t. defined the notion ϕ-perturbation of an
adjointable mapping and proved the supperstability of an adjointable
mapping on Hilbert C∗-modules(see [3]).

In this paper, first, we introduce the definition 2-pre Hibert C∗-
module spaces and give several important properties. Next, we present
the concept ofA-2 linear operators which coincides with Lewandowska’s
definition (see [4, 5]). Also, we define 2-adjoinable mappings between
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2-pre Hilbert C∗-modules and prove an analogue of ϕ-perturbation of
adjoitable mappings in paper([3]).

2. Main sections and results

Let X be a left module over a C∗-algebra A. An action of a ∈ A on
X is denoted by a.x ∈ X, x ∈ X.

Definition 2.1. A 2-pre HilbertA-module is a leftA-moduleX equipped
with A-valued function defined on X ×X ×X satisfing the following
conditions:
I1) (x, x|z) is a positive element in A for any x, z ∈ X and (x, x|z) = 0

if and only if x and z are linearly dependent;
I2) (x, x|z) = (z, z|x) for any x, z ∈ X;
I3) (y, x|z) = (x, y|z)∗ for any x, y, z ∈ X;
I4) (αx+x

′, y|z) = α(x, y|z)+(x′, y|z) for any α ∈ C and x, x′, y, z ∈
X;
I5) (ax, y|z) = a(x, y|z) for any x, y, z ∈ X and any a ∈ A.

The map (., .|.) is called A-valued 2-inner product and (X, (., .|.)) is
called 2-pre Hilbert C∗-module space.

Example 2.2. Every 2-inner product space is a 2-pre Hilbert C-module.

Example 2.3. Let A be a C∗-algebra and J ⊆ A be a left ideal. Then
J can be equipped with the structure of 2-pre Hilbert A-module with
A-valued inner product (x, y|z) := xy∗zz∗ − xz∗zy∗ for any x, y, z ∈ A.

Definition 2.4. Let X be a 2-pre Hilbert A-module. we can define a
function ||.|.||X on X ×X by ||x|z||X = ||(x, x|z)|| 12 for all x, z ∈ X.

Proposition 2.5. ||.|.||X satisfies the following conditions:
N1) ||ax|z||X ≤ ||a|| ||x|z||X for any x, z ∈ X and a ∈ A;
N2) (x, y|z) (y, x|z) ≤ ∥y|z∥2X (x, x|z) for any x, y, z ∈ X;
N3) ||(x, y|z)||2 ≤ ||(x, x|z)|| ||(y, y|z)||

Proof. N1 is obvious; N3 follows from N2, so let us prove N2.
Let ϕ be a positive linear functional on A. Then ϕ((., .|.)) is usual
2-inner product on X. Applying the Schwartz inequality for 2-inner
product (see [2], page 3) we obtain for all x, y, z ∈ X,

ϕ((x, y|z) (y, x|z)) = ϕ((x, y|z)y, x |z))

≤ ϕ((x, x|z))
1
2 ϕ(((x, y|z)y , (x, y|z)y |z))

1
2

≤ ϕ((x, x|z))
1
2 ϕ((x, y|z) (y, y|z) (x, y|z)∗)

1
2

≤ ϕ((x, x|z))
1
2 ||(y, y|z)||

1
2 ϕ((x, y|z) (y, x|z))

1
2 .

73



Thus, for any positive linear functional ϕ, we have

ϕ((x, y|z) (y, x|z)) ≤ ||y|z||2X ϕ((x, x|z))
hence

(x, y|z) (y, x|z) ≤ ||y|z||2X (x, x|z).
□

Theorem 2.6. The function ||.|.||X is a 2-norm on X.

Proof. Now, we verify that ||.|.||X satisfies the following properties of
2-norms:

1) I3 and I4 show that ||αx|y||X = ||(αx, αx|y)|| 12 = |α| ||x|y||X for
all x, y ∈ X and α ∈ C.

2) I1 follows that ||x|y||X = 0 if and only if x and y are linearly
dependent for all x, y ∈ X.

3) it follows from I2 that ||x|y||X = ||(x, x|y)|| 12 = ||y|x||X for all
x, y ∈ X.

4) By proposition 2.5 (N3), we have

||x+ x′|y||2X = ||(x+ x′, x+ x′|y)||
= ||(x, x|y) + (x′, x|y + (x, x′|y) + (x′, x′|y))||
≤ ||(x, x|y)||+ 2||(x, x′|y)||+ ||(x′, x′|y)||

≤ (||(x, x|y)||
1
2 + ||(x′, x′|y)||

1
2 )2 = (||x|y||X + ||x′|y||X)2

for all x, x′, y ∈ X. This show that (X, ||.|.||X) is a 2-normed space. □

2.1. 2-adjointable mappings. In continue, we let A be a C∗-algebra.
Now, we start with following definition.

Definition 2.7. Let X and Y be two 2-pre Hilbert A-modules. An
operator f : X × X → Y is said to be A-2 linear if it satisfies the
following conditions:

1) f(x + y, z + w) = f(x, z) + f(x,w) + f(y, z) + f(y, w) for all
x, y, z, w ∈ X;

2) f(αx, βy) = α β f(x, y) for all α, β ∈ C and x, y ∈ X;
3) f(ax, by) = a. b∗.f(x, y) for all x, y ∈ X and a, b ∈ A.

Example 2.8. Let X be a 2-pre Hilbert A-module and z ∈ X. Define
f : X ×X → A by f(x, y) = (x, y|z). Then f is a A- 2 linear operator.

Definition 2.9. Let X and Y be two 2-pre Hilbert A-modules. A
mapping f : X×X → Y is called 2-adjointable if there exists a mapping
g : Y × Y → X such that

(f(x, y), s | t) = (x, y | g(s, t)) (2.1)
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for all x, y ∈ X and s, t ∈ Y . The mapping g is denoted by f ∗ and is
called the 2-adjointable of f .

Proposition 2.10. Let X be a 2-pre Hilbert A-module and dim(X) >
1. If (x, y|z) = 0 for all y, z ∈ X, then x = 0.

Proof. Suppose x ̸= 0. Let x and y be linearly independent. Then by
hyphosits (x, x, |y) = 0 and this is contradiction. □
Lemma 2.11. Every 2-adjonable mapping is A- 2 linear.

Proof. Let f : X × X → Y be a 2-adjoinable mapping. Then there
exists a mapping g : Y × Y → X such that (2.1) holds. For every
x, y, z, w ∈ X, every s, t ∈ Y , every α, β ∈ C, every a, b ∈ A, we have

(f(αax+ y, βbz + w), s | t) = (αax+ y, βbz + w | g(s, t))
= αβab∗ (x, z | g(s, t)) + αa (x,w | g(s, t)) + βb∗ (y, z | g(s, t))
+ (y, w | g(s, t))
= αβab∗ (f(x, z), s | t) + αa (f(x,w), s | t)
+ βb∗ (f(y, z), s | t) + (f(y, w), s | t)
= (αβab∗ f(x, z) + αa f(x,w) + βb∗ f(y, z) + f(y, w), s | t).

It follows from proposition 2.10 that f is A-2 linear. □
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Abstract. In this work, we present a method for numerical ap-
proximation of fixed point operator, particularly for the mixed
Volterra - Fredholm integro-differential equations, The main tool
for error analysis is the Banach fixed point theorem. The advan-
tage of this method is that it does not use numerical integration,
we use the properties of rationalized Haar wavelets for approxi-
mate of integral. The cost of our algorithm increases accuracy and
reduces the calculation, considerably. Some examples are provided
to illustrate its high accuracy and numerical results are compared
with other methods in the other papers.

1. Introduction

2. Introduction and preliminaries

Several applications for integro-differential equations exist, for ex-
ample natural sciences and engineering and mathematical modeling of
spatiotemporal developments, epidemic modeling, whereas analytical
solutions of integro-differential equations, either do not exist or are
hard to find, therefore we use several numerical methods that have
been developed for finding approximate solutions of these equations.

2010 Mathematics Subject Classification. Primary 47A56; Secondary 45B05;
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differential equation; Operational matrix; Fixed point theorem.

76



The orthogonal set of Haar functions is a group of square waves with
magnitude of +2i/2, −2i/2 and 0, for any i = 0, 1, . . .. The aim of this
work is to present a numerical method for approximating the solution
of nonlinear mixed Volterra - Fredholm integro-differential equations
of the second kind as follows:

λu′(x) = f(x) + α

∫ 1

0

K1(x, t, u(t))dt+ β

∫ x

0

K2(x, t, u(t))dt (2.1)

where x, t ∈ [0, 1], u ∈ C([0, 1],R), and |α| + |β| 6= 0 and u(0) = u0
and λ ∈ R − {0} and f : [0, 1] → R and K1, K2 : [0, 1]2 × R → R
are assumed to be known continuous functions satisfying the Lipschitz
condition that is, there exist M1,M2 > 0 such that:

|Ki(x, t, y)−Ki(x, t, z)| 6Mi|y − z| i = 1, 2

where y, z ∈ R, and the unknown function to be determined is u :
[0, 1] → R. We first define operator T within the space Banach space
C([0, 1]) that are continuous and real valued functions defined on [0, 1]
(usual sup-norm), the integral operator T : (X, ‖.‖∞) → (X, ‖.‖∞) is
defined as

T (u)(x) =
1

λ
u0 +

1

λ

∫ x

0

f(t)dt+
α

λ

∫ x

0

(

∫ 1

0

K1(s, t, u(t))ds)dt (2.2)

+
β

λ

∫ x

0

(

∫ s

0

K2(s, t, u(t))ds)dt (2.3)

where t ∈ [0, 1], u ∈ C([0, 1]). For all y1, y2 ∈ C([0, 1]) we have ‖Ty1 −
Ty2‖ ≤ M̃‖y1 − y2‖.

3. Numerical approximation of the solution

We now describe the idea of our proposed numerical method. We
using an initial function u0 ∈ C[0, 1], and since in general we cannot
calculate T (u0) explicitly, we approximate this function as follows. For
each t, s ∈ [0, 1], ui ∈ C([0, 1]) and m ∈ N, we define recursively:

ui(x) =
1

λ
u0 +

1

λ

∫ x

0

f(t)dt+
α

λ

∫ x

0

(

∫ 1

0

K1(s, t, ui−1(t))ds)dt (3.1)

+
β

λ

∫ x

0

(

∫ s

0

K2(s, t, ui−1(t))ds)dt (3.2)

also we define:

ψi−1(t, s) := K1(t, s, ui−1(s)), ϕi−1(t, s) := K2(t, s, ui−1(s)) (3.3)
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If Qm is an orthogonal projection defined by:

Qm(ψ)(t, s) =
m−1∑
i=0

m−1∑
j=0

Kijhi(t)hj(s), Qm(ϕ)(t, s) =
m−1∑
i=0

m−1∑
j=0

Lijhi(t)hj(s).

(3.4)
The matrix form of K and L are:

Qm(ψ)(t, s) = hT(t) K h(s), Qm(ϕ)(t, s) = hT(t) L h(s), (3.5)

Note that wherein:

h(t) = [h0(t), h1(t), . . . , hm−1(t)]
T (3.6)

And K = [Klq]m×m , L = [Llq]m×m that:

Klq = 2(i+j)/2〈hl(t), 〈ψ(t, s), hq(s)〉〉 Llq = 2(i+j)/2〈hl(t), 〈ϕ(t, s), hq(s)〉〉
l = 2j + k and q = 2i + k′ with i, j = 0, 1, . . . , and k = 0, 1, . . . , 2j − 1

and k′ = 0, 1, . . . , 2i − 1, and 0 ≤ l, q ≤ m − 1 Now, by using the RH
function vector h(t), the matrix ĥm×m is defined as:

ĥm×m = [h(
1

2m
),h(

3

2m
), . . . ,h(

2m− 1

2m
)]. (3.7)

Notice that using the equation 3, we have

K = (ĥ−1m×m)T K̂ ĥ−1m×m , L = (ĥ−1m×m)T L̂ ĥ−1m×m (3.8)

where K̂ = [K̂ij]m×m, L̂ = [L̂ij]m×m and for i, j = 1, 2, . . . ,m, we have:

K̂ij = ψ(
2i− 1

2m
,
2j − 1

2m
) , L̂ij = ϕ(

2i− 1

2m
,
2j − 1

2m
) (3.9)

4. Error analysis

In this section, by using the Banach fixed point theorem, we get an
upper bound for the error of the our method.

Lemma 4.1. Let ψ ∈ C([0, 1]2), L = max{‖∂ψ/∂t‖∞, ‖∂ψ/∂s‖∞}
and {Qn}n≥0 be the sequence of projections associated with the basis
{hn}n≥0, then

‖ψ −Qn(ψ)‖∞ ≤
4L

2l
, (4.1)

holds where n = 2l + k with l = 0, 1, . . ., and k = 0, 1, . . . , 2l − 1.

Lemma 4.2. Let K1, K2 : [0, 1]2 × R → R be continiouse and Lips-
chitzian with Lipschitz constants M1 and M2, then T has an unique
fixed point and for all u0 ∈ C([0, 1])

‖u− Tm(u0)‖∞ ≤ ‖T (u0)− u0‖∞ ×
∞∑
j=m

qj (4.2)
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where u is the fixed point of T and q = 1
|λ|(|α|M1 + |β|M2) < 1

Theorem 4.3. Assume that {um}m≥1is a subset of C([0, 1]), and K1, K2 ∈
C([0, 1]2×R) are lipschitzian functions at their third variable with Lip-
schitz constants M1,M2 and u is the unique fixed point of the integral
operator T : C([0, 1])→ C([0, 1]) defined by (2.2). Then,

‖u− um‖∞ ≤ ‖T (u0)− u0‖∞
∞∑
j=m

qj +
m∑
j=1

qm−jεj (4.3)

holds, and ε1, . . . , εm > 0 we have (|α
λ
|+ |β

λ
|)4Lm−1

2j
< εm

5. Numerical examples

In this section by using the method presented in (3) are solved some
examples from different references.

Example 5.1. Let us consider the nonlinear integral equation

u′(x) = 2x− 1

192
x3π +

1

96
x3Ln(2)− 1

105
x10 +

1

24

∫ 1

0

arctan(u)tx3dt

(5.1)

+
1

15

∫ x

0

t2x3u2(t)dt,

(5.2)

with u(0) = 0 with exact solution u(x) = x2. Numerical results for
Example 5.1 after 5 and 6 iterations are indicated in Table1, (see Figure
1).

Table 1. Absolute errors for Example 5.1
ti our method for m = 32 our method for m = 64

0.1 2.03E−8 1.93E−8
0.2 3.10E−7 5.19E−8
0.3 1.22E−6 2.01E−7
0.4 8.66E−7 1.36E−6
0.6 7.54E−7 7.13E−6
0.7 2.77E−5 1.55E−5
0.9 1.99E−4 1.69E−4

Example 5.2. Let us consider the nonlinear integral equation in [4]

ú(x) = xex + ex − x+

∫ 1

0

xu(t)dt, u(0) = 0, (5.3)
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with exact solution u(x) = xex.
The results in Table 4 show that, our method are the same or even

better than results obtained in [1], [2], [3] and [4] by CAS wavelet
approximating, differential transformation methods, homotopy pertur-
bation (HMP) methods and Schreuder bases with mh = j2 Schreuder
bases respectively.

Table 2. Absolute errors for Example 5.2
ti CAS wavelet DT HPM Schreuder bases our

[1] [2] [3] with j = 17 in [4] method
0.1 1.3492E−3 1.0012E−2 0.2315E−5 1.0179E−7 1.8512E−6
0.3 5.6715E−3 5.0873E−2 0.2083E−4 1.0178E−6 1.4019E−6
0.5 1.3233E−2 9.7189E−2 0.5787E−4 2.3089E−6 5.0330E−7
0.7 1.4120E−2 1.0413E−1 0.1134E−3 3.9780E−6 2.2070E−6
0.9 1.3205E−2 1.0013E−2 0.1875E−3 6.1354E−6 3.4610E−6

Figure 1. Comparison of exact and approximate solu-
tions for Example 5.1,5.2.
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Abstract. In the present paper an iterative method is proposed
to approximate Moore-Ponrose and Drazin inverses. This method
is based on Global Least Square algorithm (GL-LSQR). To do so,
we define some linear matrix equations systems. By using the
approximate solutions of these systems, obtained by GL-LSQR al-
gorithm, Moore-Ponrose and Drazin inverses are approximated.
Finally, some numerical examples are given to show the efficiency
of the new method.

1. Introduction

Throughout this paper, for two matricesX and Y in Cn×m, we denote
⟨X,Y ⟩F as the Frobenius inner product, i.e., ⟨X,Y ⟩F = tr(Y HX), and
associated Frobenius norm is denoted by ||.||F , where AH is conjugate
transpose of A. ind(A) denotes the index of A, i.e., it is the size of the
largest Jordan block corresponding to the zero eigenvalue of A.

Moore-Penrose inverse of A ∈ Cn×m, denoted by A†, is the unique
matrix satisfying in the following Penrose equations
(a):AXA = A (b):XAX = X (c):(AX)H = AX (d):(XA)H = XA.
Drazin inverse of A ∈ Cn×n, denoted by AD, is the unique matrix satisfying
the following equations

(a′) : Ak+1AD = Ak (b′) : ADAAD = AD (c′) : AAD = ADA,

where k is the index of A [1].
Moore-Penrose and Drazin inverses have important spectral properties

that make them extremely useful in many applications [4]. Iterative meth-
ods are very useful for solving matrix equations with sparse matrices. Al-
though they can also apply to solve low dimension matrix equations with
dense matrices [2].

In this paper, we define some linear matrix equations systems associ-
ated to each of Penrose and Drazin conditions. By using the approximate

2010 Mathematics Subject Classification. 15A09; 65f10, 15A24.
Key words and phrases. Moore-Penrose inverse, Drazin inverse, GL-LSQR algo-

rithm, Iterative methods.
∗ Speaker.
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solutions of these linear matrix equations systems, we approximate Moore-
Penrose and Drazin inverses. Finally, some numerical experiments are pre-
sented.

2. Main results

In this section, we give some theorems and lemmas which are clear to
prove.

Theorem 2.1. Let Z and W ∈ Cn×m be the solutions of the following
systems, respectively

(ȧ) :

{
AZA = A
(ZA)H = ZA,

(ḃ) :

{
AWA = A
(AW )H = AW,

then ZAW satisfies in the Penrose equations (a), (b), (c) and (d).

Remark 2.2. Since Moore-Penrose inverse is unique, so ZAW is the Moore-
Penrose inverse of A.

We can apply the GL-LSQR method [3] for solving the systems (ȧ) and (ḃ)
but, it is better to implement this iterative method for solving the equivalent
systems. Because in each iteration of the algorithm, the number of matrix-
vector multiplications is lower, so less time is required to run. Therefore, we
have the following lemma.

Lemma 2.3. Let

(ä) :

{
AZ̃A = A

AAHZ̃H = A,
and (b̈) :

{
AW̃A = A

W̃HAHA = A.

The systems (ä) and (b̈) are equivalent with the systems (ȧ) and (ḃ), respec-
tively, means that any solution of system (ȧ) is a solution of system (ä) and

vice versa. Similarly, any solution of system (ḃ) is a solution of system (b̈)
and vice versa

Now, we apply the GL-LSQR algorithm for solving systems (ä) and (b̈).
For this purpose,we define linear operator A as follows. Let A ∈ Cm×n

A : Cn×m → C2m×n, A(Z̃) =

[
AZ̃A

AAHZ̃H

]
.

So, the system (ä) can be reduced to the operator form A(Z̃) =

[
A
A

]
= B.

Definition 2.4. Let A be the operator mentioned above. Then A∗ :
C2m×n → Cn×m is said the adjoint of A if

⟨A(X), (
Y1
Y2

)⟩F = ⟨X,A∗(
Y1
Y2

)⟩F , where Yi ∈ Cm×n i = 1, 2.

Let

 A∗ : C2m×n → Cn×m,

A∗(
Y1
Y2

) = AHY1A
H + Y H

2 AAH .
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It is easy to show that A∗ is the adjoint of operator A in the Frobenius
inner product.

A linear operator and its adjoint can be similarly defined for the linear
system (b̈). The following theorem is similar to Theorem (2.1).

Theorem 2.5. Let W be a solution of the following linear matrix equations
system

(d̂) :

 Ak+1W = Ak

AW −WA = 0
AWA = A,

where k is ind(A). Then AD = WAW is the Drazin inverse of A.

Remark 2.6. To approximate the group inverse, i.e., ind(A) = 0 or 1, it is

enough to solve linear matrix equations

{
Ak+1W = Ak, k = 0, 1
WA−AW = 0.

Then it is easy to prove that Ag = WAW is the group inverse of matrix
A. For applying Gl-LSQR algorithm to approximate the solutions of the
systems (ä), (b̈) and (d̂), we need the the following bidiagonal process.
Bidiag-Process (starting matrix B; reduction to lower bidiagonal matrix
form):

β1 = ||B||F , U1 =
B
β1

, α1 = ||A∗(U1)||F ,V1 =
A∗(U1)

α1

βi+1 = ||A(Vi)− αiUi||F , Ui+1 =
A(Vi)−αiUi

βi+1

αi+1 = ||A∗(Ui+1)− βi+1Vi||F , Vi+1 =
A∗(Ui+1)−βi+1Vi

αi+1

}
, i = 1, 2, ...,m.

Now, the main step of the GL-LSQR algorithm can be summarized as fol-
lows.
Algorithm: GL-LSQR algorithm

(1) Set X0 = 0
(2) β1 = ||B||F , U1 = B/β1, α1 = ||A∗(U1)||F , V1 = A∗(U1)/α1

(3) Set W1 = V1, ϕ̄1 = β1, ρ̄1 = α1

(4) For i = 1, 2, ... until convergence, Do:

(5) Ŵi = A(Vi)− αiUi, βi+1 = ||Ŵi||F , Ui+1 = Ŵi/βi+1

(6) Ŝi = A∗(Ui+1)− βi+1Vi, αi+1 = ||Ŝi||F , Vi+1 = Ŝi/αi+1

(7) ρi = (ρ̄2i + β2
i+1)

1/2, ci = ρ̄i/ρi, si = βi+1/ρi, θi+1 = siαi+1

(8) ρ̄i+1 = ciαi+1, ϕi = ciϕ̄i, ϕ̄i+1 = −siϕi

(9) Xi = Xi−1 + (ϕi/ρi)Wi

(10) Wi+1 = Vi+1 − (θi+1/ρi)Wi

(11) If |ϕ̄i+1| is small enough then stop
(12) EndDo.
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3. Numerical results

In this section, two examples are given for computation of the Moore-
Penrose and Drazin inverses, respectively. Codes were written in Matlab
with double precision.
Example 3.1. Let A = rand(n,m), where rand is MATLAB function which
generates random number between 0 and 1. We applied the GL-LSQR algo-
rithm to approximate the Moore-Penrose inverse and the numerical results
are given in Table (1).

Table 1. Numerical results for Example 3.1.

n×m 70× 20 70× 30 70× 40
Iteration 95 253 513
Time(in seconds) 0.0502 0.1479 0.3558
||AXA−A||F 2.9214e− 08 8.9649e− 08 8.1573e− 08
||XAX −X||F 7.8579e− 10 4.9744e− 09 1.0772e− 08
||(AX)H −AX||F 1.6490e− 08 4.2249e− 08 4.1780e− 08
||(XA)H −XA||F 4.4330e− 09 5.9464e− 08 4.3161e− 08

Example 3.2. Let A = tridiag(−1, 2, 1), A(1, n) = −1 and A(n, 1) = −1
with ind(A) = 1. We applied GL-LSQR algorithm for computing the Drazin
inverse of A and the numerical results are given in Table (2).

Table 2. Numerical results for Example 3.2.

n 50 100 150
Iteration 1926 14282 > 20000
Time(in seconds) 0.5707 11.4414 58.3015
||A2X −A||F 3.5379e− 12 8.4626e− 12 1.2775e− 07
||XA−AX||F 1.5356e− 12 3.6057e− 11 3.8981e− 09
||XAX −X||F 1.6408e− 10 7.2547e− 09 1.6286e− 04
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Abstract. The operator Bellman inequality says that if A,B are
positive contraction operators, Φ is a unital positive linear map on
B(H) and p ≥ 1, then

Φ
(
(I −A)1/p∇λ(I −B)1/p

)
≤ (Φ(I −A∇λB))

1/p
.

In this paper, we use the Mond–Pečarić method to establish a
reverse of the operator Bellman inequality.

1. Introduction and preliminaries

Let B(H) denote the C∗-algebra of all bounded linear operators on
a complex Hilbert space H with the identity I. In the case when
dimH = n, we identify B(H) with the matrix algebra Mn(C) of all
n×n matrices with entries in the complex field. An operator A ∈ B(H)
is called positive if ⟨Ax, x⟩ ≥ 0 for all x ∈ H and in a case we write

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
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A ≥ 0. We write A > 0 if A is a positive invertible operator. The set of
all positive invertible operators is denoted by B(H)+. For self-adjoint
operators A,B ∈ B(H), we say B ≥ A if B − A ≥ 0. The Gelfand
map f(t) 7→ f(A) is an isometrical ∗-isomorphism between the C∗-
algebra C(sp(A)) of continuous functions on the spectrum sp(A) of a
self-adjoint operator A and the C∗-algebra generated by A and the
identity operator I. If f, g ∈ C(sp(A)), then f(t) ≥ g(t) (t ∈ sp(A))
implies that f(A) ≥ g(A).

Let f be a continuous real valued function defined on an interval J . It
is called operator monotone if A ≤ B implies f(A) ≤ f(B) for all self-
adjoint operators A,B ∈ B(H) with spectra in J . It said to be operator
concave if λf(A) + (1− λ)f(B) ≤ f(λA+ (1− λ)B) for all self-adjoint
operators A,B ∈ B(H) with spectra in J and all λ ∈ [0, 1]. Every
nonnegative continuous function f is operator monotone on [0,+∞)
if and only if f is operator concave on [0,+∞); see [2, Theorem 8.1].
A map Φ : B(H) −→ B(K) is called positive if Φ(A) ≥ 0 whenever
A ≥ 0, where K is a complex Hilbert space and is said to be unital if
Φ(IH) = IK. We denote by P[B(H),B(K)] the set of all positive linear
maps Φ : B(H) → B(K) and by PN [B(H),B(K)] the set of all unital
positive linear maps.

Bellman [1] proved that if p is a positive integer and A,B, aj, bj (1 ≤
j ≤ n) are positive real numbers such that Ap ≥

∑n
j=1 a

p
j and Bp ≥∑n

j=1 b
p
j , thenAp −

n∑
j=1

apj

1/p

+

Bp −
n∑

j=1

bpj

1/p

≤

(A+B)p −
n∑

j=1

(aj + bj)
p

1/p

.

In [3] the authors showed an operator Bellman inequality as follows:

Φ
(
(I − A)1/p∇λ(I −B)1/p

)
≤ (Φ(I − A∇λB))1/p ,

whenever A,B are positive contraction operators, Φ is a unital positive
linear map on B(H) and p ≥ 1.

In this paper, we use the Mond–Pečarić method to present some
reverses of the operator Bellman inequality under some mild conditions.

2. A difference type reverse of the operator Bellman
inequality

Let Aj ∈ B(H) be self-adjoint operators with sp(Aj) ⊆ [m,M ] for
some scalars m < M , Φj be unital positive linear maps on B(H)
(j = 1, · · · , n), ω1, · · · , ωn ∈ R+ be any finite number of positive real
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numbers such that
∑n

j=1 ωj = 1 and f be a strictly concave differen-
tiable function. Then

βfI +
n∑

j=1

ωjΦj

(
f(Aj)

)
≥ f

(
n∑

j=1

ωjΦj(Aj)

)
(2.1)

where βf = maxm≤t≤M {f(t)− µf t− νf}; see also [2, Corollary 2.16].

Proposition 2.1 (A difference type reverse of the operator Bellman
inequality). Let Aj,Φj, ωj, j = 1, · · · , n be as above, Aj are contractions
such that 0 < mIH ≤ Aj ≤MH < IH and 0 < p < 1. Then

δIK +
n∑

j=1

ωjΦj ((IH − Aj)
p) ≥

(
n∑

j=1

ωjΦj(IH − Aj)

)p

, (2.2)

where δ = (1− p)
(

1
p
(1−m)p−(1−M)p

M−m

) p
p−1

+ (1−M)(1−m)p−(1−m)(1−M)p

M−m
.

In particular,

δIK + Φ

(
n∑

j=1

ωj(IH − Aj)
p

)
≥

(
Φ

(
n∑

j=1

(IH − Aj)

))p

, (2.3)

Corollary 2.2 (Generalized of the difference type classical Bellman
inequality). If m,n, p are positive integers, ω1, · · · , ωn ∈ R+ are any
finite number of positive real numbers such that

∑n
j=1 ωj = 1 and aij

(j = 1, · · ·n, i = 1, · · · ,m) are positive real numbers such that 1 ≥∑m
i=1 a

p
ij (j = 1, · · ·n), then

(
1− 1

p

)
p

1
1−p +

n∑
j=1

ωj

(
1−

m∑
i=1

apij

) 1
p

≥

(
1−

n∑
j=1

m∑
i=1

ωja
p
ij

) 1
p

.

(2.4)

Corollary 2.3. Let Φ ∈ PN [B(H),B(K)], 0 < mIH ≤ Aj ≤ MIH be
positive operators and 0 ≤ ωj ≤ 1 (j = 1, · · · , n) such that

∑n
j=1 ωj =

1. Then

log

[
1

e

(
Mm

mM

) 1
M−m

L(m,M)

]
+Φ

(
n∑

j=1

ωj logAj

)
≥ log

(
n∑

j=1

ωjΦ(Aj)

)

where L(a, b) =

{
b−a

log b−log a
; a ̸= b

a ; a = b
is the Logarithmic mean of positive

real numbers a and b.
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Corollary 2.4. Let Φ ∈ PN [B(H),B(K)], 0 < mIH ≤ Aj ≤ MIH be
positive operators and 0 ≤ ωj ≤ 1 (j = 1, · · · , n) such that

∑n
j=1 ωj =

1. Then

I(m,M)− L(1/M, 1/m)−1 + Φ

(
n∑

j=1

ωjAj

)
log

(
Φ
( n∑

j=1

ωjAj

))

≥ Φ

(
n∑

j=1

ωjAj logAj

)
.

where I(a, b) =

1
e

(
bb

aa

) 1
b−a

; a ̸= b

a ; a = b
is the Identric mean of positive

real numbers a and b.
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Abstract. In this paper, we present a finite difference scheme
for telegraph equation. A new version of exact nonstandard finite
difference (NSFD) scheme for telegraph equation is proposed using
the analytical solution.

1. Introduction

During the last few decades, the telegraph equation has played an
important role in electrical engineering. The standard form of the
telegraph equation is given by [2]

uxx = autt + but + cu,

where u = u(x, t) is the resistance, and a, b and c are constants related
to the inductance, capacitance and conductance of the cable respec-
tively. The telegraph equation arises in the propagation of electrical
signals along a telegraph line. Consider the following telegraph equa-
tion

uxx = utt + ut − u, (1.1)

2010 Mathematics Subject Classification. 39A14; 39A70, 65M06, 65M22.
Key words and phrases. Exact finite difference scheme, Telegraph equation, Non-
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with initial conditions

u(x, 0) = ex, ut(x, 0) = −2ex, x ∈ [0, X],

and boundary conditions

u(0, t) = e−2t, ux(0, t) = e−2t, t ∈ [0, T ].

The nonstandard discretization technique is a general scheme where
we replace the stepsize h by a function ϕ(h) [3]. NSFD schemes were
firstly proposed by Mickens [1] for either ordinary differential equations
or partial differential equations and successively, their use has been
investigated in several fields.
This paper is devoted to the construction of an exact difference scheme
based on Mickens method for solving the telegraph equation.

2. Analysis of NSFD scheme for telegraph equation

In this section, we illustrate an exact finite difference scheme for
telegraph equation (1.1). Analytical solution to this equation is given
by [2]

u(x, t) = ex−2t. (2.1)

If we choose h = 2∆t, then one can easily obtain u(x− h, t) = u(x, t+
∆t) and the following equations:

1

u(x, t)
=

1

ex−2t
,

1

u(x+ h, t)
=

1

ex+h−2t
,

1

u(x− h, t)
=

1

ex−h−2t
,

1

u(x, t+∆t)
=

1

ex−2∆t−2t
,

1

u(x, t−∆t)
=

1

ex+2∆t−2t
.

(2.2)

According to (2.2) we can write

1

u(x, t)
− 1

u(x+ h, t)
=

1

u(x+ h, t)
(eh − 1),

1

u(x, t)
− 1

u(x− h, t)
=

1

u(x− h, t)
(e−h − 1),

1

u(x, t)
− 1

u(x, t+∆t)
=

1

u(x, t+∆t)
(e−2∆t − 1),

1

u(x, t)
− 1

(x, t−∆t)
=

1

u(x, t−∆t)
(e2∆t − 1).
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Let the step functions are ψ1 = (eh− 1), ψ2 = (1− e−h), φ1 =
e2∆t − 1

2

and φ2 =
1− e−2∆t

2
, so 2φ1 = ψ1 and 2φ2 = ψ2. Thus, we can have

the forward and backward difference quotients with the special stepsize
functions:

∂xu =
u(x+ h, t)− u(x, t)

ψ1

= u(x, t),

∂̄xu =
u(x, t)− u(x− h, t)

ψ2

= u(x, t),

∂tu =
u(x, t+△t)− u(x, t)

φ2

= −2u(x, t),

∂̄tu =
u(x, t)− u(x, t−△t)

φ1

= −2u(x, t).

(2.3)

2.1. An explicit finite difference scheme. If we select uxx = ∂x∂̄xu
and utt = ∂t∂̄tu then using (2.3) we can get

∂x∂̄xu− ∂t∂̄tu =
u(x, t)− u(x− h, t)

ψ2

− −2u(x, t) + 2u(x, t−∆t)

φ1

=
6u(x, t)− 3u(x+ h, t)− 3u(x− h, t)

(eh − 1)(1− e−h)

= 2
u(x, t)− u(x+ h, t) + u(x, t)− u(x− h, t)

(eh − 1)(1− e−h)

+
2u(x, t)− u(x+ h, t)− u(x− h, t)

(eh − 1)(1− e−h)

= 2
u(x, t)(1− eh) + u(x− h, t)(eh − 1)

(eh − 1)(1− e−h)

+ u(x, t)
2− eh − e−h

(eh − 1)(1− e−h)

= 2
u(x− h, t)− u(x, t)

(1− e−h)
− u(x, t)

=
u(x, t+∆t)− u(x, t)

φ2

− u(x, t).

(2.4)

Based upon the analytical solution (2.1) we write Un
j as

Un
j = u(xj, tn) = exj−2tn . (2.5)
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Then we can write an explicit NSFD scheme according to (2.4) and
(2.5) in the following form

Un
j+1 − 2Un

j + Un
j−1

ψ1ψ2

=
Un+1
j − 2Un

j + Un−1
j

φ1φ2

+
Un+1
j − Un

j

φ2

− Un
j . (2.6)

Hence the following theorem is hold.

Theorem 2.1. An explicit exact NSFD scheme for telegraph equation
(1.1) is given by (2.6). The stepsize satisfies h = 2∆t, and the stepsize
functions satisfy

ψ1 = (eh − 1), φ1 =
e2∆t − 1

2
,

ψ2 = (1− e−h), φ2 =
1− e−2∆t

2
.

3. Conclusion

In this paper, we peresent an exact NSFD scheme for telegraph equa-
tion based on the analytical solution. The proposed step functions can
be constructed using the method in the Mickens papers.
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Abstract. For solving a broad class of complex symmetric sys-
tem of linear equations, a preconditioned variant of the generalized
successive overrelaxation (GSOR) iterative method is presented.
The iteration matrix of the method involves two parameters α
and ω. We study the convergence properties of the method and
determine the optimal values of iteration parameters. Numerical
examples are given to illustrate the performance of the proposed
method.

1. Introduction

Consider the system of complex linear equations of the form

Ax ≡ (W + iT )x = b, x, b ∈ Cn, (1.1)

where i =
√
−1 and W,T ∈ Rn×n are symmetric positive semidefinite

matrices. Note that A is nonsingular if and only if null(W )∩null(T ) =
{0} and i is not a generalized eigenvalue of the matrix pair (W,T ) (i.e.,
Tx ̸= iWx for any x ̸= 0), where null(·) denotes the nullspace of
the corresponding matrix. For more details about the practical back-
grounds of this class of problems, the reader is referred to [3].

2010 Mathematics Subject Classification. 65F10.
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Bai et al. in [2] described the Hermitian and skew-Hermitian splitting
(HSS) method to solve non-Hermitian positive definite system of linear
equations. Based on the particular form of the coefficient matrix (1.1),
Bai et al. in [1] proposed the modified HSS (MHSS) iteration method
for solving the complex system (1.1).

To avoid the complex arithmetic, Salkuyeh et al. in [4], by letting
x = u + iv and b = p + iq where u, v, p, q ∈ Rn, rewrote the complex
system (1.1) in the following real equivalent form[

W −T
T W

] [
x
y

]
=

[
p
q

]
, (1.2)

and, based on the successive overrelaxation (SOR) method, presented
the generalized SOR (GSOR) method for solving the real equivalent
system (1.2) when at least one of the matrices W and T is positive
definite.

In this paper, we present a preconditioned variant of the GSOR itera-
tive method, called preconditioned GSOR (PGSOR) iteration method,
and study the convergence properties of the method and determine the
optimal values of involved parameters.

2. THE PGSOR ITERATIVE METHOD

Let

Pω =

[
ωI I
−I ωI

]
.

We apply Pω to the system (1.2) to obtain the following preconditioned
linear system

Ru ≡
[
W̃ω −T̃ω
T̃ω W̃ω

] [
x
y

]
=

[
p̃
q̃

]
≡ d, (2.1)

where W̃ω = ωW + T , T̃ω = ωT −W , p̃ = ωp+ q and q̃ = ωq − p. By
splitting the coefficient matrix R as

R =

[
W̃ω 0

0 W̃ω

]
−
[

0 0

−T̃ω 0

]
−
[
0 T̃ω
0 0

]
,

the PGSOR method for solving (2.1) is given by{
W̃ωx

(k+1) = (1− α)W̃ωx
(k) + αT̃ωy

(k) + αp̃,

W̃ωy
(k+1) = −αT̃ωx(k+1) + (1− α)W̃ωy

(k) + αq̃.
(2.2)

It is straightforward to see that

L(ω, α) =
[
I 0

αS̃ω I

]−1 [
(1− α)I αS̃ω

0 (1− α)I

]
,
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is the iteration matrix of the PGSOR method, where S̃ω = W̃−1
ω T̃ω.

We can easily find that ωW+T is symmetric positive definite. Hence,
the PGSOR method is well defined and the linear system with coef-
ficient matrix ωW + T can be exactly solved by the Cholesky factor-
ization or inexactly by the CG algorithm. We now state the following
theorem.

Theorem 2.1. Let W,T ∈ Rn×n be symmetric positive semidefinite
satisfying null(W ) ∩ null(T ) = {0}. Also, let µmin and µmax be the
smallest and largest generalized eigenvalues of the matrix pair (W,T ),
respectively. Then, for every positive parameter ω, the PGSOR itera-
tion method is convergent if and only if

0 < α <
2

1 + ρ(S̃(ω))
,

where S̃(ω) = (ωW + T )−1(ωT −W ) and

ρ(S̃(ω)) = max

{
1− ωµmin

ω + µmin

,
ωµmax − 1

ω + µmax

}
.

In addition, the optimal values of the parameters α and ω are given by

α∗ =
2

1 +
√
1 + ξ2

and ω∗ =
1− ηminηmax +

√
(1 + η2min)(1 + η2max)

ηmin + ηmax

,

where ξ = 1−ω∗ηmin

ω∗+ηmin

(
= ω∗ηmax−1

ω∗+ηmax

)
and the corresponding optimal con-

vergence factor is given by

ρ(L(ω∗, α∗)) = 1− α∗ = 1− 2

1 +
√

1 + ξ2
.

Moreover, we have ρ(L(ω∗, α∗)) <
√
2−1√
2+1

≈ 0.172, and also if ω̂ = 1 and

α̂ = 2√
2+1

then ρ(L(ω̂, α̂)) =
√
2−1√
2+1

≈ 0.172.

In the sequel, we present a numerical example that is computed in
double precision using some MATLAB codes on a Laptop, Intel Core
i7, 1.8 GHz with 6GB RAM. We use a null vector as an initial guess
and the stopping criterion ∥b− Ax(k)∥2 < 10−6∥b∥2.

Example 2.2. Let

W = K +
3−

√
3

h
I and T = K +

3 +
√
3

h
I,

where K = I⊗Vm+Vm⊗ I, with Vm = h−2tridiag(−1, 2,−1) ∈ Rm×m,
h = 1/(m + 1) and m is a natural number. Therefore A = W + iT ∈
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Table 1. Numerical results for Example 2.2.

m 16 32 64 128 256

MHSS IT(CPU) 40(0.08) 54(0.30) 73(1.53) 98(8.50) 133(52.57)
α∗ 1.06 0.75 0.54 0.40 0.30

GSOR IT(CPU) 19(0.02) 22(0.02) 24(0.07) 26(0.31) 27(1.40)
α∗ 0.550 0.495 0.457 0.432 0.418

PGSOR IT(CPU) 4(0.01) 4(0.01) 5(0.03) 5(0.12) 5(0.52)
α∗ 0.990 0.987 0.986 0.984 0.983
ω∗ 0.657 0.624 0.602 0.590 0.583

PGSOR IT(CPU) 9(0.01) 9(0.02) 9(0.04) 8(0.13) 8(0.61)
α̂ = 2√

2+1

ω̂ = 1

Rn×n where n = m2. Moreover, the right-hand side vector is given by

bj =
(1− i)j

τ(j + 1)2
, j = 1, 2, . . . , n.

Numerical results for Example 2.2 are listed in TABLE 1. This table
presents optimal value of the parameters and the number of iteration
steps and the CPU times, where the CPU times are shown in paren-
theses. This table shows ITs and CPUs for the MHSS and GSOR
method when the optimal values of the parameters are used and for
PGSOR method when the optimal values (α∗, ω∗) and approximation
values α̂ = 2√

2+1
and ω̂ = 1 used. As seen the PGSOR method is more

effective than the MHSS and GSOR method in terms of both iterations
and CPU times and the performance of the PGSOR method with the
approximation parameters is also close that of the optimal parameters.
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Abstract. For an arbitrary shift operator S on a separable Hilbert
space H, we study the eigenoperators of the linear transforma-
tions Γi : B(H) −→ B(H) that are defined by Γ1(X) = S∗XS,
Γ2(X) = SX−XS∗, Γ3(X) = SX−XS and Γ4(X) = S∗X−XS,
where B(H) is the space of all bounded linear operators on H.

1. Introduction

Throughout this paper the Hilbert space H is separable infinite di-
mensional and the space of all bounded linear operators onH is denoted
by B(H). One can identify H with the set of all one-side square sum-
mable sequence that denoted by l2. The canonical basis of l2 is {en}∞n=0

where en is the sequence consisting of zero, except for the n-th place
which is one. The Hardy space H2 = H2(D) is the collection of all
analytic functions f(z) =

∑∞
n=1 anz

n on open unit disk D satisfying
the norm condition ∥f∥2 =

∑∞
n=0 |an|2 <∞.

The unilateral (forward) shift operator on l2 is defined by U(en) =
en+1 for n ≥ 0. A Toeplitz operator T on a Hilbert space H is one
whose matrix has constant diagonals and it can be characterized by the

2010 Mathematics Subject Classification. Primary 47B33; Secondary 47B32,
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equation U∗TU = T . The matrix representation of a Hankel operator
has constant diagonals orthogonal to the main diagonal. One can find
H is an Hankel operator if and only if it satisfies the equation U∗H =
HU .

Barria and Halmos [2] introduce generalized Toeplitz operator T
which is satisfied in the equation U∗TU = λT for a complex number
λ. Indeed, as a spectral problem, they asked what are the eigenop-
erators of the linear transformation Γ : B(H) −→ B(H) defined by
Γ(X) = U∗XU . For example, all of Toeplitz operators are eigenoper-
ators corresponding to eigenvalue λ = 1. S. Sun [5] characterises all
eigenoperators of Γ. An isometry operator S on a Hilbert space H is
called a shift operator if the sequence {S∗n} strongly converges to zero.
A more general spectral problem was introduced here by replacing U
with a shift operator S in the definition of Γ. The operator T ∈ B(H)
is called S-Toeplitz if S∗TS = T . Therefore S-Toeplitz operators are
the eigenoperators of Γ corresponding to λ = 1. This spectral problem
was thoroughly solved in section 2 using the techniques of S. Sun [5]
and R. Mart́ınez-Avendaño [3].

A λ-Hankel operator is introduced in [3] as one satisfying the oper-
ator equation U∗X −XU = λX, where λ is a complex number. Some
other operator equations involving U such as UX−XU = λX is intro-
duced as well. In the case λ = 0, every Hankel operator is a 0-Hankel
operator and all analytic Toeplitz operators are those that satisfy in
the last equation. In Section 2, we replace the unilateral shift operator
by a general shift operator and investigate these operator equations.

2. some equations involving forward and backward shift
operators

Let S be a shift operator on a Hilbert space H, K is the kernel of S∗

and P0 = I−S∗S is the projectionH ontoK. Every operator A ∈ B(H)
is associated with a matrix of operators on the Hilbert space K which
is A ∼ [Aij]

∞
i,j=0, where Aij = P0S

∗iASjP0 for i, j ≥ 0. Therefore, the
matrix representation of a S-Toeplitz operator is of the form

[Tij]
∞
i,j=0 =


T0 T−1 T−2 · · ·
T1 T0 T−1 · · ·
T2 T1 T0 · · ·
...

...
...

. . .

 (2.1)

(see [4] for more details).
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Now we recall the linear transformation Γ1 : B(H) −→ B(H) which
is defined by Γ1(X) = S∗XS. For |λ| > 1, this mapping has no eigen-
operator. In the following we find the eigenoperators of Γ1 for the cases
|λ| = 1 and |λ| < 1 disjointedly.

Theorem 2.1. Let S ∈ B(H) be a shift operator. If λ is a complex
number with modules one then all solution of the equation S∗XS = λX
are of the form WT , for some unitary operator W and all S-Toeplitz
operators T .

Theorem 2.2. Let |λ| < 1 and S be shift operator. Then all solutions
of equation S∗XS = λX are of the form

X =
∞∑
n=0

∑
i∈Λ

λn((Snfi)⊗ (Snζi) + (Snζi)⊗ (Sngi)) (2.2)

where fi, gi are some elements of H for all i ∈ Λ and {ζi}i∈Λ is an
orthonormal basis of kerK∗.

According to hypothesis of a shift operator S, we can show that only
zero operator satisfies SX = XS∗. As a general case if λ ∈ C, we
show that this result is true for the equation SX −XS∗ = λX. This
is equivalent to the linear transformation Γ2 : B(H) −→ B(H) defined
by Γ2(X) = SX −XS∗ which has no eigenoperator.

Theorem 2.3. Let S be a shift operator and A be a bounded operator
on a Hilbert space H with kerA = {0}. If B is an arbitrarily bounded
operator then X = 0 is the only solution of the operator equation AX =
BXS∗.

Corollary 2.4. The linear transformation Γ2 : B(H) −→ B(H) de-
fined by Γ2(X) = SX −XS∗ has no eigenoperator.

A is called analytic S-Toeplitz operator if SA = AS. One can show
that A is a S-Toeplitz operator with lower triangular matrix represen-
tation. A generalized analytic S-Toeplitz is one that satisfies in the
operator equation SX − XS = λX. But in the case that S is a shift
operator with finite multiplicity (dimension of kerS∗) we show that the
last equation has no non-zero solution for λ ̸= 0. This is equivalent
to λ = 0 is the only eigenvalue of the mapping Γ3 : B(H) −→ B(H)
defined by Γ3(X) = SX −XS.

Theorem 2.5. Let λ ̸= 0 and S be a shift operator with finite multi-
plicity on a Hilbert space H. Then X = 0 is the only bounded solution
of the operator equation SX −XS = λX.
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An operator H is called S-Hankel if S∗H = HS. Therefore, the
S-Hankel operators are eigenoperators of the mapping Γ4 : B(H) −→
B(H) defined by Γ4(X) = S∗X − XS corresponding to eigenvalue
λ = 1. The existence of eigenoperators for all cases of λ is studied in
the following.

Theorem 2.6. Let S be a shift operator on a Hilbert space H. If
|λ| < 2 then the operator equation S∗X − XS = λX has a non-zero
solution.

According to the above theorem σ(Γ4) = {z ∈ C : |z| ≤ 2}. This
implies that if |λ| > 2 then X = 0 is the only solution of the equation
operator S∗X − XS = λX. For the case |λ| = 2 we use the next
Theorem to show that Γ4 has no eigenoperator.

Theorem 2.7. Let the operators A and B be contractions (with norm
less than or equal to one) and act on a Hilbert space H and α ∈ C
with modules one. If AX − XB = 2αX for some operator X, then
AX = αX and XB = −αX.
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Abstract. Let S be a Banach space and A, B are bounded linear
operator on Banach Space S. This note concerns the operator
equations AX −XB = 0, XAX = AX and , where X is unknown
operator. We shall introduce rank one operators as a solution for
mentioned operator equations in Banach space by using eigenvalue
of A (or B).

1. Introduction

Let S be a Banach space and A be a bounded linear operator on S.
Suppose that A∗ is adjoint operator on dual space S ′ which is defined
by (A∗ϕ)(x) = ϕ(Ax) for any x ∈ S and ϕ ∈ S ′. A bounded linear
operator A on S is said to be of rank one if the dimension of the range
of A is one. An operator A is of rank one if and only if there exist
ϕ ∈ S ′ and u ∈ S such that A = ϕ ⊗ u, where (ϕ ⊗ u)x := ϕ(x)u, for
any x ∈ S.
It is easy to show that for every u, v ∈ S, ϕ, ψ ∈ S ′ and operator A
on S, we have

(1) A(ϕ⊗ u) = ϕ⊗ Au,

2010 Mathematics Subject Classification. Primary 15A24; Secondary 47A10.
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(2) (ϕ⊗ u)A = A∗ϕ⊗ u,
(3) (ϕ⊗ u)(ψ ⊗ v) = ψ ⊗ ϕ(v)u.

This note is motivated by [1].

2. Main results

First, we consider the equation AX −XB = 0. It is well-known in
matrix theory that AX −XB = 0 has a nonzero solution if A and B
have a common eigenvalue (see [4]). Next proposition introduce a rank
one explicit solution by using the common eigenvalue of A and B∗ in
Banach space.

Proposition 2.1. Let A and B be two nonzero bounded linear opera-
tors and X be an unknown operator on Banach space S. If A and B∗

have a common eigenvalue, then AX − XB = 0 has a nonzero rank
one solution.

Proof. Suppose that λ is a common eigenvalue of A and B∗. So there
exists a nonzero u ∈ S and ϕ ∈ S ′ such that Au = λu and B∗ϕ = λϕ,
respectively. Then X = ϕ ⊗ u satisfies the equation AX − XB = 0,
because

AX −XB = = A(ϕ⊗ u)− (ϕ⊗ u)B

= (ϕ⊗ Au)− (B∗ϕ⊗ u)

= λ(ϕ⊗ u)− λ(ϕ⊗ u) = 0,

thus X = ϕ⊗ u is the rank one solution. □

In the following, we consider the equation XAX = AX in Banach
space. Holbrook et al. [2] verified that every solution of the equation
XAX = AX in Hilbert space is an idempotent precisely when every
restriction of A to an invariant subspace has a dense range. Next
proposition illustrate a rank one idempotent solution for this equation
in Banach space.

Proposition 2.2. Let A be a nonzero bounded linear operators and X
be an unknown operator on Banach space S. If A has an eigenvalue,
then XAX = AX has a nonzero idempotent rank one solution.

Proof. Suppose that λ is an eigenvalue of A, so there exists a unit
eigenvector u ∈ S such that Au = λu. By the Hahn-Banach Theorem
there exists a bounded linear functional ϕ on S such that ϕ(u) = ∥u∥ =
1. Then X = ϕ⊗ u satisfies the XAX = AX, because
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XAX = (ϕ⊗ u)A(ϕ⊗ u)

= (A∗ϕ⊗ u)(ϕ⊗ u)

= ϕ⊗ A∗ϕ(u).u

= ϕ⊗ A∗u

= A(ϕ⊗ u) = AX,

thus X = ϕ⊗u is the rank one solution. It is sufficient to show that
X is idempotent.

X2 = (ϕ⊗ u)(ϕ⊗ u)

= ϕ⊗ ϕ(u).u

= ϕ⊗ u = X.

□

Proposition 2.3. Let A be a nonzero bounded linear operators and
X be an unknown operator on Banach space S. If A and A∗ have
eigenvalues such that λAλ∗A = 1, then AXA = X has a nonzero rank
one solution.

Proof. Suppose that λA and λ∗A are eigenvalues of A and A∗, respec-
tively. So there exists a nonzero u ∈ S such that Au = λAu and a
nonzero ϕ ∈ S ′ such that A∗ϕ = λ∗Aϕ. Then X = ϕ ⊗ u satisfies the
AXA = X, because

AXA = A(ϕ⊗ u)A

= (A∗ϕ⊗ Au)

= λAλ∗A(ϕ⊗ u) = X.

□

Proposition 2.4. Let A be a nonzero bounded linear operators and X
be an unknown operator on Banach space S. If A has an eigenvalue,
then there exist nilpotent rank one operators X and Y such that AX +
XA = Y .

Proof. It is straight result of Theorem 2.1 in [1]. □
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Abstract. In this paper we define weighted harmonic, geometric
and arithmetic mean of several positive operators in B(H) and we
show that the inequality between of them. Also we show that the
generalized geometric – arithmetic mean inequality.

1. Introduction

Let H be a Hilbert space and B(H) be all bounded linear operators
on H, we write A ≤ B if A and B are self-adjoint and B−A is positive.
If b = (b1, . . . , bn) and λ = (λ1, . . . , λn) are two sequences of positive
numbers, such that λ1 + · · ·+ λn = 1. We have

an(b;λ) =
n∑

j=1

λjbj , gn(b;λ) =
n∏

j=1

b
λj

j , hn(b;λ) =

(
n∑

j=1

λjb
−1
j

)−1

,

are weighted arithmetic, geometric and harmonic means respectively.
Let A and B are two positive operators and p ∈ [0, 1], the weighted
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arithmetic, geometric and harmonic means of A and B as follows

A∇pB = (1− p)A+ pB ,

A♯pB = A1/2(A−1/2BA−1/2)pA1/2 ,

A!pB = ((1− p)A−1 + pB−1)−1 .

2. The weighted arithmetic, geometric and harmonic
mean

We take a2(A,B) = A∇pB, g2(A,B) = A♯pB and h2(A,B) = A!pB.

Definition 2.1. With the above notations, if B = (B1, . . . , Bn) be a
sequence of positive operators and λ = (λ1, . . . , λn) be a sequence of
positive numbers such that λ1+ · · ·+λn = 1. We define weighted arith-
metic, geometric and harmonic mean of several operators as follows

an(B, λ) = a2(B1, an−1(B
′, λ′), λ1),

gn(B, λ) = g2(B1,gn−1(B
′, λ′), λ1),

hn(B, λ) = h2(B1,hn−1(B
′, λ′), λ1),

where B′ = (B2, . . . , Bn) and λ′ = (λ′2, . . . , λ
′
n), that λ

′
j =

λj

1−λ1
, j =

2, . . . , n.

Theorem 2.2. hn(B, λ) ≤ gn(B, λ) ≤ an(B, λ).

We need a lemma before we prove the theorem.

Lemma 2.3. Let X be a positive operator, then for all 0 ≤ λ ≤ 1,
Xλ ≤ (1− λ)I + λX.

Proof. If we take f(λ) = 1 − λ + λt − tλ, for t > 0, f is concave
on [0, 1], and f(0) = f(1) = 0 for all t ̸= 1, thus f is nonnegative. If
t = 1, it is clear.

Proof of theorem. If we choose X = B
−1/2
1 B2B

−1/2
1 in the Lemma

2.3, then

B1♯pB2 ≤ B1∇pB2 (2.1)

for all positive operators B1, B2. Since

gn(B, λ) = g2(B1,gn−1(B
′, λ′), λ1)

≤ a2(B1,gn−1(B
′, λ′), λ1) (by (2.1))

≤ a2(B1, an−1(B
′, λ′), λ1) (by monotonicity)

= an(B, λ)
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we get the result by induction on n. It is clear that gn(B, λ)
−1 =

gn(B
−1, λ) where B−1 = (B−1

1 , . . . , B−1
n ). Therefore

hn(B, λ) = an(B
−1, λ)−1 ≤ gn(B

−1, λ)−1 = gn(B, λ).

This complete the proof.

3. The generalized Geometric - Arithmetic inequality

Let x = (x1, . . . , xn), λ = (λ1, . . . , λn) where xi > 0, λi > 0 and∑
λi = 1. We define a mean of order t by

Mt(x, λ) =

(
n∑

i=1

λix
t
i

)1/t

t ̸= 0,

and

M0(x, λ) = lim
t→0

Mt(x, λ) =
n∏

i=1

xλi
i .

Specifically, the values t = −1, 0, 1 give expressions known, respectively,
as the harmonic, geometric and arithmetic mean of x1, . . . , xn. If A and
B are two positive operators, t ∈ [0, 1] and r ∈ R, we define

A mr,t B = A1/2[1− t+ t(A−1/2BA−1/2)r]1/rA1/2 = F2[(A,B), r, t] .

By using induction on n, we define

Fn(B, r, t) = F2[B1, Fn−1(B
′, r, t′), r, t1],

where B = (B1, . . . , Bn), B
′ = (B2, . . . , Bn), t = (t1, . . . , tn) ∈ [0, 1]n

such that t1 + · · · + tn = 1 and t′ = (t′2, . . . , t
′
n−1) that t

′
i =

ti
1−t1

. We
show that by induction, if Bi, i = 1, . . . , n be commuting then

Fn(B, r, t) = (α1B
r
1 + · · ·+ αnB

r
n)

1/r,

where 0 ≤ αi ≤ 1, α1+· · ·+αn = 1 and each αi depending to t1, . . . , tn.

Remark 3.1. The Fn(B, 1, t) is arithmetic mean, i.e. Fn(B, 1, t) =
t1B1 + · · · + tnB1 where t1 + · · · + tn = 1; also it is easy to show
that Fn(B, 0, t) = gn(B, t) and Fn(B,−1, t) = hn(B, t).

Theorem 3.2. If s ≤ r, then Fn(B, s, t) ≤ Fn(B, r, t).

Corollary 3.3. By the Theorem 3.2, we have

hn(B, t) = Fn(B,−1, t) ≤ Fn(B, 0, t) = gn(B, t) ≤ Fn(B, 1, t) = an(B, t).
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Abstract. Let S be a ring and R = S ⊕ Si ⊕ Sj ⊕ Sk be the
quaternion ring over S. In this work we characterize the automor-
phisms of R when S is a formally real commutative ring.

1. Introduction

The structure of automorphisms of matrix rings has been studied
in many papers (see, for example [1],[2]). For upper triangular matrix
rings we know that an automorphism is a composition of an inner auto-
morphism with a permutation similarity (see [2]). In [3], Ghosseiri has
determined the structure of automorphisms of generalized traingular
matrix rings.

The ring of real quaternions was discovered byWilliam Rowan Hamil-
ton (1805-1865) in 1843. Hamilton’s quaternions have many applica-
tions other than in physics. They are extesnively used in computer
graphics to describe motion in 3-space, and more recently, they have
been used in multiple antennae communications systems. In some ways

Key words and phrases. Automorphism, quaternion ring, formally real ring.
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we can think of the quaternions as an extension of the complex num-
bers. Throughout this paper, we assume that S a formally real commu-
tative ring. A commutative ring S is called formally real, if

∑
i α

2
i = 0

(αi ∈ S) implies that αi = 0 for all i. Any formally real ring is an
orderable domain and its characteristice is zero (see [4]). For example,
R, Q, and Z are formally real, but C and Zn are not.

The ring defined by R = {q0 + q1i + q2j + q3k : qi ∈ S} = S ⊕ Si⊕
Sj ⊕ Sk, where i2 = j2 = k2 = ijk = −1 is called a quaternion ring
over S. Note that ij = −ji, ik = −ki, jk = −kj, so multiplication in
R is not commutative in general. If S = R, then R is called Hamilton’s
ring of real quaternions. Set S(i) = S + Si. We can show that

R ∼=
{( α −β̄

β̄ ᾱ

)
: α, β ∈ S(i)

}
,

where

1 ↔
(

1 0
0 1

)
, i↔

(
i 0
0 −i

)
, j ↔

(
0 −1
1 0

)
, k ↔

(
0 −i
−i 0

)
.

It is clear that under this isomorphism R is a subring of M2(S(i))(see
[4]).

2. Main results

The main aim of this work is to prove the following theorem.

Theorem 2.1. Let S be a formally real commutative ring and let
R = S ⊕ Si ⊕ Sj ⊕ Sk. If φ : R −→ R is an automorphism, then
there exist an automorphism ψ of R fixing i, j, k and invertible element
u ∈ R such that for each p ∈ R

φ(p) = Innu ◦ ψ(p).
Proof. (Sketch) First we show that φ(i) = ai+bj+ck, φ(j) = a′i+b′j+
c′k, and φ(k) = a′′i+b′′j+c′′k, where a2+b2+c2 = 1, a′2+b′2+c′2 = 1,
a′′2 + b′′2 + c′′2 = 1, a′′ = bc′ − cb′, b′′ = ca′ − ac′, c′′ = ab′ − ba′, and
aa′+bb′+cc′ = 0. Then we show that there exists an invertible element
u ∈ R such that

φ(i) = uiu−1, φ(j) = uju−1, φ(k) = uku−1.

Now, setting, ψ = Innu−1 ◦ φ. We have ψ(i) = i, ψ(j) = j, ψ(k) = k.
Then one can show that ψ |S is an automorphism of S and

ψ(x+ yi+ wj + zk) = ψ(x) + ψ(y)i+ ψ(w)j + ψ(z)k,

for all x, y, w, z ∈ S. Thus we have φ = Innu ◦ ψ. □
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Corollary 2.2. Let S = R. Then any automrphism of the Hamilton’s
real quaternion ring H is inner.
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Abstract. Let Mn(C) as the linear space of complex n-by-n ma-
trices and H ∈ Mn(C) as a involutory matrix. For A ∈ Mn(C),
its H-transpose is defined as A[T ]H = HATH. Our aim is to show
that every matrix in Mn(C) is similar to its H-transpose. But we
first prove this assertion for Jordan blocks and Jordan matrices.

1. Introduction

We recall, that an involutory matrix is a matrix that is its own in-
verse. That is, matrix A is an involution if and only if A2 = I. Involu-
tory matrices are all square roots of the identity matrix. An involutory
matrix which is also symmetric is an orthogonal matrix, and thus rep-
resents an isometry. Clearly, any block-diagonal matrices constructed
from involutory matrices will also be involutory, as a consequence of
the linear independence of the blocks. Let Mn(C) as the linear space
of complex n-by-n matrices and H ∈ Mn(C) be an involutory matrix.
For A ∈ Mn(C), define its H-transpose as A[T ]H = HATH. We show
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that every matrix in Mn(C) is similar to its H-transpose. But, this as-
sertion is first proved for an arbitrary Jordan block. Throughout this
paper, Jordan blocks are shown by J or Jt.

2. Main sections and results

2.1. H-transpose of Jordan matrices. In this section, we show that
every Jordan matrix is similar to its H-traspose, for some involutory
matrix. We first prove this assertion for an arbitrary Jordan block.

Proposition 2.1. Every Jordan block Jm(λ) ∈ Mm(C), is similar to
its H-transpose, for every involutory matrix H ∈Mm(C).
Proof. Let B as the m-by-m backward matrix, i.e., B = [δi,n+1−j] =
B−1, and define S = HB, in which H is an arbitrary involutory matrix.
Because of nonsingularity of H and B, S is also nonsingular. H and B
are involutory matrices. Thus H−1 = H and B−1 = B and we have

S−1(Jm(λ))
[T ]HS = BH(H(Jm(λ))

TH)HB = B(Jm(λ))
TB = Jm(λ).

Note that the last equality is because of nature of left and right multipli-

cation by B. Thus (Jm(λ))
[T ]H and Jm(λ) are similar, via S = HB. □

Proposition 2.2. Every Jordan matrix J = Jn1(λ1) ⊕ ... ⊕ Jnk
(λk),

where 0 < k ≤ n, n1 + ... + nk = n , is similar to its H-transpose, for
some involutory matrix H.

Proof. Let H = H1 ⊕ ...⊕Hk, in which Hi ∈Mni
(C) be an involutory

matrix for i = 1, ..., k, and for each Jordan block Jni
(λi), consider its

corresponding Hi and define (Jni
(λi))

[T ]Hi = Hi(Jni
(λi))

THi. Accord-

ing to proposition (2.1), each (Jni
(λi))

[T ]Hi is similar to Jni
(λi), via

nonsingular matrix Si. Define S = S1 ⊕ ...⊕ Sk. S as a direct sum of
nonsingular matrices is nonsingular. Thus S−1J [T ]HS = S−1HJTHS =

S−1
1 (Jn1(λ1))

[T ]H1S1⊕...⊕S−1
k (Jnk

(λk))
[T ]HkSk = Jn1(λ1)⊕...⊕Jnk

(λk) =
J. and each Jordan matrix is similar to its H-transpose, for some invo-
lutory matrix H. □
Example 2.3. Let H = Ir ⊕ (−In−r), 0 ≤ r ≤ n. Then every Jordan
matrix is similar to its H-transpose.

Example 2.4. Let Jordan matrix J and involutary matrix H as J =
J3(2)⊕J2(4) and H = H1⊕H2, where H1 = I1⊕ (−I2) and H2 = −I2.
By considering B1 and B2 as 3-by-3 and 2-by-2 backward matrices,
respectively, define

S1 = H1B1 =

 0 0 1
0 −1 0
−1 0 0

 , S2 = H2B2 =

(
0 −1
−1 0

)
.
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Thus

S−1
1 =

 0 0 −1
0 −1 0
1 0 0

 , S−1
2 =

(
0 −1
−1 0

)
,

and

(J3(2))
[T ]H1 =

 2 0 0
−1 2 0
0 1 2

 , (J2(4))
[T ]H2 =

(
4 0
1 4

)
,

and we have, S−1
1 (J3(2))

[T ]H1S1 = J3(2) and S
−1
2 (J2(4))

[T ]H2S2 = J2(4).
Set S = S1⊕S2. We see, J = S−1J [T ]HS. Thus J and J [T ]H are similar.

2.2. H-transpose and H-conjugate transpose of square matri-
ces. In this section, we show that every square matrix is similar to its
H-traspose, for some involutory matrix, also present several equivalent
statements to H-conjugate transpose concept.

Theorem 2.5. Every matrix A ∈Mn(C), is similar to its H-transpose,
for some involutory matrix H.

Proof. Let J as the Jordan canonical form of A. Thus there exists
nonsingular matrix S1 such that

A = S−1
1 JS1 ⇒ J = S1AS

−1
1 . (2.1)

On the other hand, every Jordan matrix is similar to its H-transpose,
for some involutory matrix H. Therefore, there exists nonsingular ma-
trix S such that

J = S−1J [T ]HS = S−1HJTHS = (HS)−1JT (HS) ⇒ JT = (HS)J(HS)−1.
(2.2)

Thus A[T ]H = HATH = H(S−1
1 JS1)

T
H = HST

1 J
TS−T

1 H, and by (2.2),
this yields A[T ]H = HST

1 (HS)J(HS)
−1S−T

1 H, and by (2.1), this yields
A[T ]H = HST

1 HSS1AS
−1
1 S−1HS−T

1 H. Let P = S−1
1 S−1HS−T

1 H. As
the product of nonsingular matrices, P is nonsingular and A[T ]H =
P−1AP . Thus A and its H-transpose are similar. □
Example 2.6. Let H = Ir ⊕ (−In−r), 0 ≤ r ≤ n. Then each matrix is
similar to its H-transpose.

Definition 2.7. If the H-conjugate transpose of A ∈ Mn(C), is de-
noted by A[∗]H (= HA∗H), for every involutory matrix H ∈ Mn(C),
A ∈Mn(C) is said to be H-Hermitian if A = A[∗]H .

Theorem 2.8. Let A ∈ Mn(C) be given. Then for some involutory
matrix H, each of the following statements yields the next statement:
a: A is similar to a matrix B ∈Mn(R).
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b: A is similar to A[∗]H .
c: A is similar to A[∗]H via a H-Hermitian similarity transformation.
d: A = LK, in which L,K ∈ Mn(C) are H-Hermitian with at least
one nonsingular.
e: A = LK, in which L,K ∈Mn(C) are H-Hermitian.
In addition, (d) yields (b).

Proof. If (a) holds, then there exists nonsingular S ∈ Mn(C) such
that S−1AS = B. But according to theorem (2.5), B is similar to
B[T ]H . Thus there is nonsingular T ∈ Mn(C) where S−1AS = B =

T−1B[T ]HT = T−1B[∗]HT = T−1(S−1AS)
[∗]HT = T−1S[∗]HA[∗]H (S−1)

[∗]HT =

P−1A[∗]HP, in which P = (S−1)
[∗]HT is nonsingular. Thus, A =

SP−1A[∗]HPS−1. If (b) holds, then there exist nonsingular matrix S ∈
Mn(C) where S−1AS = A[∗]H and observe that T−1AT = A[∗]H if
T = αS for any nonzero α = reiθ ∈ C. Thus, AT = TA[∗]H or, equiva-
lently, AT [∗]H = T [∗]HA[∗]H . Adding these two identities, A(T+T [∗]H ) =
(T + T [∗]H )A[∗]H , and if (T + T [∗]H ) were nonsingular, this would mean
that A is similar to A[∗]H , via the H-Hermitian matrix (T +T [∗]H ). But
α may be chosen so as to make (T+T [∗]H ) nonsingular, since (T+T [∗]H )
is nonsingular if and only if T−1(T+T [∗]H ) = I+T−1T [∗]H is, if and only
if −1 is not in σ(T−1T [∗]H ). However, T−1T [∗]H = e−2iθS−1S[∗]H and
since α may be chosen to produce any θ ∈ [0, 2π), we need only pick θ
so that −e2iθ not be in σ(S−1S[∗]H ). Thus (b) implies (c). Next suppose
that (c) holds and write R−1AR = A[∗]H with R ∈ Mn(C) nonsingular
and H-Hermitian. Then R−1A = A[∗]HR−1 and A = R(A[∗]HR−1). But

(A[∗]HR−1)
[∗]H = R−1A = A[∗]HR−1, so that A is the product of the

two H-Hermitian matrices R and A[∗]HR−1, of which R is nonsingular,
and (d) holds. Obviously (d) implies (e). If (d) holds and A = LK

with L nonsingular, then L−1AL = KL = (LK)[∗]H = A[∗]H , and (b)
holds. □
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Abstract. In this paper, a special indefinite inner product on
Cn and its corresponding nonsingular Hermitian matrix shall be
introduced. Then it shall be proven that under this defined indef-
inite inner product, the product of the elements of each basis on a
nondegenerated subspace, has a fixed form.

1. Introduction

Let Cn be the n-dimensional Hilbert space consisting of all column
vectors x with complex coordinates xi, i = 1, 2, ..., n. The typical col-
umn vector x will be written in the form x = ⟨x1, ..., xn⟩. We know that
any indefinite scalar product satisfies all the properties of a standard
inner product with the possible exception that [x, x] may be nonpos-
itive for x ̸= 0. That is, linearly in the first argument and it has
antisymmetriy and nondegeneracy properties.

Example 1.1. Let x = ⟨x1, ..., xn⟩, ⟨y1, ..., yn⟩ ∈ Cn and define
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34K20, 39B82.

Key words and phrases. Indefinite inner product, Nondegenerate space, J-
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[x, y] =
∑r

i=1 xiyi −
∑n

i=r+1 xiyi.

It is easily checked that [., .] is an indefinite inner product. Actually,
this product is linearly in the first argument and it has antisymmetriy
property. But for nondegeneracy property, if [x, y] = 0 for all y ∈ Cn,
then in special case, [x, y] = 0 for y = ⟨x1, ..., xr,−xr+1, ...,−xn⟩. Thus,∑r

i=1 xixi − (−
∑n

i=r+1 xixi) =
∑r

i=1 |xi|2 +
∑n

i=r+1 |xi|2 =∑n
i=1 |xi|2 = 0,

and this yields that xi = 0, for i = 1, ..., n. So, x = 0.

By [1], we know that for every n×n invertible Hermitian matrix H,
the formula

[x, y] = (Hx, y), x, y ∈ Cn (1.1)

determines an indefinite inner product on Cn and conversely, for every
indefinite inner product [., .] on Cn there exists an n × n invertible
and Hermitian matrix H such that (1.1) holds and the established
correspondence [., .] ↔ H is a bijection between the set of all indefinite
inner products on Cn and the set of all n × n invertible Hermitian
matrices.

Example 1.2. Remind Example (1.1). It is proved that the corre-
sponding nonsingular Hermitian matrix to that indefinite inner product
is written in the form J = Ir ⊕ (−In−r).

Definition 1.3. A subspace M is said to be nondegenerate, with re-
spect to the indefinite inner product [., .] if x ∈ M and [x, y] = 0 for all
y ∈ M imply that x = 0. Otherwise M is degenerate.

Definition 1.4. If M is any nondegenerate nonzero subspace of Cn,
then the basis x1, ..., xk for M is said to be a orthogonal basis with
respect to the indefinite inner product [., .] if [xi, xj] = 0, ∀i ̸= j, and is
said to be an orthonormal basis if in addition to orthogonality, [xi, xi] =
±1, ∀i = 1, ..., k. If the indefinite inner product [., .] in this definition,
be the special indefinite inner product where presented in Example
(1.1), then the above definitions of orthogonal basis and orthonormal
basis are said J-orthogonal and J-othonormal basis, respectively.

We will prove that if M is any k-dimensional nondegenerate nonzero
subspace with respect to the indefinite inner product [., .] = (J., .) where
J = Ir ⊕ (−In−r) and 0 < r < n and k ≥ r, then a J-orthonormal
basis x1, ..., xk in M with respect to this indefinite inner product and
by re-election of i indexes, if it is required, satisfying

[xi, xj] =

 +1 i = j = 1, ..., r;
−1 i = j = r + 1, ..., k,
0 i ̸= j.

.
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Definition 1.5. Let M any nondgenerate nonzero subspace and let Q
as an invertible Hermitian linear transformation from M to M. We de-
fine the signature of Q as the difference between the number of positive
eigenvalues of Q and the number of negative eigenvalues in Q (in both
cases counting with multiplicities) and denotes by sigQ.

For example, let J = Ir ⊕ (−In−r) as the matrix representation of an
invertible Hermitian linear transformation Q. Then sigQ = sigJ =
r − (n− r) = 2r − n.

2. Main sections and results

Proposition 2.1. Let [., .] = (H., .) be an indefinite inner product with
corresponding Hermitian invertible matrix H, and let x1, ..., xk be an
orthonormal ( with respect to [., .]) basis in a nondegenerate subspace

M ⊆ Cn. Then the sum
∑k

i=1[xi, xi] coincides with the signature of
the Hermitian linear transformation PH|M : M → M, where P is the
orthogonal projection (with respect to (., .)) of Cn onto M.

Proof: See [1].
Now, if H = J = Ir ⊕ (−In−r) and x1, ..., xk, k ≥ r, be a J-

orthonormal basis in a nondegenerate subspace M then the difference
between the number of positive and negative eigenvalues of PJ |M is
2r− k. For this, by Cn =M ⊕M [⊥], it’s clear that the orthogonal pro-
jection P has the matrix representation as Ik⊕0n−k. On the other hand,
J = Ir⊕(−In−r). Thus, the structure of PJ |M is as Ir⊕(−Ik−r)⊕0n−k

and we have sigPJ |M = r − (k − r) = 2r − k. Hence,

k∑
i=1

[xi, xi] = sigPJ |M = 2r − k. (2.1)

Moreover, according to the definition of J-orthonormal basis, [xi, xi] =
+1 or −1. If the number of xis where [xi, xi] = +1 ism and the number
of xis where [xi, xi] = −1 is t, then, m+ t = k and according to (2.1),
m(1) + t(−1) = 2r − k. Thus, by the following system{

m+ t = k
m(1) + t(−1) = 2r − k

,

we earnm = r and t = k−r. Thus the number of xis where [xi, xi] = +1
is r and the number of xis where [xi, xi] = −1 is k − r. Therefore, by
re-election of i indexes, if it is required, we have

[xi, xi] =

{
+1, i=1,...,r;
−1, i=r+1,...,k .
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According to the above description, it is clear that [xi, xi] = +1, for
k > r and i = 1, ..., k. Thus, the following proposition is satisfied:

Proposition 2.2. If J = Ir ⊕ (−In−r) and x1, ..., xk, k ≥ r, be an
J-orthonormal basis in a nondegenerate subspace M then by changing
the indexes, if necessary, x1, ..., xk satisfying

[xi, xj] =

 +1 i = j = 1, ..., r;
−1 i = j = r + 1, ..., k;
0 i ̸= j.
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Abstract. This paper is devoted to introduce a simple test. With
my test, the solvability of an integral equation of convolution type
where has two kernels without solving can be showed. It is exact for
both case of kernel, when it is conservative and semi conservative.

1. Introduction

Integral equation on the half line with a kernel that depend on the
difference of arguments, called Wiener-Hopf integral equations(WHIE),
have important and multiple application in different areas of mathe-
matical natural sciences. Numerous investigations have been devoted
to them.(See [2] ,[4]) We consider the following integral equation

f(x) = g(x) +

∞∫
0

K(x− t)f(t)dt. (1.1)

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
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Let

K(x) ≥ 0, x ∈ (−∞,∞), ν0 =

∞∫
−∞

K(x)dx = 1.

Denote

νm =

∞∫
−∞

xmK(x)dx, m = 0, 1, 2, 3, ...

Consider the following symbol function

A(λ) = 1−
∞∫

−∞

eiλtK(t)dt, −∞ ≤ λ ≤ ∞.

We know that indγa = 1
2πi

∫
γ

1
z−a

dz denotes the index of the closed

curve γ with respect to a.
With last notations we have two following theorems :

Theorem 1.1. If ν1 ̸= 0 , then

A(λ) =
λ

λ+ i
.B(λ)

where

B(λ) ̸= 0, −∞ ≤ λ ≤ ∞, indB(λ) =

{
0 ; ν1 > 0

−1 ; ν1 < 0

Proof: See [1].

Theorem 1.2. If ν1 = 0 and ν2 <∞ , then

A(λ) =

(
λ

λ+ i

)2

B(λ)

where

B(λ) ̸= 0, −∞ ≤ λ ≤ ∞, indB(λ) = −1.

Proof: See [1].

Now we consider following dual integral equation

f(x) = g(x) +

∞∫
0

K1(x− t)f(t)dt+

0∫
−∞

K2(x− t)f(t)dt
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here we suppose that

Kj ≥ 0, x ∈ (−∞,∞), j = 1, 2

ν(j,m) =

∞∫
−∞

xmKj(x)dx, j = 1, 2, m = 0, 1, 2, ...

ν(j, 0) =

∞∫
−∞

Kj(x)dx ≤ 1, j = 1, 2

Now we consider the symbol functions

Aj(λ) = 1−
∞∫

−∞

eiλxKj(x)dx , j = 1, 2; −∞ ≤ λ ≤ ∞

Let

A1(λ) =

(
λ

λ+ i

)m

B1(λ), B1(λ) ̸=,−∞ ≤ λ ≤ ∞

A2(λ) =

(
λ

λ− i

)n

B2(λ), B2(λ) ̸=,−∞ ≤ λ ≤ ∞

our main goal is to find

χ = ind
B1(λ)

B2(λ)

See [3].
I have tested all cases and I get the following results.

2. semi conservative and cosevative cases

For semi conservative types we can consider the following cases:

• ν(1, 0) = 1 and ν(2, 0) = 1,

(1) χ =

{
0 ; ν(1, 1) > 0,

−1 ; ν(1, 1) < 0.

(2) χ = −1.
• ν(1, 0) = 1 and ν(2, 0) < 1,

(1) χ =

{
−1 ; ν(2, 1) > 0,

0 ; ν(2, 1) < 0.

(2) χ = −1.
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For coservative types only one condition ν(1, 0) = ν(2, 0) = 1, should
be hold, and in this case we have,

(1) χ =


−1 ; ν(1, 1) > 0 , ν(2, 1) > 0,

0 ; ν(1, 1) > 0 , ν(2, 1) < 0,

−2 ; ν(1, 1) < 0 , ν(2, 1) > 0,

−1 ; ν(1, 1) > 0 , ν(2, 1) < 0.

(2) χ =

{
−2 ; ν(2, 1) > 0,

−1 ; ν(2, 1) < 0.

(3) χ =

{
−1 ; ν(1, 1) > 0,

−2 ; ν(1, 1) < 0.

(4) χ = −2.
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Abstract. We use operator monotone and operator convex func-
tions to prove an inverse to the Young inequality for eigenvalues
of positive definite matrices and then apply it to obtain a matrix
inverse Young inequality.

1. Introduction

Some of the most important inequalities as well as some equalities in
complex numbers admit generalisations in matrix context. The equal-
ity |zw| = |z| |w|, the triangle inequality |z + w| ≤ |z| + |w| and the
arithmetic-geometric mean inequality |zw| ≤ 1

2
(|z|2 + |w|2), are all in

evidence. (see [4] and [2] for generalisations of the second and the third
one in complex matrices.)
Another such inequality is the Young inequality:

|zw| ≤ 1

p
|z|p + 1

q
|w|q (1.1)
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in which p, q ∈ (1,∞) are conjugate exponents, that is 1/p + 1/q = 1.
Note that (1.1), can also be written in the form

|zw| ≤ ν |z|
1
ν + (1− ν)|w|

1
1−ν for ν ∈ (0, 1). (1.2)

An analytic investigation of the function f(t) = νt − tν on the ray
(0,∞) shows that for ν > 1, the function f is strictly increasing on
(0, 1) and strictly decreasing on (1,∞) also f attains its maximum
(= ν−1) at t = 1. Hence for ν > 1 the inequality aνb1−ν ≥ νa+(1−ν)b
holds for positive a, b with equality if and only if a = b. Therefore the
inequality

|zw| ≥ ν |z|
1
ν + (1− ν)|w|

1
1−ν (1.3)

holds for non zero complex numbers z, w with equality if and only if

|z| 1ν = |w|
1

1−ν , which can be called the inverse Young inequality. The
main result established in this paper is an extension of the inverse
Young inequality to complex matrices.

In what follows Mn(C) shall denotes the set (the C∗-algebra) of
all n by n complex matrices. A hermitian matrix A ∈ Mn(C) is
called positive semidefinite (resp. positive definite) if ⟨Ax, x⟩ ≥ 0
(resp.⟨Ax, x⟩ > 0) for each x ∈ Cn. The set M+

n (C) of all positive
semidefinite matrices then is a cone in Mn(C) and makes the set of all
hermitian matrices into a partially ordered set, for hermitian matrices
A and B, A ≤ B if and only if B − A ∈ M+

n (C). If X ∈ Mn(C),
|X| stands for the unique positive square root of X∗X. For a hermit-
ian matrix A we arrange eigenvalues of A in nonincreasing order as
λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A) (see [2] for details).

The Young inequality was extended to complex matrices in [1] by T.
Ando in the following theorem.

Theorem 1.1. For each complex matrices A and B there exists a uni-
tary matrix U such that for each conjugate exponents p and q,

U∗|AB∗|U ≤ 1

p
|A|p + 1

q
|B|q. (1.4)

Equality holds in (1.4) if and only if |A|p = |B|q [3].

2. Main results

An almost immediate consequence of the Gelfand theory is that (1.3)
holds for a commuting pair A,B of positive matrices.

Lemma 2.1. Suppose a, b be invertible positive elements in a unital
commutative C∗-algebra A and ν ∈ (1,∞). Then

ab ≥ νa
1
ν + (1− ν)b

1
1−ν .
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Proof. Let ϕ : A → C(Ω) be the Gelfand *-isomorphism. Given invert-
ible positive elements a, b ∈ A, let f = ϕ(a) and g = ϕ(b). f and g are
then invertible positive elements of C(Ω) and for each ω ∈ Ω by (1.3),

f(ω)g(ω) ≥ νf(ω)
1
ν + (1 − ν)g(ω)

1
1−ν hence fg ≥ νf

1
ν + (1 − ν)g

1
1−ν

which implies via ϕ that ab ≥ νa
1
ν + (1− ν)b

1
1−ν . □

Remark 2.2. The fact that the inequalityAB ≥ νA
1
ν+(1−ν)B

1
1−ν holds

for a commuting pair A,B of positive matrices can also be proved by a
simultaneous diagonalisation from (1.3) and does not requires theories
of C∗-algebras.

The following example shows that (1.3) does not hold for arbitrary
matrices A and B that AB ̸= BA.

Example 2.3. Let X =
[
0 0
1 0

]
and B =

[
2 1
1 1

]
. Then for ν = 2,

|XB| ≱ 2|X|
1
2 + (1− 2)B−1 .

Two special cases of operator functions we will use to prove our main
results are the following lemmas:

Lemma 2.4. The function t → tr is operator monotone and operator
concave on [0,∞) for 0 ≤ r ≤ 1. That is

(a) If 0 ≤ X ≤ Y then Xr ≤ Y r.
(b) If Q is a projection then QArQ ≤ (QAQ)r for each positive

semi-definite matrix A.

Lemma 2.5. The function t→ tr is inversely operator monotone and
operator convex on (0,∞) for −1 ≤ r ≤ 0. That is

(a) If 0 < X ≤ Y then Y r ≤ Xr.
(b) If Q is a projection then (QAQ)r ≤ QArQ for each positive

definite matrix A.

See [2, Ch. V] for details of both lemmas and more on operator
monotone, operator convex and operator concave functions.

By using Ando’s methods [1] and above lemmas, we prove the fol-
lowing theorem to show that the inverse Young inequality holds for
eigenvalues of positive definite matrices.

Theorem 2.6. Assume that ν > 1. Then for each complex matrix A
and invertible complex matrix B,

λj(|AB∗|) ≥ λj

(
ν|A|

1
ν + (1− ν)|B|

1
1−ν

)
, j = 1, 2, · · · , n.
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Corollary 2.7. IF A and B are two complex matrices in Mn(C) such
that B is invertible and ν ∈ (1,∞), then there exists a unitary matrix
U such that

U∗|AB∗|U ≥ ν |A|
1
ν + (1− ν)|B|

1
1−ν (2.1)

Moreover, equality holds if and only if |A| 1ν = |B|
1

1−ν .
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Abstract. The Perron-Frobenius theorem provides a simple char-
acterization of the eigenvectors and eigenvalues of certain types of
matrices with nonnegative entries. The importance of the Perron-
Frobenius theorem stems from the fact that eigenvalue problems on
these types of matrices frequently arise in many different fields of
science and engineering. In this paper, we will examine the state-
ment of the Perron-Frobenius theorem and discuss several exam-
ples of its use, such as in graph theory, stochastic matrices, Markov
chains, power-control problems, and finding PageRank scores.

1. Introduction

The Perron-Frobenius theorem is valuable as it describes several
eigenvalue/eigenvector properties that hold true for specific matrices
that are actually somewhat common in the real world. These proper-
ties help us solve more complex eigenvalue/eigenvector problems. Many
real world problems can be written in vector notation, to which we can
then apply the Perron-Frobenius theorem to arrive at a solution.
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In 1907, Oskar Perron first discovered that these properties held true
for strictly positive matrices [5]. Later, in 1912, Ferdinand Frobenius
discovered that these properties extended to certain nonnegative ma-
trices [1].

To understand the theorem, we recall several key linear algebra topics
in section 2. The individual statements of the Perron-Frobenius the-
orem are provided in section 3. The Perron-Frobenius theorem helps
determine what types of vectors are special for many types of matri-
ces encountered in the real world, such as stochastic matrices. A few
examples showing the usefulness of the theorem are given in section 4.

This paper is derived from a survey that the author is writing about
the application of non-negative operators in modelling real world phe-
nomena. The relevant papers and Book are [2], [3] and [4].

2. Prerequisites

We say a matrix A or a vector x is positive if all its entries are
positive, nonnegative if all its entries are nonnegative. We write A > B
(A ≥ B) to mean A − B is positive (nonnegative). Similarly, we use
the notations x > y (x ≥ y) to mean x− y is positive (nonnegative)

For an n × n matrix A, we assume the reader is familiar with the
eigenvalue and eigenvector of A. The set of all distinct eigenvalues of
A, denoted σ(A), is referred to as the spectrum of A. Furthermore, the
spectral radius of A, represented as ρ(A), is the maximum magnitude
over all eigenvalues of A.

A permutation matrix is a matrix where each row and column has
only one nonzero entry, which is 1. Thus, if you have a permutation
matrix P and a matrix A, taking P TAP is called conjugating A. It
reorders the rows and columns of A the same way.

Using the idea of conjugation, we define an irreducible matrix to be

a matrix A where, for any permutation matrix P , P TAP ̸=
[
X Y
0 Z

]
,

where X and Z are both square matrices. In other words, no conju-
gation of A results in a block upper triangular matrix.

The Perron-Frobenius theorem focuses on nonnegative, irreducible
matrices. To check the irreducibility of a matrix, the following theorem
is quite direct and helpful [6].

Theorem 2.1. A nonnegative n×n matrix A is irreducible if and only
if (In + A)n−1 > 0.

We note that the power in the above expression contains the same n
as in the size of the matrix. Since computer software is readily available
to compute matrix powers, the above may be readily checked.
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3. The Perron-Frobenius Theorem

Here we provide the statement of the Perron-Frobenius theorem:

Theorem 3.1. The Perron-Frobenius Theorem
For any irreducible, nonnegative, n×n matrix A, the following hold:

• Matrix A has a real eigenvalue r, called Perron root of A,
which is positive and

r = ρ(A) ∈ σ(A)

.• There exists a strictly positive vector x for r.
• The algebraic multiplicity of r is 1.

Such an eigenvalue is called the ”dominant eigenvalue” of A. We
should point out that other eigenvalues may be positive, negative or
complex. Complex eigenvalues are a real possibility as only symmetric
matrices are guaranteed to not have them, and very few of the matrices
we have been discussing, in application, will be symmetric with the
notable exception of undirected graphs.

4. Some Applications of the Perron-Frobenius Theorem

4.1. Markov Chains. Suppose A is the transition matrix of a Markov
Chain. Then it is nonnegative and its entries, Aij is the probability of
going from state j to state i in one transition. If A is reducible, then we
can see that it is possible to go from states above the zeo block to any
states, but only from states adjacent to the zero block to themselves.

4.2. Graphs. If we consider directed graphs, then each has associated
with it a nonnegative matrix with all entries 0 or 1, with Aij = 1 if there
is an arc from vertex i to vertex j. If the associated matrix is irreducible
then one can get from any vertex to any other vertex (perhaps in several
steps) whereas if it is reducible then (like the Markov Chain case), there
are vertices from which one cannot travel to all other vertices.

4.3. Economic growth. We consider an economy, with activity level
xi ≥ 0 in sector i, i = 1, · · · , n. given activity level x in period t, in
period t + 1 we have xt+1 = Axt, with A ≥ 0. Aij ≥ 0 means activity
in sector j does not decrease activity in sector i.

4.4. Dynamical Systems. Suppose (xt)i denotes number of individ-
uals in group i at period t. For example, in a population model, groups
could be by age, location, health, marital status, etc. Its dynamics is
given by xt+1 = Axt, with A ≥ 0. Aij gives the fraction of members
of group j that move to group i, or the number of members in group
i created by members of group j (e.g., in births). Aij ≥ 0 means the
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more we have in group j in a period, the more we have in group i in
the next period.

There are many other applications of Perron-Frobinius theorem. This
is because Non-negative matrices arises in classification of players (in
different field of sports), linear optimization, queueing theory, model-
ing of an uplink problem in networks, power control, linear Lyapunov
functions and more.

5. Conclusion

The Perron-Frobenius Theorem has proven to be a consistently pow-
erful result for examining certain nonnegative matrices arising in dis-
crete models. It has been shown that careful consideration need be
given to what hypothesis is used; depending on whether one has an
irreducible or primitive matrix. In applications, knowledge of the dom-
inant eigenvalue and eigenvector is very helpful and also attainable
while knowledge of the rest of the ”spectrum” is both unnecessary and
computationally extensive.
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Abstract. In this paper, a matrix transform method coupled
with fractional centered difference scheme for solving fractional dif-
fusion equation with Riesz fractional derivative is considered. The
stability and convergence of proposed method has been discussed
by using the matrix analysis method. Finally, numerical example
is presented to confirm the analytical results.

1. Introduction

Fractional calculus is a useful mathematical tool for applied sciences
and recently fractional differential equations have found new applica-
tions in engineering, physics, chemistry, hydrology and other sciences
[1, 2]. In this paper, we consider the following Riesz space fractional
diffusion equations derived from the aforementioned model as follows

∂u(x, t)

∂t
= Kα

∂αu(x, t)

∂|x|α
, x ∈ [0, L], t ∈ [0, T ], (1.1)
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subject to the initial value and boundary conditions given by

u(x, 0) = f(x) (1.2)

u(0, t) = u(L, t) = 0 (1.3)

where Kα denotes the anomalous diffusion coefficient and f(x) is as-
sumed to be smooth enough. We suppose here that the exact solution
of the problem is smooth enough to satisfy the requirements of dis-
cretization. ∂αφ

∂|x|α denotes the Riesz space fractional derivative of order

α, 1 < α ≤ 2 defined by [3]

∂αφ(x, t)

∂|x|α
= −cα(0Dα

x + xD
α
L)φ(x, t), (1.4)

where cα = 1
2cos(πα

2
)
, 0D

α
x and xD

α
L are the left and right Riemann-

Liouville space fractional derivatives of order α given by

0D
α
xφ(x, t) =

1

Γ(2− α)

∂2

∂x2

∫ x

0

(x− ξ)1−αφ(ξ, t)dξ,

xD
α
Lφ(x, t) =

1

Γ(2− α)

∂2

∂x2

∫ L

x

(ξ − x)1−αφ(ξ, t)dξ.

The outline of the paper is organized as follows: In section 2 we derive a
numerical method by [3,1] Padé approximation coupled with fractional
centered difference scheme for the Riesz space fractional diffusion equa-
tion. In section 3 we prove the convergence of the numerical method
by showing consistency and stability. In Section 4 we conduct numeri-
cal experiments to examine the performance of the proposed numerical
method. Finally, the conclusions to this work are drawn in Section 5.

2. Discretisation of the fractional diffusion equation

We shall solve (1.1) with initial value (1.2) and homogeneous Dirich-
let boundary conditions (1.3). Let M and N be the number of grid
points in the x- and t-direction, respectively. Let h = L/M , k = T/N
and let xi = ih, i = 0, 1, ...,M , tj = jk, j = 0, 1, ..., N . Numerical
approximations of u(x, t) at the grid are denoted by

ui,j = u(xi, tj) (2.1)

Assume that u(x, t) is sufficiently smooth function and replace the Riesz
fractional partial derivatives in (1.1) with respect to x by the fractional
centered difference estimate:

∂αu(xi, tj)

∂|x|α
= − 1

hα

i∑
s=−M+i

ω(α)
s u(xi−s, tj) +O(h2), (2.2)
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where ωs,α = (−1)s Γ(α+1)
Γ(α

2
−s+1)Γ(α

2
+s+1)

, α > −1 for s = 0, 1, 2, ... are the

fractional centered difference coefficients.
This discretization results in an initial-value problem of the form:

dU(t)

dt
= −AU(t), U(0) = U0, (2.3)

where the matrix A is as follows:

Ai,j =
ω|i−j|,α

hα
, for i, j = 1, 2, ...,M − 1.

the exact solution of (2.2) can be written as

U(t) = exp(−tA)U0, (2.4)

Replacing t by t+ k, we can write the exact solution (2.3) as

U(t+ k) = exp(−(t+ k)A)U0 = exp(−kA)U(t), (2.5)

which satisfies the recurrence formula:

U(tn+1) = exp(−kA)U(tn), for n = 0, 1, ... (2.6)

We shall use [3, 1] Padé approximations of the matrix exponential func-
tions exp(−kA) to construct a family of time stepping schemes. then
we obtain the following numerical scheme for solving (1.1)

V n+1 = (24I − 6(kA))(24I + 18(kA) + 6(kA)2 + (kA)3)−1V n, (2.7)

V is the approximate value of U .

3. Stability Analysis

The following theorems proved via matrix analysis method [4]

Theorem 3.1. The truncation error of the difference scheme (2.7) is
O(h2 + k5).

Theorem 3.2. Numerical algorithm (2.7) is unconditionally stable.

4. Numerical Results

Example 4.1. Consider the following Riesz fractional diffusion equa-
tion

∂u(x, t)

∂t
= Kα

∂αu(x, t)

∂|x|α
, 0 < x < 1, t > 0, 1 < α ≤ 2, (4.1)

associated with the initial value and zero Dirichlet boundary conditions

u(x, 0) = sin(πx), 0 ≤ x ≤ 1, (4.2)

u(0, t) = u(1, t) = 0, 0 ≤ t ≤ T, (4.3)
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This Riesz fractional diffusion equation has the exact solution as follow
[5]

u(x, t) = sin(πx) exp(−[Kα(π
2)

α
2 ]t)

To examine the performance of this recurrence method for this exam-
ple problem, In Table 1 the maximum numerical error at time t = 1.0
was computed for different value of ∆x and ∆t. It can be seen that
the Padé approximation-fractional centered difference scheme is in ex-
cellent agreement with the exact solution.

TABLE 1
Maximum error behavior for the example problem at Tend = 1

h = ∆x k = ∆t Maximum error for α = 1.8

0.05 0.05 1.2297e-007

0.05 0.01 2.0267e-010

0.05 0.001 1.2474e-013

0.01 0.05 1.7752e-005

0.01 0.01 4.5882e-010

0.01 0.001 1.9479e-013

5. conclusions

In this work, we proposed a method to find the solution of the Riesz
fractional diffusion equations via a matrix transform method coupled
with fractional centered difference scheme. The method is twice order
in space and fifth order in time direction, respectively. It is shown
through analysis that the difference scheme is unconditionally stable
and convergence, and numerical experiments are conducted to test its
high accuracy and to show its reasonableness.
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Abstract. Let Ā = (A0, A1, A2) be a compatible triple of quasi-
Banach spaces. We may define the interpolation method in R3,
and prove some related lemma and theorem.

1. Introduction

Let A0 and A1 be two topological vector spaces. Then we shall say
that A0 and A1 are compatible if there is a hausdorff topological vector
spaces U such that A0 and A1 are sub-spaces of U .

In this paper φ denotes any sub-category of the category N of all
normed vector spaces. We let φ1 stand for the category of all compat-
ible couples Ā of spaces in φ.

Let Ā = (A0, A1) be a given in φ1. Then a space A in φ will be
called an intermediate space between A0 and A1 ( or with respect to
Ā ) if △(Ā) ⊂ A ⊂

∑
(Ā) (△(Ā) = A0 ∩ A1,

∑
(Ā) = A0 + A1) With

continuous inclusions. The space A is called an interpolation space
between A0 and A1 ( or with to Ā ) if in addition

T : Ā −→ Ā implies T : A −→ A
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(linear operator T : Ā −→ Ā which means, as usual, that T : A0 + A1

−→ A0 + A1 is linear and the restrictions T |Aj
are bounded operators

from Aj to Aj for j = 0, 1 ).

2. Main section and results

Our main reference to the theory of interpolation space is [1]. Let
Ā = (A0, A1, A2) be a compatible triple of quasi-Banach spaces, we
define the space F (Ā) of all function f with values in

∑
(Ā), which are

bounded and continuous on the S = {x = (x0, x1, x2) ∈ R3 : 0 ≤ x0 ≤
1} and analytic on the S = {x = (x0, x1, x2) ∈ R3 : 0 < x0 < 1}. And
moreover, the functions t −→ f(0, j, t)(j = 0, 1) and t −→ f(1, 1, t) are
continuous function from the real line into A0, A1 and A2,which tend
to zero as |t| −→ ∞. Clearly, F (Ā) is a vector space. We provided F
with the quasi-norm

∥f∥F = max(sup∥f(0, 0, t)∥A0 , sup∥f(0, 1, t)∥A1 , sup∥f(1, 1, t)∥A2).

Theorem 2.1. The space F is a quasi-Banach space.

We define the interpolation functor Ā[θ]. The space Ā[θ] consists of
all a ∈

∑
(Ā) such that a = f(θ)((θ, 0, 0) = θ) for some f ∈ F (Ā). The

quasi-norm on Ā[θ] is

∥a∥[θ] = inf{∥f∥F : f(θ) = a, f ∈ F}.

Now we may introduce a second interpolation method in R3. This
is based on a space F̃ (Ā) of analytic functions, defined as follows. The
functions g in F̃ (Ā) are defined on S with values in

∑
(ā). Moreover

they have the following properties:
(i) ∥g∥∑(Ā) ≤ c(1 + |x|), (|x| = (

∑i=2
i=0 x

2
i )

1/2)

(ii) g is continuous on S and analytic on S,
(iii) g(0, j, t1)− g(0, j, t2) has values in Aj and g(1, 1, t1)− g(1, 1, t2) ∈
A2 for all real values of t1 and t2 and for j = 0, 1, and

∥g∥F̃ = max(supt1,t2∥
g(0, 0, t1)− g(0, 0, t2)

t1 − t2
∥A0

, supt1,t2∥
g(0, 1, t1)− g(0, 1, t2)

t1 − t2
∥A1 , supt1,t2 |g(1, 1, t1)− g(1, 1, t2)

t1 − t2
∥A2).

is finite.

Lemma 2.2. We have

(A,A,A)[θ] = A if 0 < θ < 1.
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Theorem 2.3. Let F0(Ā) be the space of all linear combinations of
functions of the form

exp(δz2)
N∑

n=1

anexp(λnz)

Where an an ∈ △(Ā), λn real and δ > 0. Then F0(Ā) is dense in
F̃ (Ā).

Theorem 2.4. For any Ā = (A0, A1, A2), we have

Ā[θ] ⊂ Ā[θ] and ∥a∥[θ] ≤ ∥a∥[θ].

We prove two theorems concerning multilinear interpolation.

Theorem 2.5. Let Ā(ν)(ν = 1, 2, ..., n) and B̄ be compatible triple
quasi-Banach spaces. assume that T :

∑⊕
1≤ν≤n △(Ā(ν)) −→ △(B̄) is

multilinear and

∥T (a1, ..., an)∥Bj
≤Mj

n∏
ν=1

∥aν∥Aν
j
. (aν ∈ △(Ā(ν)), j = 0, 1, 2)

Then T may be uniquely extended to a multilinear mapping from∑⊕
1≤ν≤n △(Ā(ν)) to B̄[θ] with quasi-norm at most M

1−(η+θ)
0 M θ

1M
η
2 (0 ≤

θ + η ≤ 1).

Theorem 2.6. Let Ā(ν)(ν = 1, 2, ..., n) and B̄ be compatible triple
quasi-Banach spaces. assume that T :

∑
Ā(1) ⊕

∑⊕
2≤ν≤n △(Ā(ν)) −→

△(B̄) is multilinear and, the restriction to Ā
(1)
i having values in Bi, i =

0, 1, 2, and

∥T (a(1), ..., a(n)∥Bj
≤Mj

n∏
ν=1

∥a(ν)∥Aν
j
. (a(1) ∈ △(Ā

(1)
j ), j = 0, 1, 2)

Then T may be uniquely extended to a multilinear mapping from
∑
Ā(1)⊕∑⊕

2≤ν≤n △(Ā(ν)) to B̄[θ] with quasi-norm at most M
1−(η+θ)
0 M θ

1M
η
2 (0 <

θ + η < 1).
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Abstract. In this note we consider the numbers k1, k2, . . . , kn ap-

pearing in the expansion log x− x
π(x) = 1+

∑n
j=1

kj

logj x
+On(

1
logn+1 x

)

as x → ∞, where as usual π(x) denotes the number of prime num-
bers not exceeding x. Indeed, kn can be determined in terms of a
determinant. We study asymptotic behaviour of this determinant,
and some other related numbers.

1. Introduction

We let π(x) denotes the number of primes not exceeding x. The
prime number theorem with error term implies

π(x) = x

(
1

log x
+

1!

log2 x
+ · · ·+ n!

logn+1 x

)
+O

(
x

logn+2 x

)
, (1.1)

for each integer n ⩾ 1. We define the function A : [2,∞) → R by

A(x) = log x− x

π(x)
.
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This function appears in approximations of π(x) in the form

π(x) =
x

log x− A(x)
.

Although A.-M. Legendre [3] suggested the approximate value A(x) ≈
1.08336, nowadays it is known that A(x) → 1 as x → ∞. Moreover,
Panaitopol [4] showed that (1.1) implies the expansion

A(x) = 1 +
k1

log x
+

k2

log2 x
+ · · ·+ kn

logn x
+On

( 1

logn+1 x

)
, (1.2)

where k1, k2, . . . , kn are constants given by the recurrence relation

kn+1!kn−1+2!kn−2+ · · ·+(n−1)!k1 = n ·n!, (n = 1, 2, 3, . . . ). (1.3)

and some initial values are k1 = 1, k2 = 3, k3 = 13, k4 = 71. Recently
we have studied the function A(x) in [2]. Our main results are as
follows.

Theorem 1.1. Let x0 = 32299. We have

1 +
0.56

log x
⩽ A(x) ⩽ 1 +

1.51

log x
,

where the left hand side inequality is valid for each x ⩾ x0 and fails for
x < x0, and the right hand side inequality is valid for each x ⩾ 2.

Corollary 1.2. The function A(x) takes the maximum value only at
the prime x = 24137, and we have

max
x⩾2

A(x) = A(24137) = log(24137)− 24137

2688
≊ 1.11196252139.

The Riemann zeta function is defined for ℜ(s) > 1 by ζ(s) =∑∞
n=1 n

−s, and extended by analytic continuation to the complex plan
with one simple pole at s = 1 with residue 1. The Riemann hypoth-
esis states that non-trivial zeros of the Riemann zeta function all lie
on the line ℜ(s) = 1

2
. Among various equivalences for the Riemann

hypothesis, the following one is about some certain matrices.

Let Rn be the 0−1 matrix with size n×n defined by Rij = 1 if j = 1
or if i divides j, and Rij = 0 otherwise. Then, the Riemann hypothesis
holds if and only if for every ε > 0 there is a C(ε) > 0 such that

| det(Rn)| < C(ε)n
1
2
+ε.

The Riemann hypothesis has a remarkable effect on the error term
in the prime number theorem. Considering such effects, we obtained
some sharper results concerning A(x), as follows.
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Theorem 1.3. Assume that the Riemann Hypothesis is true. Then
one has

− 29

log2 x
⩽ A(x)−

(
1 +

1

log x

)
⩽ 23

log2 x
for x ⩾ 5× 109,

and

− 136

log3 x
⩽ A(x)−

(
1 +

1

log x
+

3

log2 x

)
⩽ 114

log3 x
for x ⩾ 9× 1012.

The sequence kn defined in (1.2) is addressed on the on-line ency-
clopedia of integer sequences with the sequence number A233824 [5].
A Maple code to compute any arbitrary value, which is based on the
recurrence relation (1.3) is
k:=proc(n) option remember;

if n=1 then 1 else n*n!-add((n-j)!*k(j), j=1..n-1); fi;

end;

Running the above program on Maple, we get some more initial values
of the sequence (kn)n⩾1 as follows

1, 3, 13, 71, 461, 3447, 29093, 273343, 2829325, 31998903, 392743957.

Also, kn can be determined in terms of a determinant as follows

kn = det


n · n! 1! 2! . . . (n− 1)!

(n− 1) · (n− 1)! 0! 1! . . . (n− 2)!
...

...
...

...
2 · 2! 0 0 . . . 1!
1 · 1! 0 0 . . . 0!


n×n

.

Computations led us to some observations about the values of kn and
some other related sequences. We list a number of them in the following
conjectures.

(1) The sequence (kn)n⩾1 is strictly increasing and positive. More-
over, as n→ ∞ one has

kn ∼ n · n!.

(2) The sequence (an)n⩾1 with general term an = n·n!−kn
n!

is strictly
increasing for n ⩾ 7. Also, an → 1 as n→ ∞, and so

kn = (n+O(1))n!,

and one has

max
n⩾1

an = a7 =
6187

5040
, and min

n⩾1
an = a1 = 0.
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(3) For any n ⩾ 3 the ratio bn := kn
n·n! increases strictly. Hence, for

any n ⩾ 2 one gets kn < n · n!. Also, one has

max
n⩾1

bn = b1 = 1, and min
n⩾1

bn = b3 =
13

18
.

(4) For any n ⩾ 6 the difference dn := bn − bn−1 decreases strictly,
and dn → 0 as n → ∞. Hence one obtains dn > 0 for any
n ⩾ 4. Moreover, one imply that

max
n⩾2

dn = d6 =
71

2400
, and min

n⩾2
dn = d2 = −1

4
.

In this presentation we introduce evidences and computational results
leading to the above conjectures, and we suggest sketch of proofs, for
some of them.
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Abstract. In this paper, using the notion of joint C−numerical
range, some algebraic properties of the C−numerical range of ma-
trix polynomials are investigated. Moreover, the notion of joint
C−numerical radius of matrices are introduced and studied.

1. Introduction

Let Mn be the algebra of all n× n complex matrices and Un be the
group of unitary matrices in Mn. For A,C ∈ Mn, the C−numerical
range and the C−numerical radius of A are defined and denoted, re-
spectively, by:

WC(A) = {tr(CU∗AU) : U ∈ Un} and rC(A) = max
z∈WC(A)

|z|,

where tr(.) denotes the trace. The C−numerical range and C−numerical
radius of matrices are related to optimization problems, and have im-
portant applications in quantum control and quantum information;
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e.g., see [3] and its references. Let C and A have eigenvalues γ1, . . . , γn,
and α1, . . . , αn, respectively. The C−spectrum of A is defined as:

σC(A) = {
n∑

j=1

γjαij : (i1, . . . , in) is a permutation of {1, 2, . . . , n} }.

It is known that σC(A) ⊆ WC(A). The concept of C−spectrum of A
is very useful in the study of WC(A). For a comprehensive survey of
WC(A), rC(A) and σC(A), see [5].
One of generalizations of the C−numerical ranges is the notion of joint
C−numerical ranges. Suppose that C ∈ Mn and A = (A0, . . . , Am) ∈
Mm+1

n . The joint C−numerical range of A is defined and denoted, e.g.,
see [1, 2] and their references, by:

WC(A) = {(tr(CU∗A0U), . . . , tr(CU
∗AmU)) : U ∈ Un}.

Since WC(A0, . . . , Am) can be viewed as the range of the continuous
function

U 7−→ (tr(CU∗A0U), . . . , tr(CU
∗AmU))

from the compact connected set Un to Cm+1, we have that:
WC(A0, A1, . . . , Am) is also compact and connected set in Cm+1.
At the end of this section, we give some information about matrix
polynomials. Notice that matrix polynomials arise in many applica-
tions and their spectral analysis is very important when studying lin-
ear systems of ordinary differential equations with constant coefficients.
Suppose that

P (λ) = Amλ
m + Am−1λ

m−1 + · · ·+ A1λ+ A0 (1.1)

is a matrix polynomial, where Ai ∈ Mn (i = 0, 1, . . . ,m), Am ̸= 0 and
λ is a complex variable. A scalar λ0 ∈ C is an eigenvalue of P (λ) if the
system P (λ0)x = 0 has a nonzero solution x0 ∈ Cn. This solution x0
is known as an eigenvector of P (λ) corresponding to λ0, and the set of
all eigenvalues of P (λ) is said to be the spectrum of P (λ); namely,

σ[P (λ)] = {µ ∈ C : det(P (µ)) = 0}.
The (classical) numerical range of P (λ) is defined and denoted by

W [P (λ)] := {µ ∈ C : x∗P (µ)x = 0 for some nonzero x ∈ Cn},
which is closed and contains σ[P (λ)]. The numerical range of matrix
polynomials plays an important role in the study of overdamped vi-
bration systems with finite number of degrees of freedom, and it is
also related to the stability theory; e.g., see [4] and its references. In
Section 2 of this paper, using the notion of joint C−numerical range,
we investigate some algebraic properties of the C−numerical range of
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matrix polynomials. Moreover, we introduce and study the notion of
joint C−numerical radius of matrices.

2. Main results

We begin this section by introducing the notion of the C−numerical
range of matrix polynomials. Let P (λ) be a matrix polynomial as in
(1.1). For a given matrix C ∈ Mn, the C−numerical range of P (λ) is
defined and denoted by

WC [P (λ)] = {µ ∈ C : tr(CU∗P (µ)U) = 0 for some U ∈ Un}.
Now, in the following theorem, we state the relationship between the
C−numerical range of P (λ) and the joint C−numerical range of its
coefficients. Also, using the C−numerical range of diagonal matrix
polynomials, we can approximate the shape of the C−numerical range
of any matrix polynomial.

Theorem 2.1. Let C ∈ Mn, and P (λ) be a matrix polynomial as in
(1.1). Then the following assertions are true:
(i) WC [P (λ)] = {µ ∈ C : amµ

m+· · ·+a1µ+a0 = 0, (a0, a1, . . . , am) ∈
WC(A0, A1, . . . , Am)};
(ii) WC [P (λ)] =

∪
WC [D(λ)], where the union is taken over all diag-

onal matrix polynomials D(λ) of degree m and order n such that
JWC [D(λ)] ⊆ JWC [P (λ)], and note that JWC [P (λ)] is considered as
the joint C−numerical range of its coefficients.

Proof. The result in (i) follows easily from the definitions of WC [P (λ)]
and WC(A0, . . . , Am).
To prove (ii), by (i), ⊇ is clear. Let now µ ∈ WC [P (λ)] be given. By
(i), there exists a (a0, a1, . . . , am) ∈ JWC [P (λ)] such that amµ

m+ · · ·+
a1µ+a0 = 0. By settingD(λ) = am

tr(C)
Iλm+· · ·+ a1

tr(C)
Iλ+ a0

tr(C)
I, we have

JWC [D(λ)] = { (a0, a1, . . . , am) } ⊆ JWC [P (λ)], and µ ∈ WC [D(λ)].
Hence, the proof of ⊆ is complete. □
Corollary 2.2. Let C ∈ Mn, and P (λ) be a matrix polynomial as in
(1.1). If (0, 0, . . . , 0) ∈ JWC [P (λ)], then WC [P (λ)] = C.

At the end of this section, we introduce and study some properties
of the notion of joint C−numerical radius of matrices.

Definition 2.3. Let A = (A0, A1, . . . , Am) ∈ Mm+1
n and C ∈ Mn. The

joint C−numerical radius of A is defined and denoted by

rC(A) = rC(A0, . . . , Am) := sup
(a0,...,am)∈WC(A0,...,Am)

l2(a0, . . . , am),

where l2(a0, . . . , am) = (
∑m

j=0 |aj|2)
1
2 .
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Now, in the following theorem, we state some algebraic properties of
the joint C−numerical radius of matrices.

Theorem 2.4. Let A = (A0, A1, . . . , Am) ∈ Mm+1
n and C ∈ Mn. Then

(i) rC(.) is a seminorm on Mm+1
n ;

(ii) If tr(C) ̸= 0 and C is not a scalar matrix, then rC(.) is a norm
on Mm+1

n ;
(iii) rC(A) ≤ ∥A∥C := sup(λ0,λ1,...,λm)∈S ∥(λ0A0+· · ·+λmAm)∥C , where
S = {(z0, . . . , zm) ∈ Cm+1 : |z0|2 + · · ·+ |zm|2 = 1};

(iv) Let C ∈ Mn be a non-scalar matrix. Suppose that τ := |tr(C)| > 0
and δ := diam(W (C)), where W (C) is the numerical range of C. Then

α∥A∥ ⩽ rC(A) ⩽ β∥A∥,
where ∥A∥ := ∥A∥E11, and
(a) α = τ/2 if tr(C) ∈ W (C);
(b) α = δτ/|4tr(C)−2(γ1−γn)| if tr(C) /∈ W (C) and µC is Hermitian
with eigenvalues γ1 ⩾ γ2 ⩾ · · · ⩾ γn for some non-zero µ ∈ C;
(c) α = δτ/(4(1−1/n)τ+δ) if tr(C) /∈ W (C) and µC is not Hermitian
for any non-zero µ ∈ C;
(d) β =

∑n
i=1 si(C).
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Abstract. In This paper, we provide a fast computational method
in order to calculate the Moore-Penrose inverse full and sparse of
matrices. Our method proves to be much faster and has signifi-
cantly better accuracy than the already proposed methods.

1. Introduction

Let Rm×n denote the set of all m× n matrices over the field of real
numbers, R. The symbols AT , rank(AT ) will stand for the transpose
and rank of A ∈ Rm×n, respectively. For a matrix A ∈ Rm×n, the
Moore–Penrose inverse of A, denoted by A†, is the unique matrix X ∈
Rn×m satisfying the following equations

AXA = A, XAX = X, (AX)T = AX, (XA)T = XA. (1.1)

There are several methods for computing the Moore–Penrose inverse
matrix [1, 2, 5]. In [3], a method (qrginv) for computing the Moore–
Penrose inverse of an arbitrary matrix was presented. They made use of
the QR–factorization, as well as an algorithm based on a known reverse
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order law for generalized inverse matrices, and also they apply a method
(ginv), presented in [2]. In the current article, we improved qrginv
algorithm using the QR–factorization by Gram–Schmidt orthonormal-
ization (GSO) and Theorem 2.1 for faster computing Moore–Penrose
inverse of arbitrary matrices (including singular and rectangular). We
should note that we invoke ginv algorithm.

2. Main Results

In order to support and state our achievement we need to remind Gram-
Schmidt orthonormalization (GSO) and the QR–factorization.

2.1. The Gram–Schmidt procedure. Let us remind a generaliza-
tion of the Gram–Schmidt orthonormalization process (shortly GSO)
which is applied for singular matrices. Let A = {a1, a2, . . . , an} ⊆ Rm

be a set of vectors spanning a subspace V . This process generates a
set of mutually orthonormal vectors such as Q = {q1, q2, . . . , qr} ⊆ Rm

having the property that Q is an orthonormalization basis for V . Q is
obtained using the Gram–Schmidt orthonormalization process (shortly
GSO) as follows.

• q1 =
ac1

∥ac1∥
, if ac1 ̸= 0 = aj for 1 ≤ j < c1,

• q̂j = aj −
∑k−1

i=1 (aj, qi)qi, j = ck−1 + 1, ck−2 + 2, . . . , ck,

• qk = q̂j
∥q̂j∥ , if q̂ck ̸= 0 = qj, for ck−1+1 ≤ j < ck, k = 2, . . . , r.

The integer r found by the GSO process is the dimension of the sub-
space V . The integers {c1, . . . , cr} are the indices of a maximal linearly
independent subset {ac1 , . . . , acr} of A.

2.2. The QR–factorization. Let us remind the QR–factorization for
arbitrary matrices (including singular and rectangular). Let the or-
thonormal set {q1, . . . , qr} be obtained from the set of vectors {a1, . . . , an}
by the GSO process described in above and let

Q̃ = [q1, . . . , qr] ∈ Rm×r, A = [a1, . . . , an] ∈ Rm×n,

with rank(A) = r > 0, be the corresponding matrices. Then there exist
matrices Ã, Q and R such that

Ã = AP = QR, (2.1)

where

• P is a permutation matrix and Q = [Q̃ Z] ∈ Rm×m, where Q̃
and Z denote matrices whose columns are an orthonormal basis
of R(A) and N(AT ), resectively;
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• R = [R̃ 0]T ∈ Rm×n, where R̃ ∈ Rr×n is upper triangular
matrix with rank(R̃) = r.

From (2.1) we can obtain Ã = [Q̃ Z][R̃ 0]T = Q̃R̃. It follows that
Ã has a Q̃R̃–factorization. A nonzero matrix can be expressed as the
product of a matrix of full column rank and a matrix of full row rank.
In fact, for given A ∈ Rm×n (rank(A) = r > 0) there exist matrices
F ∈ Rm×r and G ∈ Rr×n such that A = FG [1]. Such factorization,
which is so-called a full rank factorization, turn out to be a powerful
tool in the study of generalized inverses. The following theorem is due
to C.C. MacDuffe [1] who apparently was the first one to point out,
that a full rank factorization of a matrix A leads to an explicit formula
for its Moore–Penrose inverse, A†.

Theorem 2.1. If A ∈ Rm×n matrix, with rank(A) = r > 0, has a full
rank factorization A = FG, then A† = GT (F TAGT )−1F T .

As a direct consequence of Theorem 2.1, we have:

Corollary 2.2. Let A ∈ Rm×n, rank(A) = r > 0 and Ã = Q̃R̃ be the
Q̃R̃–factorization of Ã, then A† = P T (R̃T )(R̃R̃T )−1Q̃T .

Proof. With A = Ã, F = Q̃ and G = R̃ in Theorem 2.1 we have (Ã)† =
(AP )† = R̃T (R̃R̃T )−1Q̃T , and consequently A† = PR̃T (R̃R̃T )−1Q̃T . □
To calculate the rank of R̃, one needs only the number of its columns
having at least one value above a tolerance level in absolute terms.
This tolerance is set to be equal to 10−5, which is also used by Katsikis
et al. [3], and turns out to provide accurate results. The proposed
method is called Frginv.

2.3. Numerical examples. We compare the performance of the pro-
posed method Frginv to that of Katsikis et al. [3] for the computation
of Moore–Penrose inverse matrices. Testing qrginv and Frginv was
performed separately for random singular and for some sparse matri-
ces. Both algorithms were carefully implemented and tested in Matlab
(R2010b) on a common personal computer.

2.4. Random singular matrices. We are computing the performance
of the proposed method Frginv to that of qrginv function [3] . In the
same way of [3] we tested on a series of random sigular matrices of size
m×n, with n = 2k, k = 7, . . . , 11 andm = 2n, which are rank deficient,
with rank r = 7n

8
. In addition, the accuracy of the results is examined

with the matrix 2−norm in error matrices corresponding to the four
properties characterizing the Moore–Penrose inverses shown in Table
1. The computation error is less than 10−12 per coefficient in the error
matrices, in all cases. The computation time ( in seconds) are reported
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in Table 1. We observe that the computation time of Frginv method
is substantially less than those of the qrginv method.

Table 1. Error and Computational Time Results for Random Singular Matrices
n Method Time ∥ AA†A ∥ A†AA† ∥ (AA†)T ∥ (A†A)T

−A ∥2 −A† ∥2 −(AA†) ∥2 −(A†A) ∥2
27 qrginv 0.03 3.41e–14 0.26e–16 5.76e–15 3.26e–15

Frginv 0.01 1.61e–14 3.72e–16 3.03e–15 2.52e–15

28 qrginv 0.11 1.00e–13 9.92e–16 8.02e–15 4.04e–15
Frginv 0.07 2.98e–14 3.40e–16 3.85e–15 3.11e–15

29 qrginv 1.05 1.36e–13 1.01e–15 1.10e–14 4.94e–15

Frginv 0.82 5.34e–14 5.01e–15 5.01e–15 3.83e–15

210 qrginv 10.83 2.62e–13 1.06e–15 1.49e–14 5.90e–15
Frginv 8.29 8.85e–14 2.91e–16 6.38e–15 4.88e–15

211 qrginv 81.14 4.99e–13 1.18e–15 2.18e–14 7.25e–15
Frginv 55.07 1.66e–13 2.59e–16 8.37e–15 6.55e–15

2.5. Matrix–Market Sparse matrices. For sparse matrices, we have
chosen some matrices from Matrix–Market collection [4]. We follow
the same method as in [5], and we have the rank deficient matrices as
AZ ≡ [A Z], where A is one of the chosen matrices and Z is a zero ma-
trix of orderm×100. The results of the methods are presented in Table
5. We observe that, the Moore–Penrose inverses obtained by Frginv
are reasonably accurate in all cases, the computation time required by
the Frginv method is significantly less than the time required by the
Frginv methods. On the other hand, we can see that the accuracy
computation of the Frginv method is less than the qrginv method,
however in some cases, the accuracy of the results of both methods is
low. We can conclude that Frginv method is a robust and efficient
tool for obtaining the Moore–Penrose inverse of large sparse and rank
deficient matrices.

Table 5. Error and Computational Time Results for sparse matrices
Matrix Method Time ∥ AA†A ∥ A†AA† ∥ (AA†)T ∥ (A†A)T

−A ∥2 −A† ∥2 −(AA†) ∥2 −(A†A) ∥2
Well1850Z qrginv 3.83 1.02e–12 5.22e–11 5.67e–11 3.59e–13

Frginv 1.76 4.01e–14 6.37e–12 1.91e–12 7.76e–14

Watt1Z qrginv 10.51 7.13e–07 1.88e–05 6.11 7.49e–09
Frginv 3.10 7.13e–07 6.41e–06 6.12 7.49e–09

GR− 30− 30Z qrginv 3.11 2.31e–11 5.35e–11 3.52e–10 3.73e–13
Frginv 1.68 3.27e–13 1.27e–11 4.97e–12 2.33e–13

NOS3Z qrginv 4.38 1.66e–09 2.63e–09 5.46e–08 2.19e–11
Frginv 3.02 8.69e–11 8.42e–11 9.94e–10 2.17e–11
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Abstract. We present a class of nested iteration schemes for solv-
ing BTTB system Tm,n(f)x = b, where Tm,n(f) denotes the m×m
block Toeplitz matrix with n × n Toeplitz blocks (BTTB) gen-
erated by a (2π, 2π)-periodic continous function f(x, y). These
schemes are actually inner/outer iteration, which employ the con-
jugate gradient (CG) method as inner iteration to approximate
each outer iterate, while each outer iteration is induced by a con-
vergent splitting of the coefficient matrix. Convergence conditions
of this method are studied in depth and numerical experiments
show the efficiency of this method.

1. Introduction

Consider the solution of large linear equations

Tm,n(f)x = b, (1.1)

where Tm,n(f) is an m×m block Toeplitz matrix with n× n Toeplitz
blocks (BTTB) of the form

Tm,n = [T(i−j)]
m
i,j=1, (1.2)
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where each T(j) is a Toeplitz matrix of order n

T(j) = [tj,k−l]
n
k,l=1, j = 0,±1,±2, . . . (1.3)

We assume that the BTTB matrix Tm,n(f) is generated by a two-variate
function f(x, y) in CΩ where Ω = (−π, π)2 and CΩ is the set of all
(2π, 2π)-periodic continuous functions. That is, the kth diagonal of
the block Tj is given by

tj,k =
1

4π2

∫ π

−π

∫ π

−π

f(x, y)e−i(jx+ky)dxdy, j, k = 0,±1,±2, . . . . (1.4)

In the sequel, we assume that f(x, y) = h1(x, y) + ih2(x, y) where
hi(x, y) are real-valued and hi(x, y) > 0 for i = 1, 2. Furtheremore we
assume that

sup
(x,y)∈Ω

h2(x, y)

h1(x, y)
≤ 1. (1.5)

With the above assumptions, for a BTTB matrix Tm,n(f), we can
choose the splitting Tm,n = H − S as

H =
Tm,n + TH

m,n

2
, S =

TH
m,n − Tm,n

2
, (1.6)

and

H = Tm,n(h1), S = iTm,n(h2), (1.7)

where Tm,n(.) is defined as in Eqs. (1.2), (1.3), and (1.4).

2. The NSCG method

We let Tm,n(f) = B−C be a splitting of the matrix Tm,n(f), namely
B is nonsingular, and the spectral radius of the matrix B−1C is less
than one, i.e., ρ(B−1C) < 1. Furthermore we assume that B is a
symmetric positive definte matrix and define the ∥.∥B norm of a vector

x as ∥x∥B =
√
xHBx. Then the induced ∥.∥B norm of a matrix X is

defined as ∥H∥B = ∥B 1
2HB− 1

2∥2.
Given a starting vector x(0), suppose that we have computed ap-

proximations x(0), . . . , x(l) to the solution x∗ of the system of linear
equations (1.1). Then next approximation x(l+1) may be defined as
either an exact or an inexact solution of the system of linear equations

Bx = Cx(l) + b. (2.1)

In [1], the authors proposed to solve the linear system of Eq.(2.1) by
the CG method and they established the following theorem about the
convergence properties of this method which called NSCG method.
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Theorem 2.1. [1] Let Tm,n(f) be a nonsingular and non-symmetric
matrix, and Tm,n = B−C a contractive (with respect to the ∥.∥B-norm)
and symmetric positive definite splitting. Suppose that the NSCG method
is started from an initial guess x(0), and produces an iterative sequence
{x(l)}∞l=0, where x

(l) is the lth approximation to the solution x∗ of the
system of linear Eq. (1.1), obtained by solving the linear system Bx =
Cx(l) + b with kl steps of CG iterations. Then

(a) ∥x(l) − x∗∥B ≤ γ(l)∥x(l−1) − x∗∥B, l = 1, 2, 3, . . . ,
(b) ∥b− Tm,nx

(l)∥B ≤ γ̃(l)∥b− Tm,nx
(l−1)∥B, l = 1, 2, 3, . . . ,

where

γ(l) = 2(

√
κ(B)− 1√
κ(B) + 1

)kl(1 + ρ) + ρ, γ̃(l) = γ(l)
1 + ρ

1− ρ
, l = 1, 2, 3, . . .

and ρ = ∥B−1C∥B. Moreover, for some γ ∈ (ρ, 1), and

kl ≥
ln((γ − ρ)/(2(1 + ρ)))

ln(
√
κ((B)− 1)/(

√
κ(B) + 1))

, l = 1, 2, 3, . . . ,

we have γ(l) ≤ γ (l = 1, 2, 3, . . .), and the sequence {x(l)}∞l=0 converges
to the solution x∗ of the system of linear Eq.(1.1). For ρ ∈ (0,

√
2− 1)

and some γ̃ ∈ ((1 + ρ)ρ/(1− ρ), 1), and

kl ≥
ln(((1− ρ)γ̃ − ρ(1 + ρ))/(2(1 + ρ)2))

ln(
√
κ((Bm,n)− 1)/(

√
κ(Bm,n) + 1))

, l = 1, 2, 3,

we have γ̃(l) ≤ γ̃ (l = 1, 2, 3, . . .), and the residual sequence {b −
Tm,nx

(l)}∞l=0 converges to zero.

By choosing B = H and C = S in Eq.(1.6), we obtain the following
positive definite linear system of equations

Hx = Sx(l) + b (2.2)

For obtaining x(l+1), we can solve the matrix Eq. (2.2) iteratively by
the CG method.

2.1. Convergence analysis. In the sequel, we need the following
Theorem

Theorem 2.2. [2]Let f and g be two-variate nonnegative (g not iden-
tically zero) Lebesgue integrable functions on Ω. Then the following
facts are true:

r := inf
(x,y)∈Q

g(x, y)

f(x, y)
< λ(T−1

m,n(f)Tm,n(g)) < R := sup
(x,y)∈Q

g(x, y)

f(x, y)
, (2.3)

where by λ(X) we denote a generic eigenvalue of X.
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The following lemma shows that the ∥H−1S∥H is less than one.

Lemma 2.3. Suppose that H and S are in Eq. (1.6). Then Tm,n = H−
S is a contractive splitting (with respect to ∥.∥H-norm), i.e., ∥H−1S∥H <
1.

Proof.

∥H−1S∥H = ∥H− 1
2SH− 1

2∥2.
Since H−1/2SH−1/2 is skew-hermitian we deduce

∥H−1S∥H = max
i

|λi(H−1/2SH−1/2)| = max
i

|λi(H−1S)|. (2.4)

In conclusion, by Eq. (1.7) we infer that

∥H−1S∥H = λmax(Tm,n(h1)
−1Tm,n(h2)). (2.5)

The use of Theorem 2.2 and Eq. (1.5) implies that

∥H−1S∥H < sup
(x,y)∈Q

h2(x, y)

h1(x, y)
<= 1

and the proof is complete. □
By Theorem 2.1 and Lemma 2.3, we conclude that the NSCGmethod

for BTTB matrices is convergent.
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Abstract. We provide an upper bound for noise error that used
in analyzing of semi-convergence phenomena of a class of non-
stationary iteration methods, often referred to as simultaneous it-
erative reconstruction technique, including Landweber, Cimmino,
CAV, DROP and symmetric Kaczmarz iterations, with a focus on
their constrained companion versions that include projection in
each iteration.

1. Introduction

Computed tomography and many other large-scale imaging problems
lead to large linear systems of equations (often inconsistent) with noisy
data, of the form:

Ax ⋍ b, b = b̄+ δb, A ∈ Rm×n (1.1)

where b̄ = Ax̄ denotes the exact data and δb is the perturbation con-
sisting of additive noise. The matrix A comes from the discretization
of an ill-posed linear problem, such as the Radon transform, and x̄ de-
notes the exact image. The numerical solution of these systems calls
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for the use of iterative regularization methods, and it is often neces-
sary to incorporate additional constraints to the reconstruction, e.g.
non-negativity constraints.

The main goal of our paper is providing an upper bound for noise
error to analyze semi-convergence for a class of non-stationary iteration
methods in Rn, often referred to as simultaneous iterative reconstruc-
tion technique (SIRT), including Landweber and Cimmino iterations,
with a focus on their constrained companion versions that include pro-
jection in each iteration.

2. Providing an upper bound for noise error

Algorithm P-SIRT. Let C denote a closed convex set, and let PC
be the metric projection onto the set C. Choose an arbitrary initial
vector x0 ∈ Rn and a sequence of positive relaxation parameters {λk},
and update the iteration vector xk by means of

xk+1 = PC
(
xk + λkA

TM(b− Axk)
)

= PC
(
xk + λku

k
) (2.1)

This is an instance of the gradient projection algorithm, for M = I
often called the projected Landweber iteration. The convergence result
of P-SIRT is given in [1, Corollary 3.7.3].

Let xk and x̄k denote the iterative Algorithm using the noisy and
the noise-free right-hand side, respectively. Then the error in the kth
iterate clearly satisfies xk − x̄ = xk − x̄k + x̄k − x̄, and therefore

∥xk − x̄∥ ≤ ∥xk − x̄k∥+ ∥x̄k − x̄∥ (2.2)

Hence the error decomposes into two components- the noise error xk−
x̄k and the iterative error x̄k − x̄. We consider following equalities:

B = ATMA, Q̄k = I − λ̄kB, δ = ∥ATMδb∥, ekN = ∥xk − x̄k∥ (2.3)

Also we assumption that λk and λ̄k for any k are nonnegative and
decreasing. So if we set q̄k = ∥I − λ̄kB∥ then we have q̄k ≤ 1 − λ̄kσ

2
n

for k ≥ i. Consider the two following iteration.
Iterative method without noise:

xk+1 = PC
(
xk + λkA

TM(b− Axk)
)

= PC
(
xk + λku

k
)
k = 1, 2, . . . .

(2.4)

Iterative method with noise in right hand side of (1.1):

x̄k+1 = PC
(
x̄k + λ̄kA

TM(b̄− Ax̄k)
)

= PC
(
x̄k + λ̄kū

k
)
k = 1, 2, . . . .

(2.5)
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We want give an bound for noise error that is generalized version of
error bounds presented in [2, 3, 4]. Actually we give noise error analysis
with diffrent value of relaxation parameters in (2.4) and (2.5).

Theorem 2.1. The noise error in Algorithm P-SIRT is bounded above
by

∥xk − x̄k∥ ≤

(
(λ0 − λ̄k−1)σ1

√
⟨r0,Mr0⟩

σnλ̄k−1
+

λ̄0σ1∥M
1
2 δb∥

σnλ̄k−1

)
Ψk(σn, λ̄k−1),

(2.6)
with

Ψk(σ, λ) ≡
1−

(
1− λσ2

)k
σ

(2.7)

Proof. We give a summary of main prove here. For more details see
[5]. Let rk = b− Axk. By some calculation we have:

xk − x̄k = Q̄k−1(x
k−1 − x̄k−1) + (λk−1 − λ̄k−1)(A

TM(b− Axk−1))

+ λ̄k−1A
TMδb

=
k−2∑
j=1

(λj − λ̄j)
k−1∏

i=j+1

Q̄iu
j + (λk−1 − λ̄k−1)u

k−1 (2.8)

+
k−2∑
j=1

(λ̄j)
k−1∏
i=j

Q̄iA
TMδb+ λ̄k−1A

TMδb (2.9)

Let λ0 = λ̄0 or λ0 ≥ λ̄0, we have |λj − λ̄j| ≤ (λ0 − λ̄j) for j =
1, 2, · · · , k − 1, so by affect norm in both sides of previous inequality
and using nonexpansivity of projection operator PC, see [1, Corollary
2.2.23], we have:

∥xk − x̄k∥ ≤

(
(λ0 − λ̄k−1)σ1

√
⟨r0,Mr0⟩

σnλ̄k−1
+

λ̄0σ1∥M
1
2 δb∥

σnλ̄k−1

)
Ψk(σn, λ̄k−1)

(2.10)

□

Now we assume that M is SPD and λ̄k−1 ∈ (0, 1
σ2 ), according to the

[3, Theorem 3.7] we have

Ψk(σn, λ̄k−1) ≤
√
λ̄k−1

1− ζkk√
1− ζk

(2.11)
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here ζk are roots of a certain polynomial such that 0 < ζk < ζk+1 and
limk→∞ ζk = 1. So we have find that:

∥xk − x̄k∥ ≤ σ1
σn

(
(λ0 − λ̄k−1)

√
⟨r0,Mr0⟩√

λ̄k−1

+
λ̄0∥M

1
2 δb∥√

λ̄k−1

)
1− ζkk√
1− ζk

.

(2.12)
Using

(1− ζkk )
2

1− ζk
<

1− ζkk
1− ζk

= 1 + ζk + ζ2k + · · ·+ ζk−1
k < k

We can write:

∥xk − x̄k∥ ≤

(
(λ0 − λ̄k−1)σ1

√
⟨r0,Mr0⟩

σn
√
λ̄k−1

+
λ̄0σ1∥M

1
2 δb∥

σn
√
λ̄k−1

)
√
k

Remark 2.2. If we set x0 = 0 the upper bound can be written as:

∥xk − x̄k∥ ≤

(
(λ0 − λ̄k−1)σ1

σn
√
λ̄k−1

∥M
1
2 b∥+ σ1λ̄0

σn
√
λ̄k−1

∥M
1
2 δb∥

)
√
k.

This error bound is generalized version of [2, 3, 4]. If we set λk = λ̄k
for k = 0, 1, . . . then we have same error bound with those presented
in [2, 3, 4].
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Abstract. We present a generalized relaxation of a composition
operator which is based on class of strictly relaxed cutter operators
on a general Hilbert space for solving linear system of equation.
The goal of our work is to study the implementation of the block
algebraic iterative methods on state-of- the-art operators.

1. Introduction

Algebraic iterative methods are routinely used for solving the ill-
posed sparse linear systems arising in tomographic image reconstruc-
tion. Here we consider the algebraic reconstruction technique (ART)
and the simultaneous iterative reconstruction techniques (SIRT). First,
we begin with block iterative methods which are used for solving linear
systems of equations (inequalities). Let A ∈ Rm×n and b ∈ Rm be
given. We assume the consistent linear system of equations

Ax = b.

Let A and b be partitioned into p row-blocks {At}pt=1 and {bt}pt=1 re-
spectively. Consider the following algorithm.
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Algorthm: Sequential Block Iteration
Initialization: x0 ∈ Rn is arbitrary.
Iterative Step: Given xk, compute for all k ≥ 0

xk,0 = xk

xk,t = xk,t−1 + αtA
T
t Mt(b

t − Atx
k,t−1)

= Tt(x
k,t−1), t = 1, . . . , p,

xk+1 = xk,p

where
Tt(x) = x+ αtA

T
t Mt(b

t − Atx). (1.1)

Here {αt}pt=1 and {Mt}pt=1 are relaxation parameters and symmetric
positive definite weight matrices respectively.

In this paper we present an accelerated scheme of sequential block
iteration method based on operators that are defined in (1.1).

2. Preliminaries and Notations

Throughout this paper, we consider T : H → H with nonempty fixed
point set, i.e., FixT ̸= ∅ where H is a Hilbert space and Id denotes
the identity operator on H. Followings are some definitions from [3]
which will be useful in our future analysis.

Definition 2.1. Let T : H → H and α ∈ [0, 2]. The operator Tα
defined by

Tα := (1− α)Id+ αT

is called an α-relaxation or, shortly, relaxation of the operator T .

Based on [3, Remark 2.1.31], an α−relaxed cutter operator is defined
as follows.

Definition 2.2. Let T : H → H has a fixed point. Then the operator
T is an α-relaxed cutter, or, shortly, relaxed cutter where α ∈ [0, 2], if

⟨Tα(x)− x, z − x⟩ = α ⟨T (x)− x, z − x⟩ ≥ ∥T (x)− x∥2

for all x ∈ H and z ∈ FixT . If α ∈ (0, 2), then Tα is called a strictly
relaxed cutter operator of T .

We next reintroduce, see also [2, 3, 4, 5], the generalized relaxation
of an operator, which allows to accelerate locally a fixed point iteration
method.

Definition 2.3. Let T : H → H and σ : H → (0,∞) be a step size
function. The generalized relaxation of T is defined by

Tσ,λ(x) = x+ λσ(x)(T (x)− x) (2.1)
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where λ is a relaxation parameter in [0, 2].

3. Main Results

In this section we consider a fixed point iteration method based on
the generalized relaxation of a relaxed cutter operator and present its
convergence analysis. We deal in this paper with a finite family of cut-
ter operators Ti : H → H, i = 1, . . . , p, with

∩p
i=1 FixTi ̸= ∅, and with

compositions of {Ti}pi=1. We propose local acceleration techniques for
algorithms which apply this operation. Consider x0 ∈ H is arbitrary.
For an operator Ti : H → H, we define the operator Tσ,λ : H → H by

xk+1 = Tσ,λ(x
k) := xk + λkσ(x

k)(T (xk)− xk) k = 0, 1, . . . . (3.1)

Let Ti : H → H, i = 1, . . . , p be strictly relaxed cutter operators with∩p
i=1 FixTi ̸= ∅. Define the operator T : H → H as the composition

T := TpTp−1 · · ·T1. (3.2)

Now denote S0 = Id and Si := TiTi−1 · · ·T1 for i = 1, . . . , p. We define
the step size function σmax : H → (0,∞) in the following form:

σmax(x) =


∑p

i=1

⟨
T (x)− Si(x) +

1
αi
ζi(x), ζi(x)

⟩
∥T (x)− x∥2

, x ∈ H\FixT

1, x ∈ FixT
(3.3)

where x ∈ H\FixT and ζi(x) = Si(x) − Si−1(x). Next, we give con-
vergence result of Tσ,λ, defined by (3.1). We call an operator T of the
form (3.2) a cyclic relaxed cutter.

Theorem 3.1. Let 0 < σ ≤ σmax be step-size function defined in (3.3)
and λk ∈ [ε, 2−ε] for an arbitrary constant ε ∈ (0, 1). Then generalized
relaxation operator defined by (3.1) converges to a point in FixT .

Proof. see [5, Theorem 2] □

If 0 < ε ≤ αt ≤ 2 − ε for t = 1, . . . , p, then the operator Tt of (1.1)
is strictly relaxed cutter.

Therefore the step size function (3.3) for the operator (1.1)can be
written as

σmax =

(
p∑

i=1

αi(2− αi)

ρ(AT
i MiAi)2

∥AT
i Mi(bi − AiSi−1)∥2 + ∥U(x)− x∥2

)
2∥U(x)− x∥2

.

(3.4)
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Figure 1. The history of relative error within 50 iterations.

4. Numerical Results

We give some numerical results where the operators (1.1) are used
in (3.2).

The test is taken from the field of image reconstruction from pro-
jections using the SNARK93 software package [1]. The phantom is
discretized into 63×63 pixels which satisfies the linear system of equa-
tions Ax = b. We are using 16 projections with 99 rays per projection.
Let A and b be partitioned into 16 row blocks {At}16t=1 and {bt}16t=1

respectively. We use Cimmino’s M−matrix in (1.1). Figure 1 demon-
strates iteration history for the relative error using extrapolation (ue)
and without extrapolation (we) within 50 iterations.
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Abstract. Let AlgN be a nest algebra associated with the nest
N on a (real or complex) Banach space X. Suppose that there
exists a non-trivial idempotent P ∈ AlgN with range P (X ) ∈ N
and δ : AlgN −→ AlgN is a continuos linear mapping (gener-
alized) left derivable at P , i.e. δ(ab) = aδ(b) + bδ(a)(δ(ab) =
aδ(b) + bδ(a)− baδ(I)) for any a, b ∈ AlgN with ab = P . we show
that δ is a (generalized) Jordan left derivation.

1. Introduction

Throughout this paper all algebras and vector spaces will be over F,
where F is either the real field R or the complex field C. Let A be
analgebra with unity 1, M be a left A-module and δ : A → M be a
linear mapping. δ is said to be a left derivation (or a generalized left
derivation) if δ(ab) = 2aδ(b)+bδ(a) (or δ(ab) = 2aδ(b)+bδ(a)−baδ(1))
for any a, b ∈ A. It is called a Jordan left derivation (or a generalized
Jordan left derivation) if δ(a2) = 2aδ(a) (or δ(a2) = 2aδ(a) − a2δ(1))
for any a ∈ A. Obviously, any (generalized) left derivation is a (gen-
eralized) Jordan left derivation, but in general the converse is not true
(see [6], Example 1.1). The concepts of left derivation and Jordan

2010 Mathematics Subject Classification. 47B47; 47L35.
Key words and phrases. Nest algebra, Left derivable , Left derivation.
∗ Speaker.

165



left derivation was introduced by Brešar and Vukman in [1]. For re-
sults concerning left derivation and Jordan left derivations we refer the
readers to [4].

In recent years, several authors studied the linear (additive) maps
that behave like homomorphisms, derivations or left derivations when
acting on special products (for instance, see [3, 5, 6] and the references
therein). In this article we study the continuous linear maps on nest
algebras behaving like left derivations at idempotent-product.

Let A be analgebra with unity 1, M be a left A-module and δ : A →
M be a linear mapping. We say that δ is left derivable (or a generalized
left derivable) at a given point z ∈ Mif δ(ab) = 2aδ(b) + bδ(a) (or
δ(ab) = 2aδ(b) + bδ(a) − baδ(1)) for any a, b ∈ A with ab = z. In this
paper we characterize the continuos linear maps on nest algebras which
are (generalized) left derivable at a non-trivial idempotent operator P .

The following are the notations and terminologies which are used
throughout this article.

Let X be a Banach algebra. Let X be a Hilbert space. We denote
by B(X ) the algebra of all bounded linear operators on X . A subspace
lattice L on a Hilbert space X is a collection of closed (under norm
topology) subspaces of X which is closed under the formation of arbi-
trary intersection (denoted by ∧) and closed linear span (denoted by
∨), and which includes {0} and X . For a subspace lattice L, we define
the associated subspace lattice AlgL by

AlgL = {T ∈ B(X ) |T (N ⊆ N for all N ∈ L}.

A totally ordered subspace lattice N on X is called a nest and AlgN is
called a nest algebra. When N ̸= {{0},X}, we say N is non-trivial. It
is clear that if N is trivial, then AlgN = B(X ). The identity element
of nest algebras denote by I and an element P in a nest algebra is
called a non-trivial idempotent if P ̸= 0, I and P 2 = P .

Let N be a non-trivial nest on a Banach space X . If there exists
a non-trivial idempotent P ∈ AlgN with range P (X ) ∈ N , then we
have (I − P )(AlgN )P = {0} and hence

AlgN = P (AlgN )P ∔ P (AlgN )(I − P )∔ (I − P )(AlgN )(I − P )

as sum if linear spaces. This is so-called the Peirce decompositon of
AlgN . The sets P (AlgN )P, P (AlgN )(I −P ) and (I −P )(AlgN )(I −
P ) are closed in AlgN . In fact P (AlgN )P and (I − P )(AlgN )(I −
P ) are Banach (P (AlgN )(I − P ), P (AlgN )(I − P ))-bimodule. Also
P (AlgN )(I − P ) is fithful as a left P (AlgN )P -mofule as well as right
(I−P )(AlgN )(I−P )-module. For more information on nest algebras,
we refer to [2].
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A subspace lattice L on a Hilbert space H is called a commutative
subspace lattice, or a CSL, if the projections of H onto the subspaces
of L commute with each other. if L is a CSL, then AlgL is called a
CSL-algebra. Eech nest algebra on a Hilbert space is a CSL-algebra.

2. Main sections and results

In order to prove our results we need the following result.

Theorem 2.1. [3] Let X be a linear space and let ϕ : A×A −→ X be
a bilinear map satisfying

a, b ∈ A, ab = 1 ⇒ ϕ(a, b) = ϕ(1, 1)

Then

ϕ(a, a) = ϕ(a2, 1)

for all a ∈ A.

Proposition 2.2. Let X be a Banach algebra with unity 1 and M be
a unital Banach left A-module. Let δ : A −→ M be a continuos linear
map. if δ is left derivable at 1, then δ is a Jordan left derivation.

the following is our main result.

Theorem 2.3. Let N be a nest on Banach space X , and exists a non-
trivial idempotent P ∈ AlgN with range P (X ) ∈ N . If δ : AlgN −→
AlgN is continous left derivable map at P , then δ is a Jordan left
derivation.

Proof. As a notational convenience, we denote A = AlgN , A11 = PAP ,
A12 = PA(I − P ) and A22 = (I − P )A(I − P ). As mentioned in the
introduction A = A11 ∔ A12 ∔ A22. Throughout the proof, aij and bij
will denote arbitrary elements in Aij for 1 ≤ i, j ≤ 2.

First we show that δ(P ) = 0. Since P 2 = P , we have 2Pδ(P ) = δ(P ).
So 2Pδ(P ) = Pδ(P ) and (I−P )δ(P ) = 0. Thus Pδ(P ) = 0 and hence
δ(P ) = 0.

we complete the proof by checking some steps.
Step 1. Pδ(a211)P = 2a11Pδ(a11)P and Pδ(a211)(I−P ) = 2a11Pδ(a11)(I−
P ).
Step 2. Pδ(a22) = 0.
Step 3. Pδ(a12) = 0.
Step 4. (I − P )δ(a11)(I − P ) = 0.
Step 5. (I − P )δ(a12)(I − P ) = 0.
Step 6. (I − P )δ(a22)(I − P ) = 0.
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Since ab = PaPbP+PaPb(I−P )+Pa(I−P )b(I−P )+(I−P )a(I−
P )b(I −P ), for any a, b ∈ A, by steps 1-6, it follows that δ is a Jordan
left derivation. □

Our next result characterizes the linear mappings on AlgN which
are generalized left derivable at P .

Theorem 2.4. Let N be a nest on Banach space X , and exists a non-
trivial idempotent P ∈ AlgN with range P (X ) ∈ N . If δ : AlgN −→
AlgN is continous generalized left derivable map at P , then δ is a
generalized Jordan left derivation.

Corollary 2.5. Let N be a non-trivial nest on Hilbert H. Let P
be a non-trivial idempotent in AlgN with range P (H) ∈ N and δ :
AlgN −→ AlgN is continous linear map.

(1) If δ is left derivable at P , then δ is zero.
(2) if δ generalized left derivable map at P , then δ(a) = aδ(1) for

all a ∈ AlgN
is a generalized Jordan left derivation.
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Abstract. In this paper we will consider some properties of pseu-
dospectrum of matrices.

1. Introduction

Let Mn(C) be the algebra of all n × n complex equipped with the
operator norm ∥.∥ induced by the usual vector norm ∥x∥ = (x∗x)1/2 on
Cn, i.e.,

∥A∥ = max{∥Ax∥ : x ∈ Cn, ∥x∥ = 1}.
Let ϵ > 0. If we convent that ∥(A − zI)−1∥ = ∞ for λ ∈ σ(A), the
pseudospectrum of a matrix A ∈ Mn(C) is defined and denoted by

σϵ(A) = {z ∈ C : ∥(A− zI)−1∥ > 1/ϵ}. (1.1)

Some authors use ∥(A − zI)−1∥ ⩾ 1/ϵ instead of ∥(A − zI)−1∥ > 1/ϵ
in the definition of σϵ(A). One can easily adapt our results and proofs
using this different definition. The pseudospectrum of a matrix A for
a given ϵ consists of all eigenvalues of matrices which are ϵ−close to A.

2010 Mathematics Subject Classification. 15A60, 47A10, 65F15.
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From either of (1.1) it follows that the pseudospectrum associated with
various ϵ are nested sets,

σϵ1(A) ⊆ σϵ2(A), 0 < ϵ1 ⩽ ϵ2

and that the intersection of all the ϵ−pseudospectra is the spectrum,∩
ϵ>0

σϵ(A) = σ(A). (1.2)

Also, note that if U is a unitary matrix (i.e., U∗ = U−1 ), then

σϵ(A) = σϵ(U
∗AU) ∀ϵ > 0. (1.3)

Consequently, for a normal matrix, the pseudospectrum is just the
union of the open ϵ−disks about the points of the spectrum.

Theorem 1.1. [3] Let ϵ > 0 and A ∈ Mn(C). Then the following
assertions are equivalent:
(i) z ∈ σϵ(A);
(ii) There is unit vector x ∈ Cn such that ∥(A− zI)x∥ < ϵ;
(iii) There are x ∈ Cn and E ∈ Mn(C) such that (A+ E)x = zx;
(iv) If s1(A) ⩾ · · · ⩾ sn(A) are the singular values of A ∈ Mn(C), then
sn(zI − A) < ϵ.

In our discussion we assume that D(a, r) = {µ ∈ C : |µ − a| < r},
where a ∈ C and r ≥ 0.
We recall the following properties of pseudospectrum that are useful;
see [5, 2].

Proposition 1.2. Let ϵ > 0 and A ∈ Mn(C).
(i) σϵ(A

∗) = σϵ(A).
(ii) If A = A1 ⊕ A2, then σϵ(A) = σϵ(A1) ∪ σϵ(A2).

(iii) If A =

(
A1 ∗
0 A2

)
with matrix blocks, then σϵ(A1) ⊆ σϵ(A).

(iv) For any λ ∈ C, σϵ(A+ λI) = λ+ σϵ(A).
(v) For any nonzero λ ∈ C, σ|λ|ϵ(λA) = λσϵ(A).
(vi) σϵ(A) is nonempty, open and bounded, with at most n connected
components, each containing one or more eigenvalues of A.

In [2], the authors characterized the pseudospectrum for every upper
triangle A ∈ M2(C), in the following form:

Proposition 1.3. Suppose ϵ > 0 and A =

(
a b
0 c

)
∈ M2(C). Then

σϵ(A) = {µ ∈ C :
√

(|µ− a|+ |µ− c|)2 + |b|2 −
√

(|µ− a| − |µ− c|)2 + |b|2 < 2ϵ}.

Consequently, b = 0 if and only if σϵ(A) = D(a, ϵ) ∪D(c, ϵ). If a = c = 0,

then σϵ(A) = {µ : |µ| <
√
ϵ(ϵ+ |b|)}.
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using (1.3), Proposition 1.3 and Schur’s theorem, the pseudospec-
trum has been characterized for every A ∈ M2(C).

2. Main results

In view of equality (1.2) and Theorem 1.1, we obtain the following
theorem.

Theorem 2.1. Let A ∈ Mn(C). Then

σ(A) = lim sup
ϵ>0, ∥E∥<ϵ

σ(A+ E) =
∩
ϵ>0

∪
∥E∥<ϵ

σ(A+ E).

Theorem 2.2. [5, Theorem 2.2] Let ϵ > 0 and A ∈Mn(C). Then

σ(A) +D(0, ϵ) ⊆ σϵ(A).

The set equality holds if A is normal.

Remark 2.3. It is clear that, if ϵ > 0 and A ∈Mn(C), then

σ(A) +D(0, ϵ) =
∪

λi∈σ(A)

D(λi, ϵ).

Theorem 2.4. [4, 2.4.8.1] Suppose that A,B ∈Mn(C) commute.
Then σ(A+B) ⊆ σ(A) + σ(B).

Theorem 2.5. Let ϵ > 0 and A,B ∈ Mn(C). If A and B are normal
and commute, then σϵ(A+B) ⊆ σϵ(A) + σϵ(B).

Proof. Since A and B commute, by [4, Theorem 2.3.3] there is a unitary
matrix U ∈ Mn(C) and there are diagonal matrices Λ1,Λ2 ∈ Mn(C)
such that U∗AU = Λ1 = [λi] and U

∗BU = Λ2 = [µj]. Since A and B
are normal, then A+B is normal. Also, according to Theorem 2.2 and
Remark 2.3, we have

σϵ(A) = {λ1, ..., λn}+D(0, ϵ) =
∪

λi∈σ(A)

D(λi, ϵ),

σϵ(B) = {µ1, ..., µn}+D(0, ϵ) =
∪

µj∈σ(B)

D(µj, ϵ)

and

σϵ(A+B) = {λ1 + µ1, ..., λn + µn}+D(0, ϵ) =
n∪

i=1

D(λi + µi, ϵ).
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On the other hand, by Minkowski sum [1], it is known that D(a, r) +
D(b, r) = D(a+ b, 2r). Hence

σϵ(A) + σϵ(B) = {λi + µj : 1 ⩽ i, j ⩽ n}+D(0, 2ϵ)

=
∪

λi∈σ(A)
µj∈σ(B)

D(λi + µj, 2ϵ).

Therefore
σϵ(A+B) ⊆ σϵ(A) + σϵ(B).

□
The numerical range, also known as the field of values, of A ∈Mn(C)

is defined by
W (A) = {x∗Ax : x ∈ Cn, ∥x∥ = 1}.

This is a closed, convex subset of C that contains the spectrum σ(A).
Following theorem shows generalized state:

Theorem 2.6. [5] Let ϵ > 0 and A ∈Mn(C). Then

σϵ(A) ⊆ W (A) +D(0, ϵ).

This fact implies that pseudospectra cannot be much larger than the
numerical range.
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Abstract. Here we speak about well-known Birkhoff-James-orthogonality
for a spacial classes of normed spaces named the space of square
matrices and the space of operators on an arbitrary Hilbert space.
Also the definition of approximate BJ-orthogonality are introduced
and it has been considered in such spaces.

1. Introduction

An element x of the normed space X is Birkhoff-James-orthogonal
to element y of X , denoted by x ⊥BJ y, if

∥x+ λy∥ ≥ ∥x∥ (λ ∈ C).
This type of orthogonality was first introduced by Birkhoff for real
normed spaces in [2] and then by James for complex normed space in
[5]. Since then this type of orthogonality was investigated by many au-
thors who paid their attention to a certain normed space such as spaces
of square complex matrices or more generally bounded operators on a
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Hilbert space, C∗-algebra and Hilbert C∗-modules. For example in [1]
the authors present some characterizations of Birkhoff-James orthogo-
nality in such spaces. Also some types of approximate Birkhoff-James
orthogonality are considered. In an inner product space (X , ⟨., .⟩), ap-
proximate orthogonality is defined by

x ⊥ε y if and only if |⟨x, y⟩| ≤ ε∥x∥∥y∥ (x, y ∈ X ).

The definition of approximate BJ-orthogonality in general normed spaces
have been introduced by Dragomir in [4] as follows:

x ⊥ε
BJD y ⇔ ∀λ ∈ C; ∥x+ λy∥ ≥ (1− ε)∥x∥.

The interesting fact about this type of approximate orthogonality is
that it coincides with the approximate orthogonality in inner product
spaces. In addition, an alternative definition of approximate orthogo-
nality was given in [3]. Utilizing the results of [1] for Birkhoff-James-
orthogonality, some similar results for approximate Birkhoff-James-
Orthogonality in square matrix spaces M(n) and the space of bonded
linear operators on Hilbert space H, denoted by B(H) in this paper,
can be given.

In addition to the definition of Birkhoff-James-orthogonality sev-
eral other definitions for orthogonality have been offered. For example
isosceles orthogonality in a real normed space X is as follows,

x ⊥I y ⇔ ∥x− y∥ = ∥x+ y∥.

In complex normed space this definition may be generalized by

x ⊥′
I y ⇔ ∀θ1, θ2 ∈ R;

∥∥∥∥ x

∥x∥
+ eiθ1

y

∥y∥

∥∥∥∥ =

∥∥∥∥ x

∥x∥
+ eiθ2

y

∥y∥

∥∥∥∥ .
In this paper we mainly speak about the BJ-orthogonality and ap-

proximate BJ-orthogonality and their characterizations in the M(n)
and B(H). Very recently we have investigated this issue in another
approach in [6].

2. Main sections and results

First we present the following Theorem from [1].

Theorem 2.1. Let A,B ∈ M(n). Then A is BJ-orthogonal to B if
and only if there exists a unit vector x such that ∥Ax∥ = ∥A∥ and
⟨Ax,Bx⟩ = 0.

This theorem is generalized to B(H) as follows,
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Theorem 2.2. Let A,B ∈ B(H). Then A ⊥BJ B if and only if there
exists a sequence of unit vectors {ξn} in H such that limn→∞ ∥Aξn∥ =
∥A∥ and limn→∞⟨Aξn, Bξn⟩ = 0.

Using the method of these theorems we reach the following similar
results for approximate BJ-orthogonality as well.

Theorem 2.3. Let A,B ∈ M(n) and ε ∈ [0, 1) such that A ⊥ε
BJD B.

Then there exists a unit vector x such that

|⟨Ax,Bx⟩| ≤ ε∥A∥∥B∥.

This theorem is generalized to B(H) as follows,

Theorem 2.4. Let A,B ∈ B(H) and ε ∈ [0, 1) such that A ⊥ε
BJD B.

Then there exists a sequence of unit vectors {ξn} in H such that

lim
n→∞

|⟨Aξn, Bξn⟩| ≤ ε∥A∥∥B∥.

The following theorem tells a relationship between isosceles orthog-
onality and approximate BJ-orthogonality in general normed spaces.

Theorem 2.5. Let x and y be two vectors in a normed space X such
that x ⊥′

I y. Then x ⊥ε
BJD y for some ε ∈ [0, 1).
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Abstract. Let A,B are two Banach algebras and M be a Ba-

nach A,B-module. Let Γ = {
[
a m
0 b

]
: a ∈ A, b ∈ B,m ∈ M} with

ususal operations on matrices and ∥
[
a m
0 b

]
∥ = ∥a∥A + ∥b∥B +

∥m∥M is a Banach algebra.This Banach algebras is called trian-
gular Banach algebra. In this paper we varify some properties of
derivations on Γ and their duals.

1. Introduction

Triangular Banach algebras

[
A M
0 B

]
, introduced by Forrest and

Marcoux motivated by Gilfeather and Smith. Forrest and Marcoux
also studied derivations on triangular Banach algebra. In this paper
we varify some propoerties of derivation on tri angular Banach algebras.

Assume that A and B are Banach algebras and M is a Banach A,B-

module. Let Γ = {
[
a m
0 b

]
: a ∈ A, b ∈ B,m ∈ M}. Then Γ equipped

with the usual 2×2 matrix operations, obvious internal module actions,
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is a complex algebra and the Banach space norm ∥
[
A M
0 B

]
∥ = ∥a∥A+

∥m∥M+∥b∥B, Γ is a Banach algbera, which is called triangular Banach
algebra.

Let A be a Banach algebra and X be a Banach A-bimodule, a con-
tinuouse derivation on A is a bounded linear operator D : A −→ X
such that D(ab) = a ·D(b) +D(a) · b. The derivation D is called inner
if there exists some x ∈ X such that D(a) = a · x− x · a for all a ∈ A.
The inner derivation D is called approximately inner if there exists a
net {xα} ⊆ X such that D(a) = lim

α
(a · xα − xα · a).

The module actions of Γ on Γ∗ behaves in natural way by τ(h) =

α(a)+µ(m)+β(b) For h =

[
a m
0 b

]
∈ Γ and τ =

[
α µ
0 β

]
∈ Γ∗. Suppose

that ω =

[
x z
0 y

]
∈ Γ. Then we have

⟨ω · τ, h⟩ =
[
x · α + z · µ y · µ

0 y · β

]
·
[
a m
0 b

]
The reader can see this in [4].

2. Main sections and results

Proposition 2.1. Suppose that m ≥ 0 and D : A −→ A(2m+1) is a
bounded derivation. Then D̄ : Γ −→ Γ(2m+1) defined by

D̄(

[
a m
0 b

]
) =

[
DA(a) 0

0 0

]
is a bounded derivation. D is inner derivation if and only if D̄ be
inner. Similarly, let D : B −→ B(2m+1) be a bounded derivation. Then
D̄ : Γ −→ Γ(2m+1) defined by[

a m
0 b

]
) 7−→

[
0 0
0 DB(b)

]
is also a bounded derivation if and only if D̄ is inner.

Proposition 2.2. Let n ≥ 0, and D : Γ −→ Γ(n) be a continuouse
derivation. Then D∗ : Γ(n+1) −→ Γ∗, the dual operator of D, satisfies

d∗(

[
a m
0 b

]
·
[
α µ
0 β

]
) =

[
a m
0 b

]
·D∗(

[
α µ
0 β

]
)−(D(

[
a m
0 b

]
) ·
[
α µ
0 β

]
) |Γ

for

[
a m
0 b

]
∈ Γ and

[
α µ
0 β

]
∈ Γ(n+1).
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Proposition 2.3. Let k ≥ 0 is an integer. Suppose that D : Γ −→ Γ(k)

is a continuouse derivation. So for n ≥ o, D(2n+1) : Γ(k+2n+1) −→
Γ(2n+ 1). The (2n+ 1)-th dual operator of D where satisfies

D(2n+1)(

[
a m
0 b

]
·
[
α µ
0 β

]
) =

[
a m
0 b

]
·D(2n+1)(

[
α µ
0 β

]
)−(D(

[
a m
0 b

]
·
[
α µ
0 β

]
)) |Γ(2m)

D
(2n+1)

α µ
0 β

·
a m
0 b

))
= D(2n+1)(

[
α µ
0 β

]
·
[
a m
0 b

]
−
[
α µ
0 β

]
·D(2n)(

[
a m
0 b

]
)) |Γ(2n)

for each

[
a m
0 b

]
∈ Γ(2n),

[
α µ
0 β

]
∈ Γ(k+2n+1).

Proposition 2.4. For each integer (2n+1) ≥ 0, let D1 : A −→ A(2n+1)

and D2 : B −→ B(2n+1) be a continuouse derivation. So D̄ : Γ −→
Γ(2n+1) defined by

D̄(

[
a m
0 b

]
) =

[
D(a) −D(2n+1)(m)
0 D(b)

]
is a continuouse derivation. Forthermore

(1) If D̄ is inner, then D is inner.

(2) If D1 : A −→ A(2n+1) and D2 : B −→ B(2n+1) are inner, then
a contenuouse derivation D̃ : Γ −→ Γ(2n+1) can be set so that

D̃(

[
a 0
0 b

]
) =

[
0 0
0 0

]
for a ∈ A, b ∈ B, and D̄ − D̃ is inner.
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Abstract. Let R be a commutative ring with identity. In this
paper, we study the chain of prime submodules of a finitely gener-
ated R-module M and the supremum of the lengths of these chains
which is called the dimension of M and denoted by dimM . For
this purpose, the interplay between this dimension and the vector
space dimension of some related vector spaces with M are consid-
ered. We show that if M is a non-torsion finitely generated module
over a domain R, then dimR ≤ dimM . Moreover if dimR is finite,
then so is dimM .

1. Introduction

Throughout this paper all rings are commutative with identity and
all modules are unital. Let R be a ring. For a submodule N of an
R-module M , (N :M) is the ideal {r ∈ R | rM ⊆ N} of R. As usual,
(0 : M) is called the annihilator of M and denoted by Ann(M). A
proper submodule N of M is called a prime submodule if for r ∈ R,
m ∈ M , rm ∈ N implies that r ∈ (N : M) or m ∈ N . This class of
submodules has been extensively studied by several authors (see, for
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example, [3, 4]). It is well known that every maximal submodule of a
module is a prime submodule and so every finitely generated module
has a prime submodule. It is easily seen that if N is a prime (resp.
maximal) submodule of M , then (N : M) is a prime (resp. maximal)
ideal of R. Also, if N is a submodule of M such that (N : M) is
a maximal ideal of R, then N is a prime submodule of M . Thus
every proper subspace N of a vector space M over a field R is a prime
submodule of M .
The (Krull) dimension of a ring R, denoted by dim(R), was originally
defined to be the supremum of the lengths of all chains of prime ideals
in R. This dimension has been generalized from rings to modules in
several ways (see, for example, [1, 2]). Here, the dimension of a module
is considred as follows;

dimM = sup{n | N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nn}.
If this supremum dose not exist, then dim(M) is defined to be ∞. In
the rest of paper, the vector space dimension of a vector space M will
be denoted by vdim(M). It is easily seen that if M is a vector space
with vdim(M) = n, then dim(M) = n−1, since every prime submodule
of a vector space M is a prime submodule of M .
We know that if Ann(M) = m is a maximal ideal of R, then M/mM
is an R/m vector space. Using the structure of this vector space, we
obtain several properties for the chain of prime submodules of a finitely
generated module M and in particular the dimension of M .

2. Main results

It is well-known that any two basis of a vector space have the same
cardinal number [5, Theorem 1.12]. It may be compared with the fol-
lowing result for finitely generated modules:

Lemma 2.1. If M is a finitely generated R-module with Ann(M) = m
as a maximal ideal of R, then every minimal generating set has the
same cardinal number. In particular dimM = n − 1, where n is the
number of elements of a minimal generating set of M .

Of course the maximality of Ann(M) in the above lemma is essential.
For example, if R = Z12 and M = Z3 ⊕Z4, then M is a free R-module
with the basis {(1̄, 1̄)}. Moreover {(1̄, 0̄), (0̄, 1̄)} is a minimal generating
set of M . Thus Lemma 2.1 is not true because Ann(M) = {0̄} which
is not maximal in R.
We recall that if N is a prime submodule of an R-module M , then
(N : M) = p is a prime ideal of R. In this case, N is also called a
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p-prime submodule.
IfN is a prim submodule of an R-moduleM and S be a multiplicatively
closed subset of R, then S−1N is a prime submodule of S−1R-module of
fractions S−1M [3, Proposition 1]. In particular, there is a one-to-one
corresponding between the set of all prime submodules of M disjoint
from S and the set of all prime submodules of S−1R-module S−1M . Let
R be a domain and S−1R be the field of fractions of R. LetM be an R-
module and S−1M be the S−1R-vector space such that vdim(S−1M) =
n. It is clear that S−1R-vector space S−1M has a chain of the length
n of 0-prime submodules. Thus M has a chain of the length n of
prime submodules. On the other hand, let N0 ⊂ N1 ⊂ · · · ⊂ Nn be a
chain of 0-prime submodules of M . Since S = R − {0} and therefore
S ∩ (Ni : M) = ∅ for all 0 ≤ i ≤ n, by [3, Proposition 1], S−1N0 ⊂
S−1N1 ⊂ · · · ⊂ S−1Nn is a chain of prime submodule of S−1R-vector
space S−1M . Thus dim(S−1(M)) ≥ n which is a contradiction to the
given fact in the end of Introduction. It follows that there is not a
chain of the length n + 1 of 0-prime submodules in M . Thus we have
the following theorem:

Theorem 2.2. Let R be a domain with S−1R as the field of fractions
and let M be an R-module. If S−1M is an n-dimensional vector space
over S−1R, then M has a chain of the length n of 0-prime submodules
and has no any chain of 0-prime submodule of the length n+ 1.

Corollary 2.3. Let R be a domain, p a prime ideal of R and M an R-
module. If S−1(R/p) is the field of fractions of R/p and S−1(M/pM)
is an n-dimensional vector space over S−1(R/p), then M has a chain
of the length n of p-prime submodules and has no any chain of p-prime
submodule of the length n+ 1.

Let R be a local ring with only maximal ideal m and M/mM be an
n-dimensional R/m-vector space. If N1, · · · , Nk are distinct maximal
submodules of M , then for each 1 ≤ i ≤ n the ideal (Ni : M) is
maximal in R and so (Ni : M) = m. It implies (∩j

i=1Ni : M) =

∩j
i=1(Ni : M) = m for all 2 ≤ j ≤ k. Hence we have the chain

∩k
i=1Ni ⊂ ∩k−1

i=1Ni ⊂ · · · ⊂ N1 of distinct prime submodules of M . Now
since M/mM is an n-dimensional R/m-vector space, we have k ≤ n
by Corollary 2.3. Therefore we have the following.

Theorem 2.4. Let (R,m) be a local ring andM/mM be an n-dimensional
R/m-vector space. Then M has at most n distinct maximal submod-
ules.
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Corollary 2.5. Let (R,m) be a local ring and M an R-module gener-
ated by n elements. Then M has at most n distinct maximal submod-
ules.

Let M be an R-module. The torsion submodule of M , denoted
T (M), is the set {m ∈ M | rm = 0 for some 0 ̸= r ∈ R}. M is
called a torsion module if T (M) = M . In otherwise, we say that M
is non-torsion. If M is a non-torsion module over an integral domain
R, then it is easy to verify that T (M) is a 0-prime submodule of M .
Now if moreover we suppose thatM is finitely generated, then dimR ≤
dimM . Indeed, if 0 ⊂ p1 ⊂ p2 ⊂ · · · ⊂ pn is a chain of prime ideals of
R, then by [4, Theorem 3.8] there exist prime submodulesNi containing
T (M) such that (Ni :M) = pi for all 1 ≤ i ≤ n. Hence we have the the
chain T (M) ⊂ N0 ⊂ N1 ⊂ · · · ⊂ Nn of prime submodules. Therefore
dimR ≤ dimM . We show that if dimR is finite, then so is dimM . For
this purpose, first assume dimR = 0, i. e., R is a field. Thus M is a
finite dimensional vector space over R and so dimM = vdim(M)− 1,
as desired. Now suppose dimR = n > 0 and t is the cardinal number
of a minimal generating set of M . Thus by[5, Theorem 1.9 (3)], for
each prime ideal p of R, the vector space dimension of the vector space
S−1M/pM over R/p is at most t. Hence by Corollary 2.3, there is not
any chain of p-prime submodules of the length t + 1. Let N0 ⊂ N1 ⊂
· · · ⊂ Nk be a chain of prime submodules of M . Since dimR = n > 0.
Without loss of generality, assume that (N0 : M) = (N1 : M) = · · · =
(Ns0−1 : M) = p0. Thus by Corollary 2.3, s0 < t. By repeating this
process, there are at most n + 1 positive integers s0, · · · , sn such that
si < t for all 0 ≤ i ≤ n. Thus k = s0 + · · ·+ sn − 1 < (n+ 1)t− 1 and
so dimM < (n + 1)m − 1. We summarize these facts in the following
theorem:

Theorem 2.6. LetM be a finitely generated non-torsion module. Then
dimR ≤ dimM . Moreover, if dimR is finite, then so is dimM .
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Abstract. By a matrix majorization relationX ≺ℓs Y on the col-
lection Mnm of all n×n real matrices, we mean X = RY for some
n × n row substochastic matrix R. An operator T : Mnm → Mnm

is said to be a preserver (resp. strong preserver) of the relation ≺ℓs

on Mnm if X ≺ℓs Y implies that TX ≺ℓs TY (resp. if X ≺ℓs Y
if and only if TX ≺ℓs TY ). It is shown that if T : Mnm → Mnm

is surjective (not necessarily linear) strong preserver of ≺ℓs, then
T (0) = 0 and T is invertible.

1. Introduction

Throughout the paper, the notation Mnm is fixed for the space of
all n ×m real matrices; this is further abbreviated by Mn when m =
n. the space Mn1 of all n × 1 real vectors is denoted by the usual
notation Rn. An n×m matrix R = [rij] is called row stochastic (resp.
row substochastic) if rij ≥ 0 and Σm

k=1rik is equal (resp. at most equal)
to 1 for all i, j. By a matrix majorization relation X ≺ℓ Y (resp. X ≺ℓs

Y ) on the collection Mnm of all n× n real matrices, we mean X = RY
for some n×n row stochastic (resp. row substochastic) matrix R. Also,
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we define C(A) := {X ∈ Mnm : X ≺ℓs A}. For information on this
subject, we refer the reader to[1], [3], [4] and [5].

Next Section deals with nonlinear operators which strongly preserves
≺ℓs and, in particular, we will show that, invertibility of T and the con-
dition T (0) = 0 are necessary for surjective operators (not necessarily
linear) T to be a preserver of ≺ℓs . It is shown that [5] if m ≥ 2 and
if T : Mnm → Mnm is surjective strong preserver of ≺ℓ, then T − T (0)
is equivalent to a linear strong preserver of ≺ℓ . In the following , we
state some results from [5].

Definition 1.1. [5, Definition 1.2] Two strong preservers T and τ of
≺ℓ on Mnm are said to be equivalent, if TX ∼ τX for all X ∈Mnm.

Theorem 1.2. [5, Theorem 2.9] Let T : Mnm → Mnm be a strong
preserver of ≺ ℓ. Then T−T (0) is equivalent to a linear strong preserver
of ≺ℓ . In fact, there exists an invertible K ∈ Mm such that TX −
T (0) ∼ XK−1 for all X ∈Mnm.

Corollary 1.3. [5, Corollary 2.10] For a linear strong preserver T : Mnm →
Mnm there exists a permutation matrix P and an invertible matrix
L ∈Mm such that TX = PXL for all X ∈Mnm.

2. Main sections and results

In this section we study the structure of strong preserver T : Mnm →
Mnm of matrix majorization ≺ℓs which are not necessarily linear. We
will show that such mapping must be invertible and T (0) = 0. Let
throughout the rest of the paper, C(A) := {X ∈Mnm : X ≺ℓs A}.

Theorem 2.1. [2, Theorem 3.4] A linear operator T : Mnm → Mnm

strongly preserves the majorization relation ≺ℓs if and only if there
exists P and an invertible matrix L in Mm such that T (X) = PXL for
all X ∈Mnm.

Theorem 2.2. Let T : Mnm →Mnm be a (not necessarily linear) strong
preserver of ≺ℓs . Then the following assersions are true:

(1) Assume T is surjective. Then C(T (A)) = T (C(A)) for all
A ∈Mnm.

(2) Assume C(T (A)) = T (C(A)) for all A ∈Mnm. Then T (0) = 0.

Corollary 2.3. If T : Mnm →Mnm be a surjective strong preserver of
≺ℓs, then T (0) = 0.
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Theorem 2.4. Let T : Mnm → Mnm be an operator (not necessarily
linear) that is surjective and strongly preserves ≺ℓs . Then T is invert-
ible.
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Abstract. Let B(X ) be the algebra of all bounded linear opera-
tors on a Banach space X . In this lecture, we state some properties
of fixed points of sum and product of elements belonging to B(X ).
Moreover, we state some properties of the dimension of fixed points
of sum and product of such elements.

1. Introduction

Let B(X ) be the algebra of all bounded linear operators on a Banach
space X . Recall that x ∈ X is a fixed point of an operator T ∈ B(X),
whenever we have Tx = x. Denote by F (T ), the set of all fixed points
of T . It is clear that for an linear operator T , F (T ) is a vector space.
Denote by dimF (T ), the dimension of F (T ). The ordered pair (S, T )
is called a Banach operator pair if the set F (T ) is S-invariant, namely
S(F (T ) ⊆ F (T ).

In this lecture, we state some properties of fixed points of sum and
product of operators. Also, we state some properties of the dimension
of fixed points of such elements.
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1.1. Main Results.

Lemma 1.1. Let A,B ∈ B(X ). Then A = B if and only if dimF (AT ) =
dimF (BT ), for every T ∈ F1(X ).

Lemma 1.2. Let A ∈ B(X ). A ∈ C∗I if and only if dimF (AP ) = 0,
for every P ∈ P1(X ).

Lemma 1.3. Let A and B be non-scalar operators. If dimF (AP ) =
dimF (BP ), for every P ∈ P1(X ), then there exists an λ ∈ C \ {1}
such that B = λI + (1− λ)A.

Lemma 1.4. Let A and B be non-scalar operators. If dimF (AR) =
dimF (BR), for every R ∈ P1(X ) ∪N1(X ), then A = B.

Lemma 1.5. Let A,B ∈ B(X ) be non-scalar operators. If F (A+P ) =
F (B +P ), for every P ∈ P1(X ), then there exists an λ ∈ C \ {1} such
that B = λI + (1− λ)A.

Lemma 1.6. Let A,B ∈ B(X ). If F (A + R) = F (B + R), for every
R ∈ F1(X ), then A = B.

Lemma 1.7. Let A ∈ B(X ). A ∈ C∗I if and only if F (PAP ) = 0, for
every P ∈ P1(X ).

Lemma 1.8. Let A and B be non-scalar operators. If F (PAP ) =
F (PBP ), for every P ∈ P1(X ), then there exists an λ ∈ C \ {1} such
that B = λI + (1− λ)A.

Lemma 1.9. Let A,B ∈ B(X ) \ {0, I}. If F (RAR) = F (RBR), for
every R ∈ F1(X ), then A = B.

Theorem 1.10. Let A ∈ B(X ). If for any T ∈ B(X ), (A, T ) is a
Banach operator pair, then A is a scalar operator.
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Abstract. Let R be a unique factorization domain with identity
and F a free R-module of finite rank with the basis {f1, · · · , fm}.
Let G be a submodule of F generated by the set {g1, · · · , gk} and
A = (aij)m×k be the matrix of multipliers which describes the
elements gi (1 ≤ i ≤ k) as a linear combination of {f1, · · · , fm}.
We show that if detA ̸= 0, then [G : F ] = Rt in which t divides
detA.

1. Introduction

Let R be a commutative ring and M an R-module. Moreover, let N
be a submodule of M . The residual submodule of N by M is the ideal
[N :M ] = {r ∈ R | rM ⊆ N}. A submodule P of M is called a prime
submodule of M if whenever rm ∈ P , then r ∈ [P :M ] or m ∈ P (see,
for example, [2, 4]). It is easily seen that if P is a prime submodule
of M , then [P : M ] is a prime ideal of R. The radical of a submodule
N of M , denoted radN , is the intersection of all prime submodules of
N (see, for example, [2, 3, 5]). A challenging problem in recent years
has been to find a good description of the radical of a submodule over
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a commutative ring. A number of authors have tried to describe this
radical, either in terms of its elements, or as some sort of decomposition.
As for the former, most of the efforts were directed towards finding a
description similar to the well-known formula for the elements of the
radical of an ideal; namely, for an ideal I of a ring (commutative, with

identity)R, then
√
I = {r ∈ R | rn ∈ I for some n ∈ Z}. A method for

computing the radical of a submodule G of a free module F was given
in [3], using the symmetric algebra of F . Moreover, the radical and
the residual of submodules by a free module of rank at most 2 over a
unique factorization domain have been investigated in [4]. It has been
shown that if I ia an ideal of R and F is a free R-module F , then
[IF : F ] = I and rad IF =

√
IF [4, Proposition 2.2]. In general, if G is

a finitely generated submodule of a free R-module of finite rank, then
[radG : F ] =

√
[G : F ] [2, Theorem 3.8 and Proposition 5.3]. Thus the

computing of the radical of G depends on that of [G : F ], which was
the motivation of this work.

2. Main results

We start with a lemma which is used in the rest of paper frequently.
Some well-known elementary results from matrix theory over commu-
tative rings may be found in [1].

Lemma 2.1. Let R be a commutative ring and F be a free R-module
of finite rank with the basis {f1, · · · , fm}. Let G = Rg1+ · · ·+Rgk and
A = (aij)k×m in which aij (1 ≤ i ≤ k, 1 ≤ j ≤ m) are the multipliers
appeared in the linear combinations gi = ai1f1 + · · · + aimfm. Then
r ∈ [N : M ] if and only if there exists a matrix B = (bij)m×k with
entries in R such that BA = rIm×m.

Example 2.2. Let R = K[X, Y ] be a ring of polynomial rings in
variables X and Y over a field K and let F = R⊕R.

(1) IfG = R(X,Y )+R(Y,X), then by Lemma 2.1, A =

(
X Y
Y X

)
.

If r ∈ [G : F ], then there exist the elements b11, b12, b21, b22 ∈ R
such that (

b11 b12
b21 b22

) (
X Y
Y X

)
=

(
r 0
0 r

)
.

Therfore(
b11 b12
b21 b22

)
=

(
rX/(X2 − Y 2) −rY/(X2 − Y 2)
−rY/(X2 − Y 2) rX/(X2 − Y 2)

)
Now bij ∈ R (1 ≤ i, j ≤ 2) if and only if r ∈ R(X2 − Y 2).

Hence [G : F ] = R(X2−Y 2). Moreover, we have (X −Y )(X +
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Y ) ∈ [G : F ], but (X − Y ) /∈ [G : F ] and (X + Y ) /∈ [G : F ].
Thus [G : F ] is not a prime ideal of R and so G is not a prime
submodule of F . Furthermore, we have [G : F ] = R detA.

(2) If G = R(X, 0)+R(0, X), then by Lemma 2.1, A =

(
X 0
0 X

)
If r ∈ [G : F ], then there exist the elements b11, b12, b21, b22 ∈ R
such that (

b11 b12
b21 b22

) (
X 0
0 X

)
=

(
r 0
0 r

)
.

Therfore (
b11 b12
b21 b22

)
=

(
r/X 0
0 r/X

)
Now bij ∈ R (1 ≤ i, j ≤ 2) if and only if r ∈ RX. Hence

[G : F ] = RX. In this case, the generator X of [G : F ] divides
detA = X2.

Theorem 2.3. Let R, F , G and A be as in Lemma 2.1. Then detA ∈
[G : F ].

Proof. let cik = (−1)i+k detAki in which Aki is the (m−1)×(m−1) ma-
trix obtained by deleting the row k and the column i of A. Thus detA =∑m

i=1 aikcik. In other words, AC = (detA)I where C = (cik)m×m and
I is the identity matrix. Now by Lemma 2.1, detA ∈ [G : F ]. □
Theorem 2.4. Let R be a unique factorization domain. Let F , G and
A be as in Lemma 2.1 such that detA ̸= 0. Then there exists q ∈ R
such that q divides detA and [G : F ] = Rq.

Proof. By Theorem 2.3, there exists a matrix C = (cij)m×m with en-
tries in R such that AC = (detA)Im×m. Since detA ̸= 0, A is in-
vertible and in particular A−1 = (1/detA)C. Since R is a unique
factorization domain, every entry cij/ detA can be uniquely factor-
ized into irreducible elements c′ij/pij of R such that gcd(c′ij, pij) = 1.
Now let q = lcm{pij}mi,j=1. Then q divides detA. We claim that
[G : F ] = Rq. First assume that r ∈ [G : F ]. Hence by Lemma
2.1, there exists a matrix Dm×m such that DA = rIm×m. Thus D =
rA−1 = (r/ detA)C. It follows that rc′ij/pij ∈ R for all i, j = 1, · · · ,m.
Now since gcd(c′ij, pij) = 1, pij | r for all i, j = 1, · · · ,m and so q | r, i.
e., r ∈ Rq. Hence we have, [G : F ] ⊆ Rq. For the reverse containment,
let r ∈ Rq. Then there is s ∈ R such that r = sq and for all i, j,
pij | q. Therefore, rcij/ detA = sqc′ij/pij ∈ R. Now by considering
D = (r/ detA)C, we have

DA = (r/ detA)CA = (r/ detA)(detA)Im×m = rIm×m.
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Thus by Lemma 2.1, r ∈ [G : F ]. Hence [G : F ] = Rq. □
Theorem 2.5. Let R be a domain, F be a free module of finite rank m
and G = Rg1 + · · · + Rgk be a submodule of F such that k ≤ m. Then
[G : F ] = 0.

Proof. Let RS and GS be the ring of fractions of R and the module of
fractions of G respectively. The generating set {g1/1, · · · , gk/1} for the
RS-vector space GS is contained in a basis for GS. Thus dimRS

GS ≤ k
and so dimRS

GS < dimRS
FS. Hence we have GS ̸= FS. Now assume

that {f1, · · · , fm} is a basis for the R-module F . It is easily seen that
(ai)S ∩GS = 0 for each 1 ≤ i ≤ n. Hence we have

[G : F ] = ∩m
i=1[G : ai] = 0.

□
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Abstract. Discretizing a linear parabolic differential equation
leads to a linear system of equations. The behavior of this ma-
trix plays an important role to analysis of stability and conver-
gence. Due to this, in this paper, using the WEB-spline Finite
Element Method (WEBFEM), a two dimensional linear parabolic
differential equation is discretized. Then, the perturbation analy-
sis of the obtained matrix from the linear system of equations is
provided. These results show that, the condition number of this
matrix leads to infinite, as discretization is refined. Finally, three
theorems about the right, left and general perturbation are given.

1. Introduction

Let us consider the parabolic problem of the form

ut = ∇. (D(x, y)∇u)− λ(x, y)u+ F (x, y) ((x, y), t) ∈ Ω× (t0, T )
u(x, y, t) = 0 (x, y) ∈ ∂Ω, t ∈ (t0, T )

u(x, y, t0) = ϕ(x, y) (x, y) ∈ Ω ⊂ R2,
(1.1)
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where Ω is a bounded domain in R2 with piecewise smooth boundary
∂Ω, the diffusion coefficient D is known continuous function, λ and

F belong to H0(Ω) =

{
v = v(x, y, t) :

∫
Ω

v2dΩ < +∞
}

and satisfy the

following conditions

0 < d0 ⩽ D ⩽ d1, 0 < λ1 ⩽ λ ⩽ λ2 , (1.2)

for fixed real numbers λ1, λ2, d0 and d1. According to these conditions
the parabolic problem (1.1) has a unique solution [1]. The main purpose
of this paper is perturbation analysis of a linear system of equation
obtained from discretizing the problem (1.1) using WEBFEM. This
method that developed by Klaus Hollig [2, 3], uses regular grids and
R-functions to establish basis functions, then build a system through
Galerkin’s method [2]. In next section, this process, is given in brief.
After that in section 3, the perturbation analysis of obtained linear
system is provided.

2. Mathematical formulation

The WEBFEM is based on applying the weighted extended bivari-
ate B-spline (WEB-spline) basis in the finite element method as basis
functions. B-spline tensor product is an extension of B-spline in higher
dimensions. So, in order to make a bivariate B-spline of degree n, bnk,h,
one dimensional B-spline tensor product is used as follows

bnk,h(x, y) = bnk1,h(x)⊗ bnk2,h(y), k = (k1, k2) ∈ K,

where bnℓ,h(x) = bn(x/h − ℓ) is one dimensional B-spline, the set K
includes all k indices in such a way that for some x ∈ Ω, bnk,h ̸= 0 and h
is increment of variables x and y. In addition, the support of bivariate
B-spline basis is given by [k1, k1 + n + 1]h × [k2, k2 + n + 1]h . The
WEB-spline, Bi, after some computations is obtained as

Bi =
ω

ω(xi)
(bi +

∑
j∈J

eijbj), (bk = bnk,h),

where ω(x) is a weight function which is determined by using the
Rvachev method (or R-function). For more details, see [2, 3].
To obtain an approximate solution of problem (1.1), using the for-
ward finite difference method in a discretizing process with step size
∆t = T−t0

n
(for arbitrarily n ∈ N), the problem (1.1) is reduced to a

system of linear elliptic problems of the form

−∇. (D(x, y)∇ui)−
(
λ(x, y) + 1

∆t

)
ui = F (x, y) + 1

∆t
ui−1 (x, y) ∈ Ω

ui(x, y) = 0 (x, y) ∈ ∂Ω,
(2.1)
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where ui is the approximated value of u(x, y, ti) for ti = t0 + i∆t,
i = 1, 2, . . . , n and u0 = ϕ(x, y). To approximate the solution ui, i =
1, 2, . . . , n, the WEBFEM is used for each equation in (2.1). For this

purpose, put ui ≃
∑N

j=1 c
(i)
j Bj(x, y) where c

(i)
j , are unknown parameters

that should be derived. Solving the following linear system of equation,
these unknown parameters are determined

AC(i) = B(i),(
B(i)

)
j
=
∫
Ω

(F (x, y) + 1
∆tui−1(x, y))Bj(x, y)dΩ,

(
C(i)

)
j
= c

(i)
j

(A)j,k =
∫
Ω

(D(x, y)∇Bj(x, y).∇Bk(x, y)) dΩ−
∫
Ω

(λ(x, y) + 1
∆t )Bj(x, y)Bk(x, y)dΩ.

(2.2)

3. Perturbation analysis

Theorem 3.1. Consider the coefficient matrix A and suppose that the
provided assumptions in (1.2) are satisfied. Then

Cond(A) ≍ (d1 + λ2)∆t+ 1

(d0 + λ1)∆t+ 1
h−2.

Proof. The coefficient matrix A is symmetric. Thus, the condition
number A is obtained from the quotient of the largest and smallest
eigenvalue. To determine these two eigenvalues, the Rayleigh quotient

r(C(i)) =
C(i)tAC(i)

C(i)tC(i)
,

should be maximized and minimized [2]. Since, ui ≃
N∑
j=1

c
(i)
j Bj, we

obtain

r(C(i)) =

∫
Ω
D(x, y) ∥∇ui∥

2
dΩ +

∫
Ω

(
λ(x, y) + 1

∆t

)
|ui|2dΩ

∥C(i)∥2
.

The upper bound is determind as∫
Ω

D(x, y) ∥∇ui∥2dΩ+

∫
Ω

(
λ(x, y) +

1

∆t

)
|ui|2dΩ ⩽ d1 ∥ui∥21 +

(
λ2 +

1

∆t

)
∥ui∥21 ,

where ∥ . ∥1 is the norm on H1,0(Ω). Then by the Bernstein inequlity
(see [2]), we obtain∫

Ω

D(x, y) ∥∇ui∥2dΩ+

∫
Ω

(
λ(x, y) +

1

∆t

)
|ui|2dΩ

⩽
(
d1h

−2hm +

(
λ2 +

1

∆t

)
h−2hm

)∥∥∥C(i)
∥∥∥2,
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where m is the degree of WEB-splines. Thus

r(C(i)) ⩽
(
d1h

−2hm +

(
λ2 +

1

∆t

)
h−2hm

)
.

On the other hand, by the Poincare-Friedrichs inequality (see [2]), the
lower bound is determined as∫
Ω

D(x, y) ∥∇ui∥2dΩ+

∫
Ω

(
λ(x, y) +

1

∆t

)
|ui|2dΩ ⩾ d0 ∥ui∥20 +

(
λ1 +

1

∆t

)
∥ui∥20 ,

where ∥ . ∥0 is the norm on H0(Ω). Then by [2, 3], we obtain∫
Ω

D(x, y) ∥∇ui∥2 +
∫
Ω

(
λ(x, y) +

1

∆t

)
|ui|2dΩ ⩾

(
d0h

m +

(
λ1 +

1

∆t

)
hm

)∥∥∥C(i)
∥∥∥2.

Thus

r(C(i)) ⩾
(
d0h

m +

(
λ1 +

1

∆t

)
hm
)
.

This, with the above estimate, implies the proof. □
So we have three following theorems.

Theorem 3.2. Right Perturbation Theorem Let δC(i) and δB(i) be
the perturbation of C(i) and B(i) in the (2.2), respectively. Also, A is
assumed to be nonsingular and B(i) ̸= 0. Then

((d0 + λ1)∆t+ 1)
∥∥δB(i)

∥∥
((d1 + λ2)∆t+ 1)

∥∥B(i)
∥∥ h2 ⩽

∥∥δC(i)
∥∥∥∥C(i)
∥∥ ⩽

((d1 + λ2)∆t+ 1)
∥∥δB(i)

∥∥
((d0 + λ1)∆t+ 1)

∥∥B(i)
∥∥ h−2.

Theorem 3.3. Left Perturbation Theorem Let A be nonsingular and
B(i) ̸= 0. Suppose that δA and δC(i) are the perturbation of A and C(i)

in the (2.2), respectively. Then∥∥δC(i)
∥∥∥∥C(i)
∥∥ ⩽

(
((d1 + λ2)∆t+ 1) ∥δA∥
((d0 + λ1)∆t+ 1) ∥A∥

h−2

)
/

(
1− ((d1 + λ2)∆t+ 1) ∥δA∥

((d0 + λ1)∆t+ 1) ∥A∥
h−2

)
.

Theorem 3.4. General Perturbation Theorem Let A be nonsingular,
B(i) ̸= 0 and ∥δA∥ < 1

∥A−1∥ . Then∥∥δC(i)
∥∥∥∥C(i)
∥∥ ⩽

 ((d1 + λ2)∆t+ 1)

h2 ((d0 + λ1)∆t+ 1)− ((d1 + λ2)∆t+ 1) ∥δA∥
∥A∥

(∥δA∥
∥A∥

+

∥∥δB(i)
∥∥∥∥B(i)
∥∥
)
.

References

1. Friedman, A.: Partial Differential Equations of Parabolic Type, Prentice-Hall,
Englewood Cliffs, N. J., (1964).

2. Hollig, K.: Finite Element Methods with B-splines, SIAM, Philadelphia, (2003).
3. Zakeri, A., Salehi Shayegan, A. H.: Gradient WEB-spline finite element method

for solving two-dimensional quasilinear elliptic problems, Applied Mathematical
Modelling, 38, 775–783 (2014).

196



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

AN ITERATIVE METHOD BASED ON DIAGONAL
DOMINANCE FOR SOLVING SYSTEMS OF LINEAR

EQUATIONS

JAMSHID SAEIDIAN ∗

Faculty of Mathematical Sciences and Computer, Kharazmi University, No. 50,
Taleghani Avenue, Tehran, Iran.

j.saeidian@khu.ac.ir

Abstract. A system of linear equations, Ax = b, is rewritten in
an equivalent form x = Gx + c, where G is a diagonal dominant
matrix thanks to a control parameter α. Then a homotopy based
method is applied for solving this new system where G plays the
role of an iterative matrix. We discuss the properties of G and
present a sufficient condition for the general method to be conver-
gent.

1. Introduction

The system of linear equations Ax = b, is probably the most im-
portant problem which has led matrix analysis and its variants to its
current status. Most phenomena in various fields culminate in the so-
lution of a system of linear equations. It is the spring board for most
of modern concepts in advanced matrix analysis.

The solution strategies for the system Ax = b, could be classified
mainly as direct methods and iterative ones. Direct methods are mostly
classic techniques which are only applicable when relatively small size
problems are under consideration. But for large systems which are
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most appealing ones in applied sciences, an iterative method would be
of more interest [1]. In this work we aim to present a new technique to
handle a nonsingular system of linear equations. A ”control parameter”
is used to rewrite the system Ax = b in an equivalent form which can be
solved by an iterative technique. One can choose the control parameter
in a way that the iterative matrix gets a diagonally dominant structure.
Under some conditions the approach will lead us to the desired solution.

2. The basic idea

Consider a system of linear equations, Ax = b, where A is a non-
singular matrix of size n and x, b ∈ Rn. Without loss of generality we
can assume that A has nonzero diagonal elements. If DA denotes the
diagonal matrix consisting of diagonal elements of A, then D−1

A is well-
defined. We use a control parameter, real and nonzero number α, to
define Aα = A−αDA. Employing this notation we can rewrite the sys-

tem Ax = b in an equivalent form x = Gx + c, where G =
−1

α
D−1

A Aα

and c =
1

α
D−1

A b. According to column elements of A we define the

scalar M to be

M := max
1≤j≤n

n∑
i ̸=j

|aij
aii

|.

Lemma 2.1. If α is chosen to satisfy |α−1| > M then matrix G would
be a strictly column diagonally dominant matrix.

Remark 2.2. A similar argument to the preceding one could be stated
for the row elements which leads to a row diagonally dominant matrix.

2.1. Solving x = Gx + c. We solve the system x = Gx + c using a
homotopy based method. We define the following homotopy equation

Gx− qx+ c = 0, (2.1)

where q ∈ [0, 1] is a homotopy parameter. Thus for every q ∈ [0, 1], we
have a system of linear equations whose solution is dependent upon q.
When q = 0 the system is the trivial case Gx = −c, in the case q = 1
system (2.1) will be equivalent to the original system under study.
Now, if we assume that the solution to (2.1) could be represented as
an infinite series in the form

x = x(◦) + x(1)q + x(2)q2 + x(3)q3 + · · · , (2.2)

then substituting series (2.2) in (2.1) we would have

G(x(◦) + x(1)q + x(2)q2 + · · · )− q(x(◦) + x(1)q + · · · ) + c = 0. (2.3)
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This holds for all q ∈ [0, 1], so we have

Gx(◦) = −c,
Gx(1) = x(◦),
Gx(k) = x(k−1), k ≥ 2.

(2.4)

Each of the above systems could be solved by a classic iterative
method like Gauss-Seidel or Jacobi or it can be treated by LU de-
composition method (a direct method), and it would be an easy task
because G is a diagonally dominant matrix.

Each system has a unique solution, which, from a theoretical point
of view, are:

x(◦) = −G−1c,
x(1) = G−1x(◦) = −(G−1)2c,
x(k) = G−1x(k−1) = −(G−1)k+1c, k ≥ 2.

(2.5)

Now the series solution, according to q = 1, would be

x = x(◦) + x(1) + x(2) + x(3) + · · · ,
= −(G−1 +G−2 + · · · )c, (2.6)

and under the assumption ρ(G−1) < 1 the above series converges to

= c− (I −G−1)−1c. (2.7)

Theorem 2.3. The solution (2.7) is a solution to the original system
Ax = b.

2.2. Algorithm. Although, yet, we have not any factual values for the
auxiliary parameter α and only have a coarse limitation (|α−1| > M),
we can put the technique in an algorithm.

Algorithm 1

Input: Matrix A, Vector b, N
Output: Vector x

1: {Step 1} Define M := max
1≤j≤n

n∑
i̸=j

|aij
aii

|, Choose α

2: {Step 2} Define Aα := A− αDA, G :=
−1

α
D−1

A Aα, c :=
1

α
D−1

A b

3: {Step 3} Solve Gx(◦) = −c
4: for k = 1 to N do
5: Solve Gx(k) = x(k−1)

6: end for
7: {Step 4} Put x := x(◦) + x(1) + x(2) + · · ·+ x(N)
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3. Properties of the iterative matrix

For the following properties we accept that |α− 1| > M .

Lemma 3.1. ∥G∥1 ≤ 2|α−1
α

|.

Lemma 3.2. If α < −M + 1 then ∥G−1∥1 > M−1
2M

.

Lemma 3.3. If α > M + 1 then ρ(G) < 2.

Lemma 3.4. The eigenvalues of G have positive real parts.

Lemma 3.5. If A happens to be a symmetric matrix with equal diag-
onal elements then G would be a positive definite matrix.

4. Convergence discussion

For the method to be convergent one has to find suitable values of
α. According to Section 2 these values belong to the following set:

Λ := {α : |α− 1| > M and ρ(G−1) < 1}. (4.1)

If the set Λ is empty then the approach will fail. So the question of
convergence can be rephrased as follows:
Is the set Λ nonempty? if so how could one specify a member of it?
We use the concept of minimal Gerschgorin disks [2] to provide a suffi-
cient condition for convergence. According to the weighted Gerschgorin
disk, we have the following inequality for any eigenvalue of G:

|λG − α− 1

α
| ≤ 1

|α|
max
1≤j≤n

n∑
i̸=j

|aij|
|aii|

xj
xi
, (4.2)

where xi > 0 for i = 1, . . . , n. Now we define L to be the minimal radii
for such discs, which would be the solution to the minmax problem:

L := min
x1,...,xn>0

{max
1≤j≤n

n∑
i̸=j

|aij|
|aii|

xj
xi
}. (4.3)

Theorem 4.1. For any eigenvalue of G we have |λG| ≥
|α− 1| − L

|α|
.

Corollary 4.2. If L < 1 and α < 0 then ρ(G−1) < 1, which means
that the set Λ is not empty.
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Abstract. In [2015, Joint higher rank numerical range of Pauli
group, Linear and Multilinear Algebra, 63(3), 439-454], authors
showed that joint higher rank numerical range of triple of Pauli
group elements is often convex, and characterized it exactly in the
case that it is convex. In this talk, I completely characterize joint
higher rank numerical range of triple of Pauli group elements when
it is a nonconvex set.

1. Introduction

For 1 ≤ k < n joint rank−k numerical range of A1, . . . , Am ∈ Mn is
defined by

Λk (A1, . . . , Am)
= {(λ1, . . . , λm) : ∃U ∈Mk,n, UU

∗ = Ik, ∀j, UAjU
∗ = λjIk} .

In the 9th workshop on “Numerical Ranges and Numerical Radii”,
scholars presented some open problems [2] of this set, showing their
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interest in characterizing it for m−tuple of elements of N−qubit Pauli
group. This group is defined by GN =

∪
s∈{±1,±i}

sPN , where

PN = {P1 ⊗ · · · ⊗ PN : N ∈ N, P1, . . . , PN ∈ {I,X, Y, Z}}
and I ∈M2 is identity and X,Y, Z are famous Pauli matrices:

X =

[
0 1
1 0

]
, Y =

[
0 −i
i 0

]
, Z =

[
1 0
0 −1

]
.

Throughout our paper, the following notations will be fixed:
Let N ∈ N, n = 2N , and In be Identity matrix of size n− by−n. Define
I1 = [1] ,

Pn =

{
{P1, . . . , Pm} : ∀i∃ U

unitary
∈ Mn, U

∗PiU ∈ PN ; ∀i ̸= j, PiPj = ±PjPi

}
,

and consider {P,Q,R} ∈ Pn.
Mousavi and Salemi [3] recently showed that Λk (P,Q,R) ,where k ≤ n

2
,

often is convex except probably in the case with the following assump-
tions:

(∗) PQR = ±iIn, PQ = −QP,RP = −PR,RQ = −QR,
and derived an approximation in this case:

Theorem 1.1. [3, Theorem 3.4(i1), Corollary 3.5(I)] Let P,Q,R sat-
isfies in (*) and k ≤ n

2
. Then

Λn
2
(P,Q,R) = {(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 = 1} ,

conv (Λk (P,Q,R)) = {(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 ≤ 1} ,
where conv (S) is the convex hull of the set S.

From other point of view, we [1] tried to improve this approximation:

Theorem 1.2. [1, Theorem 2.1(e),Theorem 3.7(e)] Let P,Q,R satisfies
in (*) and k ≤ n

2
. Then

(a) (P,Q,R) is simultaneously unitarily similar to(
Z ⊗ In

2
, X ⊗ In

2
,±Y ⊗ In

2

)
.

(b) If k ≤ n
4
, then

Λk (P,Q,R) =
{
(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 ≤ 1

}
.

Otherwise

{(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 = 1} ⊂
Λk (P,Q,R) ⊂
{(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 ≤ 1} .
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Now, in this paper, I complete previous statements by proving the
following theorem:

Theorem 1.3. Let P,Q,R satisfies in (*) and k ∈
[
n
4
+ 1, n

2

]
. Then

Λk (P,Q,R) =
{
(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 = 1

}
.

2. Main sections and results

Proof of Theorem 1.3.
(ad absurdum) Let (a, b, c) ∈ Λk (P,Q,R) and a

2 + b2 + c2 < 1. Using
Theorem 1.2(a), there exists matrix W ∈Mk,n such that

W
(
I ⊗ In

2

)
W ∗ = Ik,

W
(
Z ⊗ In

2

)
W ∗ = aIk,

W
(
X ⊗ In

2

)
W ∗ = bIk,

W
(
Y ⊗ In

2

)
W ∗ = cIk.

Now consider W = [A,B] that A,B ∈Mk,n
2
. Then

(∗∗) :


AA∗ = 1+a

2
Ik,

BB∗ = 1−a
2
Ik,

BA∗ = b−ic
2
Ik,

AB∗ = b+ic
2
Ik.

By singular value decomposition, we see that there exist unitary ma-
trices VA, VB ∈Mk,WA,WB ∈Mn

2
such that

A = VA

[ √
1+a
2
Ik 0k,n

2
−k

]
WA,

B = VB

[ √
1−a
2
Ik 0k,n

2
−k

]
WB.

Therefore (**) implies that

VA

[ √
1+a
2
Ik 0k,n

2
−k

]
WAW

∗
B

[ √
1−a
2
Ik

0n
2
−k,k

]
V ∗
B = AB∗ =

b+ ic

2
Ik

i.e. [ √
1+a
2
Ik 0k,n

2
−k

]
W

[ √
1−a
2
Ik

0n
2
−k,k

]
=
b+ ic

2
Ik

where W =WAW
∗
B.

Now assume that W =

[
C D
E F

]
, hence√

1 + a

2

[
C D

] [ √1−a
2
Ik

0n
2
−k,k

]
=
b+ ic

2
Ik.
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Which implies that C = b+ic√
1−a2

Ik.

Furthermore WW ∗ = In
2
implies that[

b2+c2

1−a2
Ik +DD∗ DF ∗

FD∗ EE∗ + FF ∗

]
=

[
C D
E F

] [
C E∗

D∗ F ∗

]
=

[
Ik 0
0 In

2
−k

]
.

Therefore DD∗ = 1−a2−b2−c2

1−a2
Ik, which is contradiction because

rank (DD∗) ≤ min {rank (D) , rank (D∗)} ≤ n

2
− k < k.
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Abstract. In this note we consider an application of the powers
of a square matrix of order two to solve Pell’s equation x2−Dy2 = 1
(x, y ∈ Z), where D > 1 is an integer which is not perfect square.

1. Introduction

Pell’s equation
x2 −Dy2 = 1, (1.1)

where D > 1 is an integer which is not perfect square, is one of the
most important quadratic Diophantine equations. While the pair (1, 0)
is an obvious solution of (1.1), it is known (see for example [2]) that it
has always a non-trivial solution, which is different from (1, 0). Because
solutions can be arranged in sets of four by combinations of signs ±x
and ±y, all solutions will be known once all positive solutions have
been. In this note we explain a method to generate all solutions of the
Pell’s equation when we have just the smallest non-trivial solution. As
the working engine of the method we explain here, the following result
from Matrix theory (see for example [1]) is required.
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Proposition 1.1. Assume that M is a square matrix of order two with
complex elements, and let λ1 and λ2 be its eigenvalues.

(1) If λ1 ̸= λ2, then for each integer n ⩾ 1 one has

Mn = λn1Λ2 + λn2Λ1,

with Λ1 = λ′(M − λ1I2), Λ2 = λ′(M − λ2I2) and λ
′ = 1

λ1−λ2
.

(2) If λ1 = λ2 = λ, then for each integer n ⩾ 1 one has

Mn = λnI2 + nλn−1(M − λI2).

2. Pell’s equation

D (x1, y1) D (x1, y1) D (x1, y1) D (x1, y1)
2 (3,2) 6 (5,2) 10 (19,6) 13 (649, 180)
3 (2,1) 7 (8,3) 11 (10,3) 14 (15,4)
5 (9,4) 8 (3,1) 12 (7,2) 15 (4,1)

We let Sol(D) be the set of all positive integers to the equation (1.1),
and for given positive integers x and y we define

M(x,y) =

[
x Dy
y x

]
.

Hence (x, y) ∈ Sol(D) if and only if detM(x,y) = 1. By simple com-
putation we get M(x,y)M(u,v) = M(xu+Dyv,xv+yu), and this implies the
following important property.

If (x, y), (u, v) ∈ Sol(D) then (xu+Dyv, xv + yu) ∈ Sol(D). (2.1)

By repeated utilization of (2.1) we deduce that for each integer n ⩾ 1
we have (xn, yn) ∈ Sol(D) where the sequences xn and yn are defined
by [

xn Dyn
yn xn

]
=Mn

(x1,y1)
,

and (x1, y1) is the fundamental solution to (1.1). While by considering
the identityMn+1

(x1,y1)
=M(x1,y1)M

n
(x1,y1)

one may describe xn and yn by a

recursive system, Proposition 1.1 allows us to obtain explicit formulae
for xn and yn in terms of x1, y1 and n.

The characteristic equation of M(x1,y1) is λ
2 − 2x1λ + 1 = 0, and it

has the solutions λ1,2 = x1 ±
√
x21 − 1 = x1 ± y1

√
D, since we have

x21 −Dy21 = 1. Now, we apply Proposition 1.1 to compute Mn
(x1,y1)

and
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consequently xn and yn. We obtain

xn =
1

2

((
x1 + y1

√
D
)n

+
(
x1 − y1

√
D
)n)

=
∑

0⩽k⩽n
2

(
n

2k

)
xn−2k
1 y2k1 D

k, (2.2)

and

yn =
1

2
√
D

((
x1 + y1

√
D
)n

−
(
x1 − y1

√
D
)n)

=
∑

1⩽k⩽n+1
2

(
n

2k − 1

)
xn−2k+1
1 y2k−1

1 Dk−1, (2.3)

for n ⩾ 1. This is valid for n = 0 admitting the trivial solution
(x0, y0) = (1, 0). The following result guarantees that the above men-
tioned solutions are all solutions to (1.1).

Theorem 2.1. We have Sol(D) = {(xn, yn) | n ⩾ 0}.

Example 2.2. We find all solutions to the equation x2 − 7y2 = 1. We
have (x1, y1) = (8, 3), and hence, by using (2.2) and (2.3) we get

xn =
∑

0⩽k⩽n
2

(
n

2k

)
8n−2k32k7k,

and

yn =
∑

1⩽k⩽n+1
2

(
n

2k − 1

)
8n−2k+132k−17k−1.

By computation, some first values of (xn, yn) are as follows.

x0 = 1 y0 = 0 x5 = 514088 y5 = 194307
x1 = 8 y1 = 3 x6 = 8193151 y6 = 3096720
x2 = 127 y2 = 48 x7 = 130576328 y7 = 49353213
x3 = 2024 y3 = 765 x8 = 2081028097 y8 = 786554688
x4 = 32257 y4 = 12192 x9 = 33165873224 y9 = 12535521795

3. Some remarks on the the fundamental solutions

g := x1 + y1
√
D,

then g = λ1 and g−1 = x1 − y1
√
D = λ2, and we can rewrite (2.2) and

(2.3) as xn = 1
2
(gn + g−n) and yn = 1

2
√
D
(gn − g−n) for each n ⩾ 0.
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Since x2n − Dy2n = 1 we obtain xn >
√
Dyn > yn and g > g−1 > 0.

Hence, as n→ ∞ we imply that

xn ∼ 1

2
gn, and yn ∼ 1

2
√
D
gn.

Consequently xn

yn
∼

√
D. This observation leads us to propose the

question of finding the asymptotic behaviour of the square-mean value

1

X

∑
1⩽n⩽X

(
xn
yn

−
√
D

)2

as X → ∞.

We end this note by proposing another question, asking the asymptotic
size of the average of the fundamental solutions x1 and y1. Regarding
to this question, it is known [4] that

g

2
< x1 <

g

2
+

1

4
√
D
, and

g

2
√
D

− 1

4D
< y1 <

g

2
√
D
.

Moreover, it is known [3, 4] that log(2
√
D) < log g <

√
D (2 + log(4D)).

Therefore, we obtain

√
D < x1 <

(4D)
√
De2

√
D

2
+

1

4
√
D
, and 1 ⩽ y1 <

(4D)
√
De2

√
D

2
√
D

.

Now, we let x1 = x1(D) and y1 = y1(D) be the fundamental solution
to (1.1) and we ask about the asymptotic behaviour of the averages

1

X

∑
D⩽X√
D/∈N

x1(D) and
1

X

∑
D⩽X√
D/∈N

y1(D) as X → ∞.
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approach), Birkhäuser–Springer (2014).

2. Baker, A.: A Comprehensive Course in Number Theory, Cambridge (2012).
3. Hua, L.-K.: On the least solution to Pell’s equation, Bull. Amer. Math. Soc. 48

(1942), 731–735.
4. Lenstra, H. W., Jr.: Solving the Pell Equation, Notices of the Amer. Math. Soc.

49(2) (2002), 182–192.

208



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

PRESERVERS OF 2-MAJORIZATION ON R2

FARZAD FATEHI2

1 Kerman Graduate Universtity of Advanced Technology, Haftbagh boulevard,
Kerman, P. O. Box 117-76315, Iran;

m.jamshidi@kgut.ac.ir

2 Department of Mathematics, Shahid Bahonar University of Kerman, 22
Bahman boulevard, Kerman, P. O. Box 76169-133, Iran.

farzadfatehi1989@gmail.com

Abstract. Majorization is a basic concept in matrix theory that
has found applications in numerous settings over the past century.
In this article we introduce the definition of 2-majorization. We
find all linear transformations from, R2 to R2 that preserve 2-
majorization.

1. Introduction

Majorization is one of the interesting concepts in linear algebra
and there are important researches on linear transformations that pre-
serve majorization. Majorization is a powerful, easy-to-use and flexible
mathematical tool which can be applied to a wide variety of problems
in quantum mechanics. An important problem in quantum informa-
tion theory is the mathematical characterization of the phenomenon of
quantum catalysis: when can the surrounding entanglement be used to
perform transformations of a jointly held quantum state under LOCC
(local operations and classical communication)? Mathematically, the
answers to this question is given by trumping and specially power ma-
jorization [1, 2].

2010 Mathematics Subject Classification. 15A04, 15A21.
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Here we consider Rn as the vector space of all real 1×n vectors. Let
x = (x1, . . . , xn) ∈ Rn, and let x↓ = (x↓1, x

↓
2, . . . , x

↓
n) ∈ Rn be the vector

consisting elements of x reordered such that

x↓1 ≥ x↓2 ≥ ... ≥ x↓n.

Let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn. We say x majorized by
y, x ≺ y, if

k∑
i=1

x↓i ≤
k∑

i=1

y↓i , 1 ≤ k ≤ n

with the equality when k = d.[?]
Let x and y be two quantum state with Schmidt decomposition x =∑n
i=1

√
xiai ⊗ bi and y =

∑n
i=1

√
yici ⊗ di. Nielsen in [3] proved that

we can LOCC-transform x into y if and only if x ≺ y. There are states
x can not be LOCC-transformed into y (i.e. x ⊀ y), but with the
help of a catalyst state z ∈ Rn, the transformation x ⊗ z → y ⊗ z
becomes possible (i.e. x ⊗ z ≺ y ⊗ z). Mathematically, if x ⊀ y, but
x⊗z ≺ y⊗z, for some z ∈ Rn, then we say that x is trumped by y and
write x ≺T y. In [2, Theorem 2.1.], the authors explore the connections
between trumping and power majorization.

Definition 1.1. Let x and y be vectors of non-negative components.
We say x is power majorized by y, x ≺p y, if x

p
1 + xp2 + ... + xpn ≤

yp1 + yp2 + ...+ ypn for all p ≥ 1, p ≤ 0 and the inequality switches when
0 ≤ p ≤ 1.

2. 2-majorizations and their linear preservers on R2

In this section we introduce the concept of r-majorization for a con-
stant r ∈ R . Actually we define a similar definition to power majoriza-
tion and instead having all p ∈ R just using a constant real number r
and adding another condition, precisely as the following:

Definition 2.1. Let x and y be vectors of non-negative components
and r ∈ R. We say x is r-majorized by y, denoted by x ≺r y in the
following way:

a) If r ≥ 1, r ≤ 0,
∑k

i=1 x
r
i ≤

∑k
i=1 y

r
i , for 1 ≤ k ≤ n

b) If 0 ≤ r ≤ 1,
∑k

i=1 x
r
i ≤

∑k
i=1 y

r
i , for 1 ≤ k ≤ n.

We imidiately have the following lemma.

Lemma 2.2. If x ≺r y for every r ∈ R, then x ≺P y.

We may extend the definition of 2-majorization to real vectors.
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Definition 2.3. Let x and y be real vectors. We say x is 2-majorized
by y, denoted by x ≺2 y if

∑k
i=1 x

r
i ≤

∑k
i=1 y

r
i , for 1 ≤ k ≤ n.

Now we have the following Lemma.

Lemma 2.4. Let T : R2 → R2 be a linear preserver of ≺2, with the

matrix presentation T =

(
a b
c d

)
. Then (b, d) ≺2 (a, c).

Proof. We know (0,
√
x2 + y2) ≺2 (x, y), for every x, y ∈ R that emplies

(b
√
x2 + y2, d

√
x2 + y2) ≺2 (ax+ by, cx+ dy). Hence we have

b2(x2 + y2) ≤ (ax+ by)2

and

b2(x2 + y2) + d2(x2 + y2) ≤ (ax+ by)2 + (cx+ dy)2

which are equivalent to

b2x2 ≤ a2x2 + 2abxy, (2.1)

and

(b2 + d2)x2 ≤ (a2 + c2)x2 + (2ab+ 2cd)xy. (2.2)

Since x and y are arbitrary we may choose y = 0 , hence we have
the relations b2x2 ≤ a2x2 and (b2 + d2)x2 ≤ (a2 + c2)x2 which emply
b2 ≤ a2 and b2 + d2 ≤ a2 + c2. □
Theorem 2.5. If T : R2 → R2 is a linear preserver of ≺2, then

T =

(
a 0
0 d

)
, d, a ∈ R and d2 ≤ a2 or T =

(
a 0
c 0

)
, a, c ∈ R.

Proof. Let the matrix presentation of T be

T =

(
a b
c d

)
.

Hence in (2.1) and (2.2), we may choose x = ky , where k ∈ R,
consquently we have

b2(ky)2 ≤ a2(ky)2 + 2ab(ky)y

and

(b2 + d2)(ky)2 ≤ (a2 + c2)(ky)2 + (2ab+ 2cd)(ky)y

that emply

b2k2 ≤ a2k2 + 2abk, (2.3)

and

(b2 + d2)k2 ≤ (a2 + c2)k2 + (2ab+ 2cd)k. (2.4)
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Also we may choose y = kx , with k ∈ R, hence in the similar way
we have

b2 ≤ a2 + 2abk, (2.5)

and
(b2 + d2)k2 ≤ a2 + c2 + (2ab+ 2cd)k. (2.6)

Now in (2.3) and (2.4) suppose k −→ +∞, we have ab ≥ 0 and ab+cd ≥
0. Similarly if in (2.5) and (2.6) k −→ −∞, then ab ≤ 0 and ab+cd ≤ 0.
Hence ab = 0 and ab+ cd = 0 which emplies cd = 0

By the previous Lemma we have b2 ≤ a2, hence ab = 0 empies b = 0.
Now we have two following cases:

Case1: If c = 0, then T =

(
a 0
0 d

)
, and by the privious Lemma

d2 ≤ a2.

Case2: If d = 0, then T =

(
a 0
c 0

)
, a, c ∈ R. □
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Abstract. In this article, we present conditions under which the
weighted Drazin inverse of a modified matrix A − CWDd,wWB
can be expressed in terms of the weighted Drazin inverse of A and
the generalized Schur complement D −BWAd,wWC. The results
extend the earlier works about the Drazin inverse.

1. Introduction

The Drazin inverse and the weighted Drazin inverse are very useful
because of their various applications which can be found in [1,5]. Let
Cn×n denote the set of n × n complex matrices. For A ∈ Cn×n, the
smallest nonnegative integer k such that rank(Ak+1) = rank(Ak) is
called the index of A, and denoted by k = ind(A).

Definition 1.1. Let A ∈ Cn×n with ind(A) = k, and X ∈ Cn×n be a
matrix such that

Ak+1X = Ak, XAX = X, AX = XA,

then X is called the Drazin inverse of A, and is denoted X = Ad.

2010 Mathematics Subject Classification. 15A09,15A10.
Key words and phrases. Drazin inverse, Weighted Drazin inverse, Modified

matrix.
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Definition 1.2. Let A ∈ Cm×n, W ∈ Cn×m with ind(AW ) = k, and
X ∈ Cm×n be a matrix such that

(AW )k+1XW = (AW )k, XWAWX = X, AWX = XWA,

then X is called the W-weighted Drazin inverse of A, and is denoted
by X = Ad,w. In particular, when A is an square matrix and W = I,
where I is the identity matrix with proper size, Ad,w = Ad.

Mosic [4] and Shakoor, Yang, Ali [2,3] give representations for the
Drazin inverses of a modified matrix A−CDdB under new conditions
to generalize some results in the literature. These results extends the
formula of Sherman-Morrison-Woodbury type

(A− CD−1B)−1 = A−1 + A−1C(D −BA−1C)−1BA−1,

where the matrices A,D and the Schur complement D − BA−1C are
invertible.

Throughout this paper, let A,B,C,D ∈ Cn×n and W ∈ Cn×n ,
(WA)π = I −WAWAd,w and (AW )π = I − AWAd,wW . The gener-
alized Schur complements will be denoted by M = A− CWDd,wWB,
and Z = D −BWAd,wWC.

2. The weighted Drazin inverse of a modified matrix

Some conclusions in [2] are obtained directly from the results. Let
A,B,C,D ∈ Cn×n, and W ∈ Cn×n,. Throughout this section , we use
the following notations:

M = A− CWDd,wWB, Z = D −BWAd,wWC

and

K = Ad,wWC, H = BWAd,wW,

First, we present the following theorem.

Theorem 2.1. Let A,B,C,D and W be complex matrices, where
ind(AW ) = k. If (AW )πC = C(WD)π , CWDd,w(WZ)πWB = 0,
CWZd,wW (DW )πBW = 0, and C(WZ)πWDd,wWB = 0, then

(MW )d = X −
k−1∑
i=0

X i+1KWZd,wWBW (AW )i(AW )π

where X = Ad,wW +KWZd,wWH, and ind(MW ) ≤ ind(AW ).
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Corollary 2.2. Let A, B, C, and D be complex matrices, where ind(AW)
= k. If (AW )πC = C(WD)π, (WZ)πWB = 0, (DW )πBW = 0,
and C(WZ)π = 0, then

(MW )d = X −
k−1∑
i=0

X i+1KWZd,wWBW (AW )i(AW )π

where X = Ad,wW +KWZd,wWH, and ind(MW ) ≤ ind(AW ).

In the same way, we give a new theorem.

Theorem 2.3. Let A,B,C, and D be complex matrices, where
ind(AW ) = k. If B(WA)π = (DW )πB, CWDd,w(WZ)πWB = 0,
C(WZ)πWDd,wWB = 0 and C(WD)πWZd,wWBW = 0, then

(MW )d = Ad,wW +KWZd,wWH

−
k−1∑
i=0

(AW )π(AW )iCWZd,wWH(Ad,wW +KWZd,wWH)i+1

and ind(MW ) ≤ ind(AW ).

Corollary 2.4. Let A,B,C, and D be complex matrices, where
ind(AW ) = k. If B(WA)π = (DW )πB, C(WZ)π = 0, (WZ)πWB =
0, C(WD)π = 0 then

(MW )d = Ad,wW +KWZd,wWH

−
k−1∑
i=0

(AW )π(AW )iCWZd,wWH(Ad,wW +KWZd,wWH)i+1

and ind(MW ) ≤ ind(AW ).

Theorem 2.5. Let A,B,C, and D be complex matrices, where
ind(AW ) = k. If Z = 0, (AW )πC = C(WD)π, (DW )πBW = 0,
and WDW (ΓW )π = 0 then

(MW )d = (I −KWΓd,wWH)(AW )d(I −KWΓd,wWH)+

k−1∑
i=0

[(I −KWΓd,wWH)(AW )d]i+2KWΓd,wWBW (AW )i(AW )π

and ind(MW ) ≤ ind(AW ).
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Theorem 2.6. Let A,B,C, and D be complex matrices, where
ind(AW ) = k. If Z = 0, B(WA)π = (DW )πB, C(WD)π = 0, and
(ΓW )πWDW = 0 then

(MW )d = (I −KWΓd,wWH)(AW )d(I −KWΓd,wWH)+

k−1∑
i=0

(AW )π(AW )iCWΓd,wWH[(AW )d(I −KWΓd,wWH)]i+2

and ind(MW ) ≤ ind(AW ).
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Abstract. Deflation and augmentation techniques are used to
accelerate the convergence of Krylov subspace methods. In this pa-
per, we consider deflated and augmented conjugate gradient (CG)
algorithm for solving the matrix equation AX = B in the case
where A is symmetric positive definite.

1. Introduction

We consider the matrix equation

AX = B, (1.1)

where A is an m×m symmetric positive definite matrix, B and X are
m× s rectangular matrices with s≪ m.

For solving the matrix equation (1.1), the block CG (Bl-CG) algo-
rithm [1] and the global CG (Gl-CG) algorithm [2] were presented. The
global methods are effective as compared to block methods.

Deflation and augmentation are two techniques for quickening the
convergence of Krylov subspace methods. In augmentation approaches,

2010 Mathematics Subject Classification. Primary 15A24; Secondary 65F10.
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the search space of the method is made larger by a appropriately se-
lected subspace. Since eigenvalues of the operator close to zero incline
to reduce speed of convergence of the Krylov subspace methods, these
eigenvalues are essentially deflated from the spectrum of the matrix,
with adding the corresponding eigenvectors to the search space. In
deflation, for removing components that decelerate convergence, the
linear system Ax = b is multiplied with a properly selected projection.

Saad et al. [3] described a deflated version of the CG algorithm.
Also, Viuk et al. [4] applied deflated CG with Incomplete Cholesky
preconditioning for the solution of a class of layered problems with
extreme contrasts in the coefficients.

In this paper, we consider augmented and deflated CG method for
solving the matrix equation (1.1).

2. Deflated and augmented CG method

In this section, we consider deflation and augmentation approaches
to the CG method for the solution of matrix equation (1.1). Given an
initial guess X0 ∈ Rm×s and an n-dimensional subspace Sn of Rm×s.
We consider an approximation Xn to the solution X of the form

Xn ∈ X0 + Sn,

so that the corresponding residual satisfies

Rn := B − AXn⊥Sn.

Now, we suppose that the search space Sn is augmented with the space
U :

Sn = K̃n + U ,

here, U is called the augmentation space and the subspace K̃n has
dimension n. Let matrix U ∈ Rm×k such that

E := UTAU ∈ Rk×k

is nonsingular. We define the m×m-matrices

Q := UE−1UT ,

P := I − AQ,

P̃ := I −QA.

In deflation and augmentation approaches, we first solve deflated ma-

trix equation ÂX = B̂ where Â = PA and B̂ = PB. Then substituting

the solution X̂n of this matrix equation in the relationXn = P̃ X̂n+QB,
we obtain the solution Xn of the matrix equation (1.1).
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Figure 1. The convergence history for NOS5.

3. Numerical example

In this section, we present a numerical example to illustrate the
effectiveness of deflated and augmented CG method to solve large and
sparse matrix equation (1.1). We consider matrix NOS5 from Matrix
Market and the right-hand side B is chosen such that the exact solution
X is a matrix of order m× s whose ith column has all entries equal to
one except the ith entry which is zero. The stopping criterion is

∥B − AX∥
∥B∥

< 10−7.

Figure 1 reports on results obtained from the Gl-CG and the deflated
and augmented CG method for the matrix NOS5. As seen from this
figure, the deflated and augmented CG method converges faster than
the Gl-CG method.
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Abstract. In this paper, we study the role of weight matrix G in
the G-norm of a generalized and refined Arnoldi method, from the
literature, for computing PageRank. Two new ways for defining
matrix G is proposed and the propoerties of the two new variants,
made by them, are studied. Numerical results show the perfor-
mance improvement of the new variants.

1. Introduction

PageRank is related to a link analysis algorithm used by the Google
internet search engine that assigns a numerical weighting to each ele-
ment of a hyperlinked set of documents in the World Wide Web [3].
Here the weighting obtained by PageRank provides the relative impor-
tance of each document. The PageRank weighting are the entries of
the dominant eigenvector of the modified adjacency matrix

A = αP + (1− α)E,

where P is a column-stochastic matrix (which means that the danging
nodes are already replaced by columns with 1/n), α is a damping factor,
and E is a rank-one matrix [2]. Usually, the matrix A involved is
extremely large, so iterative methods based on matrix-vector products
have attracted the most attentions during the last ten years. The
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largest eigenvalue of PageRank matrix A is known to be 1. This fact
have been used in [1] to propose an Arnoldi-type method combined
with SVD by considering the known largest eigenvalue as a shift so
that the computation of the largest Ritz value is avoided. Recently,
a generalized and refined Arnoldi method based on the general inner
product was introduced for computing the PageRank [4]. This method
enjoys weighted Arnoldi process combined with the advantage of the
Arnoldi-type algorithm [4].

In this paper, we investigate the role of weight matrix in the method
introduced in [4]. We propose two different variants of the method and
compare them with the one introduced in [4].

2. Generalized Arnoldi method

Let G ∈ Rn×n be a symmetric positive definite (SPD) matrix and
x, y ∈ Rn be two vectors, then G-inner product is defined as (x, y) =
xTGy =

∑n
i=1

∑n
j=1 gijxiyj, where gij is the ith row and jth column

element ofG. This inner product is well defined if and only if the matrix
G is SPD. For a diagonal matrix G = diag{g1, g2, . . . , dn} with gi >
0, i = 1, 2, . . . , n, the norm associated with this inner product (called

G-norm) is defined by ‖x‖G =
√

(x, x)G =
√
xTGx =

√∑n
i=1 gix

2
i .

Given a general non-Hermitian matrices A ∈ Rn×n and an initial
vector q0 ∈ Rn, the generalized Arnoldi method (GArnoldi) uses a
G-norm and constructs a G-orthogonal basis of

Km(A, q0) = {q1, Aq1, . . . , A
m−1q1}

starting with a vector q0. In fact, for Qm = [q1, q2, . . . , qm] ∈ Rn×m,
QT

mGQm = I [4]. Let Hm ∈ Rm×m be Hessenberg matrix produced
using GArnoldi method. Then, QT

mGAQm = Hm, i. e. the eigenvalues
of H are the approximation to the eigenvalues of GA. A detailed
presentation of GArnoldi can be found in [4].

3. Adaptively Accelerated Arnoldi method for
computing PageRank

Considering the fact that the largest eigenvalue of PageRank matrix
A is 1, special modifications can be made on GArnoldi algorithm for
computing PageRank. One idea is a direct application of the Arnoldi-
type method, see [1]. A recent extension of this idea is shortly presented
in Algorithm 1 which, in each iteration, performs a practical choice of
G from the viewpoint of solving weighted least squares problems. It
adaptively assigns, in every outer iteration, the suitable weights in
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the residual of the approximate PageRank vector for improving the
convergence performance [4].

Algorithm 1 Adaptively Accelerated Arnoldi method for computing PageRank

(1) Choose q0
(2) Set G = I and ‖q0‖G = 1

(3) For l=1,2, . . . , until convergence, Do
(4) Compute [Qm, Hm+1,m] = GArnoldi(A,G, q0,m)

(5) Compute SVD Hm+1,m − [I; 0]T = UΣV T

(6) Compute q0 = Qmvm
(7) Compute r = Aq0 − q0
(8) If ‖r‖1 < TOL then stop; EndIF

(9) Set G =diag { |r|
‖r‖1
}

(10) EndDo

In each iteration, for the q0 computed in step 6 of Algorithm 1, a
new weight matrix G (here a diagonal matrix G =diag(g1, g2, . . . , gn)
is considered) such that it produces the minimum possible value for

‖Aq0 − q0‖G = ‖r‖G =
√∑n

i=1 gir
2
i .

The suggested and used G in Algorithm 1 is

G0 = diag{|r|/‖r‖1}. (3.1)

Here, we propose and apply the following two weight matrices

G1 = diag{|r|/‖r‖G}, (3.2)

and

G2 = diag{|r|/
√
n‖r‖G}, (3.3)

as weight matrix G in step 9 of Algorithm 1. We denote the variants
of Algorithm 1, made by the matrices in (3.1), (3.2), and (3.3) by
G0Arnoldi, G1Arnoldi, and G2Arnoldi respectivley.

4. Numerical experiments

We compare the variant G0Arnoldi proposed in [4] with G1Arnoldi,
and G2Arnoldi. The three variants have the same intermediate memory
requirement and computation cost at each iteration except for step 9
of the algorithm.

The test matrices are produced using surfer function in MATLAB.
We made several test matrices from different Websites, but we only re-
port on an example about University of Tehran. We use the statement
[U,G] = surfer(’http://www.ut.ac.ir’,1000) to access the home
page of University of Tehran and generate a 1000-by-1000 test matrix.
We use Tol = 1e-12 as tolerance of stopping criterion.
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Table 1 shows CPU time versus dampimg factor α for three different
values of restart number m. Figure 1, illustrates the norm of residual
versus the number of iteratons, when α = 0.95, and m = 7.

Table 1. CPU time versus dampimg factor. α

No. of restarts α G0Arnoldi G1Arnoldi G2Arnoldi
0.85 0.28 0.14 0.15

5 0.90 0.22 0.17 0.18
0.95 0.25 0.22 0.23
0.85 0.15 0.14 0.15

6 0.90 0.21 0.15 0.18
0.95 0.34 0.23 0.24
0.85 1.58 0.18 0.16

7 0.90 0.84 0.18 0.19
0.95 0.31 0.23 0.22
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Figure 1
Logarithmic scale of residual norm versus the number of iteration,

when α = 0.95, and m = 7.

References

1. Golub, GH, and Greif, C.: An Arnoldi-type algorithm for computing PageRank,
BIT Numerical Mathematics, 46, 759-771 (2006).

2. Kamvar, SD,. Haveliwala, TH,, Manning, CD., Golub, GH.: Exploiting the block
structure of the web for computing PageRank, Technical Report, SCCM-03-02,
Stanford University, 2003.

3. Langville, A. N., and Meyer, C. D.: Google’s PageRank and Beyond, Princeton
University Press, 2006.

4. Yin, J. F., Yin, G. J. , and and Ng, M.: On adaptively accelerated Arnoldi
method for computing PageRank, Numerical Linear Algebra with Applications,
19 73-85 (2012).

223



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

THE RELATIONS BETWEEN THE COMPACT
OPERATORS AND SOME TOPOLOGICAL CONCEPTS

ALIREZA BAGHERI SALEC1∗AND MOHAMMAD AKBARI TOOTKABONI2

1 Department of Mathematics, University of Qom,
Alghadir boulevard, Qom 3716146611,

alireza-bagheri-salec@yahoo.com

2 Department of Mathematics,
Shahed University of Tehran, Tehran-Qom freeway beginning 3319118651,

akbari@shahed.ac.ir

Abstract. Compact operators have many connections with other
mathematical concepts. In this paper, the relationship between
these operators and some topological properties such as compact-
ness and ameanability is discussed.

1. Introduction

Let G be a locally compact group with a fixed left Haar measure
λ and ω be a weight on G (which is a continuous function ω : G →
(0,+∞) with ω(xy) ≤ ω(x) ≤ ω(y) for all x, y ∈ G). There is an inter-
esting relationship between the group G and the group algebra L1(G),
weighted group algebra L1(G,ω) and the measure algebra M(G). For
example, G is ameanable if and only if L1(G) is ameanable. In this
paper, the relationship between operators on these algebras and their
dual spaces and topological properties of G is considered.
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Recall that for a Banach algebra A, a bounded linear operator T : A→
A is called a left (right) multiplier,if T (ab) = T (a)b (T (ab) = aT (b)),
for all a, b ∈ A . An element a ∈ A is called (right) compact if the
mapping b→ ba is a compact operator on A.

2. Main results

In the first we describe some known results. In 1964 S.Sakai proved
that for a locally compact non-compact group G the constant g = 0 is
the only compact element of L1(G). In the following in 1967 D. Ace-
man proved that for a compact group G each g ∈ L1(G) is a compact
operator (i.e. the operator f → f ∗ g is a compact operator on L1(G)).
In the next compact element in weighted group algebra L1(G,ω) char-
acterized by F. Ghahramani ([1]):

Theorem 1 [1]: An elemet g ∈ L1(G,ω) is compact if and only if the
function Fg defined on G by

Fg =

∫
(ω(st)/ω(s))|g(t)|dλ(t),

vanishes at infinity.

Now we focuse on compact operators on second dual algebras.

Theorem 2 [2]: Suppose that G is a locally compact group. Then
the following are equivalent:
(a) G is ameanable;
(b) There is a compact right multiplier T : L1(G)∗∗ → L1(G)∗∗ ;
(c) There is a weakly compact right multiplier T : L1(G)∗∗ → L1(G)∗∗.

Theorem 3 [5]: Suppose that G is a locally compact group. Then
the following statements are equivalent:
(a) G is compact;
(b) M(G)∗∗ has an element m that the map n → mn : M(G)∗∗ →
M(G)∗∗ is a compact operator;
(c) M(G)∗∗ has an element m that the map n → mn : M(G)∗∗ →
M(G)∗∗ is a weakly compact operator.

Theorem 4 [3]: Suppose that G is a locally compact group. Then
the following are equivalent:
(a) G is compact;
(b) L1(G)∗∗ has a compact left multiplier T with < T (n), 1 ≯= 0 for
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some n ∈ L1(G)∗∗;
(c) L1(G)∗∗ has a weakly compact left multiplier T with < T (n), 1 ≯= 0
for some n ∈ L1(G)∗∗.

However, the natural question is wether these theorems hold for the
weighted case. We now answer this question for theorems 2, 3 and 4.
For a weight ω on G, the weight ω∗ defined on G by,

ω∗(x) = ω(x)ω(x−1), (x ∈ G).

Note that by [4] L1(G,ω) is ameanable if and only if G is ameanable
and ω∗ is bounded.
In the case G = (Z,+) let ωα(n) = (1+ |n|)α, (n ∈ Z, α > 0). Then for
each α > 0, ωα is a weight on Z with disceret topology.
Next proposition express that theorem 3 is not valid by replace L1(G)
by L1(G,ω).

Proposition 4: There is a compact multiplier T : l1(Z, ωα)
∗∗ →

L1(Z, ωα)
∗∗, such that for some n ∈ L1(Z, ωα)

∗∗, < T (n), 1 ≯= 0, (but
Z is not compact).
Proof: Let . be the first Arens Product on l1(Z, ωα)

∗∗ and ∗ be the
be the first Arens Product on l1(Z, ωα)

∗∗∗ where l1(Z, ωα)
∞ is consid-

ered with pointwise multiplication. Define the maps ϕ : l1(Z, ωα) →
l1(Z, ωα)

∗ and and ψ : l1(Z, ωα)
∗∗∗ → l1(Z, ωα)

∗∗ by ϕ(f) = 1.f and
ψ(F ) = F ∗ m where m is a topologically left invariant mean on
l∞(Z, ωα). Now let T = ψoϕ∗∗ then for q, p ∈ l1(Z, ωα)

∗∗ and f ∈
l∞(Z, ωα) we have,

< T (q.p), f > = < ψoϕ∗∗(q.p), f >=< ϕ∗∗(q.p) ∗m, f >
= < ϕ∗∗(q.p),m ∗ f >=< 1, q.p >< 1,m ∗ f >
= < 1, q >< 1, p >< m, f >=< 1, q >< p.m, f >

= < 1, q >< m.p, f >=< 1, q >< m, p.f >

= < 1, q >< m, 1 ∗ p.f >=< 1, q >< 1,m ∗ p.f >
= < ϕ∗∗(q),m ∗ p.f >=< ϕ∗∗(q) ∗m, p.f >
= < ψoϕ∗∗(q), p.f >=< T (q), p.f >

= < T (q).p, f > .

Hence T is a left multiplier on l1(Z, ωα)
∗∗. In addition T is weakly

compact because by Arens regularity of l1(Z, ωα) ϕ is weakly compact.
As well we have
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< T (m), 1 > = < ψoϕ∗∗(m), 1 >

= < ϕ∗∗(m) ∗m, 1 >
= < ϕ∗∗(m),m ∗ 1 >
= < m, 1 >2 ̸= 0.

Proposition 5: Suppose that G is a locally compact group. Then the
following statement are hold.
(a) If L1(G,ω) is amenable, then there is a compact right multiplier
T : L1(G,ω)∗∗ → L1(G,ω)∗∗ ;
(b) The converse of (a) not hold in general.
Proof: (a) Let the weighted group L1(G,ω) be amenable. Then by
[4] G is amenable and therefore by theorem 2 there is a compact right
multiplier T : L1(G)∗∗ → L1(G)∗∗ . On the other hand by [6], there
is a (algebra) isomorphism S : L1(G) → L1(G,ω). Now the operator
S∗∗−1oToS∗∗, is a compact right multiplier on L1(G,ω)∗∗.
(b) By proposition 4 there is a compact right multiplier on L1(Z, ωα)

∗∗.
But L1(Z, ωα) is not amenable since ω∗

α is not bounded.

Acknowledgement

The authors thank the organizers of the seminar, for their sincere
cooperation and efforts.

Please cite your relevant papers but at most total 5 papers/books.

References

1. Ghahraman, F., Compact element of weighted group algebras, Pacific J.math.
113 N0 1, 77-84 (1984).

2. Ghahramani, F., Lau A. T., Multipliers and ideals in second conjugate algebras
related to locally compact groups, J. Funct. Anal. 132, 170–191 (2005).

3. Ghahramani, F., Lau A. T., Multipliers and Modulus on Banach algebras related
to locally compact groups, J. Funct. Anal. 150, 478-497 (2007).

4. Gronbaek, Amenability of weighted convolution algebras on locally compact
groups , Tran. Amer. Math. Soc., 319 vol.2, 765-775. (1990).

5. Losert V., Weakly compact multipliers on group algebras, J. Funct. Anal., 213,
466-472 (2004).

6. White M., Characters on weighted amenable groups, Bull. London Math. Soc.,
23, 375-380 (1991).

227



 

 

 

 

 

Posters 

228



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

THE MAX PLUS ALGEBRA ON HIGHER ORDER
TENSOR

HAMID REZA AFSHIN1, ALIREZA SHOJAEIFARD 1∗

1 Department of Mathematics, Faculty of Mathematical Sciences, Vali-e-Asr
University of Rafsanjan, Rafsanjan, Islamic Republic of Iran.

afshin@vru.ac.ir, alireza.shojaei@yahoo.com

Abstract. In this paper we generalize the max plus algebra sys-
tem of real matrices to the class of real tensors and derive its
fundamental properties.

1. Introduction

The main aim of this paper is to study the max plus algebra system
for a class of higher order tensors. A tensor can be regarded as a higher
order generalization of a matrix, which takes the form

A = (ai1,...,im) , ai1,...,im ∈ ℜ, 1 ≤ i1, ..., im ≤ n,

where ℜ is a real field. Such a multi-array A is said to be an mth order
n-dimensional square real tensor with nm entries ai1,...,im . In this regard,
a vector is a first order tensor and a matrix is a second order tensor.
Tensors of order more than two are called higher order tensors. The
operations⊕ and⊗ are defined by a⊕b = max (a, b) and a⊗b = a+b. ⊕
and ⊗ are extended to matrices and vectors over ℜmax = ℜ∪{−∞} as
in the conventional linear algebra: If A,B,C are matrices of compatible
sizes with entries from ℜmax, we write C = A⊕ B if cij = aij + bij for
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all i, j ∈ [n]. Also we write C = (cil) = A⊗ B, if cil = max
k

(aik + bkl),

for all i, l ∈ [n] and c⊗ A = A⊗ c = (c⊗ aij) for c ∈ ℜ̄max. Refer [2].
Now the question arises Is it possible to extend the max plus algebra to
higher orders tensors? In this paper we show the answer is affirmative.

2. Main sections and results

In this section we define the max plus algebra system on tensors.

Definition 2.1. The max plus algebraic addition (⊕) and multiplica-
tion (⊗) are defined as follows:
(i). Suppose that A,B are mth order n dimensional tensors with en-
tries from ℜmax then we have A⊕B is mth order n dimensional tensor
and

(A⊕ B)i1...im = ai1...im ⊕ bi1...im = max (ai1...im , bi1...im) . (2.1)

(ii). Suppose that A ∈ ℜ[m,n]
max and B ∈ ℜ[k,n]

max where m ≥ 2 , k ≥ 1 then

we have A⊗ B ∈ ℜ[(m−1)(k−1)+1,n]
max and

(A⊗ B)iα1...αm−1
=

n
⊕

i2,...,im=1
aii2...im ⊗ bi2α1 ⊗ ...⊗ bim⊗αm−1

= max
1≤i2,...,im≤n

{
aii2...im + bi2α1 + ...+ bimαm−1

}
,

(2.2)

where i ∈ {1, ..., n}, α1, ..., αm−1 ∈ [n]k−1. In particular for x ∈ ℜn
max

we have

(A⊗ x)i = max
1≤i2...im≤n

{aii2...im + xi2 + ...+ xim} .

Example 2.2. Let A and B be third-order two-dimensional tensors of
the following form:

a111 = 1 a121 = 2 a112 = 1 a122 = 2
a211 = 2 a221 = 1 a212 = −2 a222 = −8,

b111 = 2 b121 = 0 b112 = 4 b122 = −1
b211 = 10 b221 = −3 b212 = 1 b222 = 0,

if C = A⊗ B, then for example c12112 = 5.

If x =

(
−3
1

)
then (A⊗ x) =

(
4
−1

)
.

The max plus algebraic addition (⊕) and multiplication (⊗) have
the following properties:

Theorem 2.3. Let A,B,C ∈ ℜ[m,n]
max , then

(i). A⊕ B = B⊕ A. (ii). A⊕ (B⊕ C) = (A⊕ B)⊕ C.
(iii). A ⊕ E = A = E ⊕ A where E is an mth order n dimensional
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tensor whose all entries are ε.
(iv). A⊕ B ≥ A. (v). A⊕ B = A if and only if A ≥ B.

Theorem 2.4. Let A,B,C ∈ ℜ[m,n]
max and α ∈ ℜ̄max, then

(i). (α⊗ A)i1i2...im = (A⊗ α)i1i2...im = α+ ai1i2...im.
(ii). A⊗E = E = E⊗A, where E is an n×n matrix whose all entries
are ε.
(iii). α⊗ (B⊕ C) = (α⊗ B)⊕ (α⊗ C).
(iv). B ⊗ (α⊗ C) = ((m− 1)α) ⊗ (B⊗ C) and (α⊗ B) ⊗ C = α ⊗
(B⊗ C).
(v). Let A1, A2 ∈ ℜ[m,n]

max and B ∈ ℜ[k,n]
max then (A1 ⊕ A2)⊗B = (A1 ⊗ B)⊕

(A2 ⊗ B).
(vi). Let A be an n×n matrix and B1,B2 ∈ ℜ[k,n]

max then A⊗(B1 ⊕ B2) =
(A⊗ B1) ⊕ (A⊗ B2). (Note that in general when A is not a matrix,
then the right distributivity doesn’t hold.)

Now we use a method similar with the proof of Theorem (3.4) in [1]
and Theorem (1.1) in [3] to show the associative law.

Theorem 2.5. Let A (and B, C) be an order m+ 1 (and order k+ 1,
order r + 1), dimension n tensor, respectively. Then we have

A ⊗ (B⊗ C) = (A⊗ B)⊗ C.

Theorem 2.6. Let A,B and C are tensors over ℜmax of compatible
sizes and α ∈ ℜ̄max, then
(i). A ≥ B ⇒ (A⊕ C) ≥ (B⊕ C).
(ii). A ≥ B ⇒ (A⊗ C) ≥ (B⊗ C).
(iii). A ≥ B ⇒ (C⊗ A) ≥ (C⊗ B).
(iv). A ≥ B ⇒ (α⊗ A) ≥ (α⊗ B).

Definition 2.7. A square matrix is called diagonal if all its diagonal
entries are real numbers and off-diagonal entries are ε. A diagonal with
all diagonal entries equal to 0 is called the unit matrix and denoted I.

Theorem 2.8. Let A ∈ ℜ[m,n]
max .Then

A⊗ I = A = I ⊗ A,
whenever I is of a suitable dimension.

Definition 2.9. A permutation matrix is a matrix in which each row
and each column contains exactly one entry equal to 0 and all other
entries are equal to ε.

Definition 2.10. A matrix that has the same ε-pattern as a permu-
tation matrix is called a generalized permutation matrix.
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Definition 2.11. An mth order n dimensional tensor A is called diag-
onal if all its diagonal entries are real numbers and off-diagonal entries
are ε. A diagonal tensor with all diagonal entries equal to 0 is called
the unit tensor and denoted by I.

Theorem 2.12. Let A, I ∈ ℜ[m,n]
max , and E be a tensor whose all entries

are ε.
(i). If A⊗ I = E, then A = E.
(ii). If I ⊗ A = E, then A = E.
(iii). If A⊗ I = 0, then A = 0.
(iv). If I⊗ A = 0, then A = 0.

Definition 2.13. A tensor A ∈ ℜ[m,n]
max is called reducible, if there exists

a nonempty proper index subset I ⊂ {1, ..., n} such that

ai1,...,im = ε, ∀i1 ∈ I, ∀i2, ..., im /∈ I,

If A is not reducible, then we call A irreducible.

Lemma 2.14. Let A ∈ ℜ[m,n]
max and P,Q are both matrices, then

(P ⊗ A⊗Q)i1...im = max
1≤j1,...,jm≤n

{aj1...jm + pi1j1 + qj2i2 + ...+ qjmim} .

Theorem 2.15. Let σ ∈ Sn be a permutation on the set {1, ..., n},
P = Pσ = (pij) be the corresponding permutation matrix of σ (where

pij = 0 ⇔ j = σ (i)). Let A,B ∈ ℜ[m,n]
max such that B = P ⊗ A ⊗ P T ,

Then we have:
(i). bi1...im = aσ(i1)...σ(im).
(ii). P ⊗ I⊗ P T = I.
(iii). Let D = diag(d11, ..., dnn) be an invertible diagonal matrix. Then

D−(m−1) ⊗ I⊗D = I.

Theorem 2.16. Let A ∈ ℜ[m,n]
max be a reducible tensor and P be an n×n

permutation matrix. Then P ⊗ A⊗ P T is a reducible tensor.
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Abstract. This paper present a technique for digital image wa-
termarking based on eigenvalue decomposition of normal matrices.
The proposed method transforms host image and watermark to
the space of normal matrices and deals with properties of its spec-
tral decompositions to obtain a watermarked image. Watermark
extraction has also a similar procedure to embedding. Numerical
experiments are provided to illustrate the validity of the method.

1. Introduction

Nowadays, everyone can access easily to digital images via the Inter-
net and the other communication means. In addition, powerful soft-
ware and hardware tools are also available to edit any kind of digital
multimedia. So, digital images may become a problematic issue if it
have significant authentications and information. To cope with this
problem, digital image watermarking can be employed. Digital image
watermarking is procedure of embedding additional information called
watermark into an image, called host image, which preserves percep-
tual quality of the original host image. During normal use, the water-
mark that carries important information, is hidden and it can be visible
only by pursuing some particular processes. The watermark should be

2010 Mathematics Subject Classification. Primary 15A18; Secondary 47B15,
68U10, 94A08.
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detectable or extractable from host image by owner identification or
integrity verification of the watermarked image.

Watermarking has a long list of applications in areas such as protect-
ing copyright ownership of digital media, verifying the authenticity of
a bill, making the information imperceptible, keeping the existence of
information secret and so on. The study of digital image watermarking
has received a great deal of attention. Some references for theory and
application of it are [3, 4] and references therein.

Theory of linear algebra provides helpful instruments for digital im-
age watermarking and also in a variety of other fields of digital image
processing. One of the most useful tool for digital image watermarking
is employing the Singular Value Decomposition (SVD) [2].

Motivated by influences and traits of singular values of A in digital
image watermarking, and regarded to this point that singular values
of A are positive square roots of the eigenvalues of matrices AA∗ and
A∗A, this paper concerns eigenvalue of normal matrices A + A∗ and
A− A∗ in order to obtain a technique for digital image watermarking
which is more effective and yield better results, as well as need less
computations.

A matrix M ∈ Cn×n is called normal if M∗M = MM∗. Assume
that M is an n-square normal matrix, then there exists an orthonor-
mal basis of Cn×n consisting of eigenvectors of M and M is unitarily
diagonalizable [1]. A general square matrix M satisfying M = B + C,

where the symmetric matrix B =
M +M∗

2
is called symmetric part

of M and analogously, the skew-symmetric matrix C =
M −M∗

2
is

called skew-symmetric part of M . Consequently, every square matrix
can be written as sum of two normal matrices: a symmetric matrix and
a skew-symmetric one. This point is specially used in the proposed wa-
termarking scheme.

2. Digital image watermarking method and results

Let X and W be square matrices representing the host and water-
mark image, respectively, and let α be a given scaling factor. The pa-
rameter α regulates strength of embedding watermark into the host
image. As was mentioned, every matrix is equal to summation of
its symmetric and skew-symmetric parts. In the proposed technique,
therefore, a given scaling factor is shared equally between symmetric
and skew-symmetric parts of the host image. Denote by BX and BW

the symmetric parts of X and W and denote by CX and CW the skew-
symmetric parts of it, respectively. We can factor these matrices as
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follows

BX = UBX
ΛBX

U∗
BX
, ΛBX

= diag(λBX ,1, . . . , λBX ,n),

BW = UBW
ΛBW

U∗
BW

, ΛBW
= diag(λBW ,1, . . . , λBW ,n),

CX = UCX
ΛCX

U∗
CX
, ΛCX

= diag(λCX ,1, . . . , λCX ,n),

CW = UCW
ΛCW

U∗
CW
, ΛCW

= diag(λCW ,1, . . . , λCW ,n).

Now, for scaling factor α embed the watermark into the host image
by modifying the eigenvalues of X as detailed below

ĈX = UCX
Λ̂U∗

CX
, Λ̂ = ΛCX

+
α

2
ΛCW

,

B̃X = UBX
Λ̃U∗

BX
, Λ̃ = ΛBX

+
α

2
ΛBW

,

therefore, the watermarked image X will be X = B̃X + ĈX .
Henceforth, extracting the watermark W from watermarked image

X is considered. The extraction process needs two diagonal matrices
ΛBX

and ΛCX
and also, two unitary matrices UBW

and UCW
. In the

presented watermark extraction scheme, at first, two matrices Λ̄BW
and

Λ̄CW
are computed as estimations of ΛBW

and ΛCW
, respectively. Next,

extracted watermark W will be obtained by approximating the two
matrices BW and CW . Assume now, X is an acceptable approximation
of the original image X. Form the symmetric and skew-symmetric
parts of X , namely BX and CX , in the order already mentioned, then
compute its eigenvalue decompositions as shown below

BX =
X + X T

2
, BX = UBXΛBXU

∗
BX
,

CX =
X − X T

2
, CX = UCXΛCXU

∗
CX
.

Now, two diagonal matrices Λ̄BW
and Λ̄CW

are obtained from the
following relations

Λ̄BW
=

ΛBX − ΛBX

α
, Λ̄CW

=
ΛCX − ΛCX

α
,

also if we denote by B̄W and C̄W estimations of BW and CW , respec-
tively, then

B̄W = UBW
Λ̄BW

U∗
BW

, and C̄W = UCW
Λ̄CW

U∗
CW
.

Finally, the extracted watermark W will be W = B̄W + C̄W .
In remainder of this paper, the validity and influence of the presented

watermarking method is examined by experiments.The Peak Signal
to Noise Ratio (PSNR) is calculated to measure the quality of the
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watermarked image. PSNR for gray scale images of size M ×N , where
its pixels are represented with 8 bits, is computed by

PSNR = 10 log
2552

MSE
10 ; MSE =

1

MN

∑
i,j

|Xi,j −Xi,j|2,

where Xi,j and Xi,j denote elements of the original and watermarked
images, respectively. In the above relation, MSE denotes the Mean
Square Error between the host image and the watermarked image pix-
els. We considered the host 512× 512 gray scale images Lena the wa-
termark image Yazd University emblem of size 128×128, in performed
experiments. Results are shown for some values of the scaling factor α
in Table 1. The results obtained by the presented method techniques
are compared to the results achieved by digital image watermarking
method using SVD as a prevalent watermarking technique.

Table 1. PSNR results for the host and the watermark image

α Proposed Method SVD Method

0.2000 74.8323 74.8500
0.4000 68.8117 68.8294
0.6000 65.2899 65.3076
0.8000 62.7911 62.8088
1.0000 60.8529 60.8706
1.2000 59.2693 59.2870
1.4000 57.9304 57.9481
1.6000 56.7705 56.7882
1.8000 55.7475 55.7652
2.0000 54.8323 54.8500
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Abstract. In the present paper, we investigate a connection be-
tween two fuzzy semiinner product which one arise form Felbin’s
fuzzy norm and another one is based on Bag and Samanta’s fuzzy
norm. Also we show that, considering a fuzzy inner product space,
how one can construct another kind of fuzzy inner product on this
space.

1. Introduction

We know that in classical mechanics the algebra of observables is the
commutative algebra of functions on some space. Moreover, in quan-
tum mechanics or quantum field theory, the observables are operators
on a Hilbert space, and the algebra of operators on a Hilbert space is
a non-commutative algebra. On the one hand, there are no solutions
to equations like rs − sr = 1 in commutative algebra. In fact, it has
no solution in operators on a finite dimensional Hilbert space. So in
the dynamics of quantum theory, one must study operators on infinite
dimensional Hilbert spaces. On the other hand, the usual uncertainty
principle of Heisenberg ultimates generalized uncertainty principle, this
has been motivated by string theory and non-commutative geometry.
In strong quantum gravity regime spacetime points are determined in
a fuzzy manner. For this reason, fuzzy structure, fuzzy Hilbert space
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and operators on a fuzzy Hilbert space are required. Thus, one needs
to discuss a new family of fuzzy inner product space.

2. Preliminaries

Definition 2.1. ([3]) A mapping η : R −→ [0, 1] is called a fuzzy real
number with α-level set [η]α = {t : η(t) ≥ α}, if it satisfies the following
conditions:
(N1) there exists t0 ∈ R such that η(t0) = 1.
(N2) for each α ∈ (0, 1], there exist real numbers η−α ≤ η+α such that
the α−level set [η]α is equal to the closed interval [η−α , η

+
α ].

The set of all fuzzy real numbers is denoted by F (R). Since each r ∈ R
can be considered as the fuzzy real number r ∈ F (R) defined by

r(t) =

{
1 , t = r
0 , t ̸= r,

it follows that R can be embedded in F (R).

Definition 2.2. ([1]) A binary operation ∗ : [0, 1] × [0, 1] −→ [0, 1] is
a t-norm if it satisfies the following for every r, s, t, u ∈ [0, 1]:
(i) 1 ∗ t = t,
(ii) t ∗ s = s ∗ t,
(iii) t ∗ (r ∗ s) = (t ∗ r) ∗ s,
(iv) If t ≤ s and r ≤ u then t ∗ r ≤ s ∗ u.

Definition 2.3. ([4]) A fuzzy inner product space is a triplet (X,F, ∗),
where X is a real vector space, ∗ is a t-norm and F is a fuzzy set on
X2 × R satisfying the following conditions for every x, y, z ∈ X and
t, s ∈ R:
(FI1) F (x, y, 0) = 0,
(FI2) F (x, y, t) = F (y, x, t),
(FI3) F (x, x, t) = 1, for all t > 0, if and only if x = 0,
(FI4) For any real number c ∈ R and t ̸= 0,

F (cx, y, t) =

 F (x, y, t/c) , c > 0
H(t) , c = 0
1− F (x, y, t/c) , c < 0,

where

H(t) =

{
1 , t > 0
0 , t ≤ 0,

(FI5) F (x, z, t) ∗ F (y, z, s) ≤ F (x+ y, z, t+ s), for all t, s > 0,
(FI6) limt→∞ F (x, y, t) = 1.
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Example 2.4. ([4]) Let (X,< ., . >) be an ordinary inner product
space. We define a mapping F : X2 ×R −→ [0, 1] as follows

F (x, y, t) =

 t1/2/(t1/2 + | < x, y > |1/2) , t > 0
0 , t = 0
| < x, y > |1/2/((−t)1/2 + | < x, y > |1/2) , t < 0,

let ∗ be arbitrary t-norm. Then (X,F, ∗) is a fuzzy inner product space.

We assume that
(FI7) F (x+ y, z, r) = sup{F (x, z, t) ∗ F (y, z, s) : t+ s = r, t, s > 0}.
(FI8) F (x, x, t) = 0, for all t < 0.
(FI9) There exists 0 < tx such that F (x, x, tx) = 0.
(FI10) F (x, y, .) is a strictly increasing on the subset {t > 0 : 0 <
F (x, , y, t) < 1} of R, for all x, y ∈ X.
(FI11) F (x, y, .) : (0,∞) −→ [0, 1] (F (x, y, .) : (−∞, 0) −→ [0, 1]) is
continuous, for all x, y ∈ X.

Definition 2.5. ([3]) A fuzzy inner product space is a pair (X,< ., . >),
whereX is a real vector space and< ., . > is a function ⟨., .⟩ : X×X −→
F (R) such that for all vectors x, y, z ∈ X and all c ∈ R, we have:
(IP1) ⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩,
(IP2) ⟨cx, y⟩ = c⟨x, y⟩,
(IP3) ⟨x, y⟩ = ⟨y, x⟩,
(IP4) ⟨x, x⟩ ≥ 0,
(IP5) 0 < infα∈(0,1]⟨x, x⟩−α if x ̸= 0,
(IP6) ⟨x, x⟩ = 0 if and only if x = 0.

Lemma 2.6. ([3]) A fuzzy inner product space (X,< ., . >) satisfy the
Schwarz inequality

|⟨x, y⟩| ≤
√

⟨x, x⟩
√
⟨y, y⟩, for all x, y ∈ X.

We assume that
(IP7) for any decreasing sequence {αk} in (0, 1] such that αk −→ α ∈
(0, 1] implies that < x, y >+

αk
−→< x, y >+

α , for all x, y ∈ X.

3. Fuzzy Semi-Inner Product Spaces

Definition 3.1. A fuzzy semi inner product space is a pair (X,<
., . >), where X is a real vector space and < ., . > is a function
⟨., .⟩ : X × X −→ F (R) such that for all vectors x, y, z ∈ X and
all c ∈ R, we have:
(IP1) ⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩,
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(IP2) ⟨cx, y⟩ = c⟨x, y⟩,
(IP3) ⟨x, y⟩ = ⟨y, x⟩,
(IP4) ⟨x, x⟩ ≥ 0,
(IP5) ⟨x, x⟩ = 0 if and only if x = 0.

Theorem 3.2. Let (X,F,min) be a fuzzy inner product space satisfy-
ing (FI7), (FI8) and (FI9). Suppose that

< x, y >−
α= inf{t < 0 : α ≤ F (x, y, t)},

and
< x, y >+

α= sup{t > 0 : F (x, y, t) ≤ 1− α},
for all α ∈ (0, 1]. Then there is a fuzzy semiinner product < ., . > on
X such that

[< x, y >]α = [< x, y >−
α , < x, y >+

α ] for all α ∈ (0, 1] and x, y ∈ X.

Theorem 3.3. Let (X,< ., . >) be a fuzzy semiinner product space
satisfying (IP7) and [< x, y >]α = [< x, y >−

α , < x, y >+
α ], for all

α ∈ (0, 1]. Moreover, let F be a functions on X ×X ×R defined by

F (x, y, t) =

 1− inf{α ∈ (0, 1] :< x, y >+
α≤ t} , t > 0

0 , t = 0
inf{α ∈ (0, 1] :< x, y >−

α≥ t} , t < 0,

Then (X,F, ∗) is a fuzzy inner product space for any t-norm ∗.
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Abstract. When one solves the Black-Scholes partial differential
equation (PDE) it is of great important that numerical scheme be
free of spurious oscillations and satisfies positivity requirement. In
this paper, first we show that the positivity is not ensured with a
class of standard finite difference method (we refer to it θ-method)
when applied to the Black-Scholes equation for very small time
steps. Next, by reforming the discretization of the reaction term
of equation a class of method is derived that is free of spurious
oscillations around discontinuities and preserving positivity.

1. Introduction

Mathematical finance is a field of applied mathematics, concerned
with financial markets. In the market of financial derivatives the most
important problem is the so called option valuation problem, i.e. to
compute a fair value for the option. The solution of the Black-Scholes
equation determines the option price, respectively according to the used
initial conditions. Numerical methods based on standard finite differ-
ence approach e.g. Crank-Nicolson and fully implicit schemes (sub-
stituting θ = 1/2, 1 respectivly in θ-method) are consistent with the
original differential equation and guarantee convergence of the discrete
solution to the exact one, but in the presence of discontinuous payoff
and low volatility, essential qualitative properties of the solution are
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not transferred to the numerical solution. Spurious oscillations and
negative values might be occurred in the solution. Therefor, we need
to construct positivity preserving schemes [?, ?, ?, ?], that avoid unre-
alistic negative values for the solution. One possibility is modification
of θ-method. In this paper we are interested in the following Black-
Scholes pricing PDE:

−∂V
∂t

+ rs
∂V

∂s
+

1

2
σ2s2

∂2V

∂s2
− rV = 0, (1.1)

where V (s, t) is the price of the option and endowed with initial and
boundary conditions:

V (s, 0) = max(s−K, 0)1[L,U ](s), V (s, t)→ 0 as s→ 0 or s→∞,

with updating of the initial condition at the monitoring dates ti, i =
1, ..., F :

V (s, ti) = V (s, t−i )1[L,U ](s), 0 = t0 < t1 < ... < tF = T

where 1[L,U ](s) is the indicator function, i.e.,

1[L,U ](s) =

{
1 if s ∈ [L,U ]

0 if s /∈ [L,U ]
,

here the parameter r > 0 is the interest rate and the reference volatility
is σ > 0.
With θ-method we mean discretization ∂V

∂s
and ∂2V

∂s2
as

∂V

∂s
=
V n+1
j+1 − V

n+1
j−1

2∆s
,

∂2V

∂s2
= (1− θ)

V n
j−1 − 2V n

j + V n
j+1

∆s2
+ θ

V n+1
j−1 − 2V n+1

j + V n+1
j+1

∆s2
.

The standard scheme lead to a difference equation

AV n+1 = BV n

with A and B be the following tridiagonal matrices:

A = tridiag

{
r

2

sj
∆s
− θ

2
(
σsj
∆s

)2;
1

∆t
+ θ(

σsj
∆s

)2 + r;− r
2

sj
∆s
− θ

2
(
σsj
∆s

)2
}
,

B = tridiag

{
1− θ

2
(
σsj
∆s

)2;
1

∆t
− (1− θ)(σsj

∆s
)2;

1− θ
2

(
σsj
∆s

)2
}
.

As we can see in Figure 1 the θ-method for different values of θ give
negative values and spurious oscillations.
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Figure 1. Truncated call option value for different values of θ with ∆s =

0.01, ∆t = 10−4. parameters: L = 90, K = 100, U = 110, r = 0.05, σ = 0.001,
T = 0.01, Smax = 120.

2. Construction of new scheme

The proposed scheme discretized the reaction term −rV in equation
(??) as follows:

V (S, t+ ∆t) = a(V n+1
j+1 + V n+1

j−1 ) + (1− 2a)V n
j ,

here a is arbitrary constant to be determined following Theorem 1.
The finite difference approximation provides the equation difference

PV n+1 = NV n (2.1)

where P and N be the following tridiagonal matrices:

P = tridiag

{
ra+

rSj

2∆S
−
σ2S2

j θ

2∆S2
;

1

∆t
+
σ2S2

j θ

∆S2
; ra− rSj

2∆S
−
σ2S2

j θ

2∆S2

}
,

N = tridiag

{
σ2S2

j (1− θ)
2∆S2

;
1

∆t
−
σ2S2

j (1− θ)
∆S2

− r(1− 2a);
σ2S2

j (1− θ)
2∆S2

}
.

Using the strategy discussed in [?, ?] for positivity and stability, we
conclude the following theorems:

Theorem 1. Sufficient for scheme (??) to be positive is,

a ≤ − r

8σ2θ
, ∆t <

1

r(1− 2a) + (1− θ)(σM)2
. (2.2)

Theorem 2. Under conditions (??), the new scheme is stable and
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convergent with local truncation error O(∆t,∆S2).
Theorem 3. Under the condition ∆t < 1

r+(1−θ)(σM)2
, then P−1N ad-

mitsM real positive and distinct eigenvalues λi(P
−1N) and λi(P

−1N) ∈
(0, 1), then spurious oscillations are avoided.

3. Numerical results

To illustrate the advantage of the designed positive NSFD, we presents
the numerical results for different values of θ:
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(a) Different values of θ (b) θ=1/3 (c) θ=2/5
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Figure 2. Truncated call option value for different values of θ with ∆s =

0.01, ∆t = 10−4. parameters: L = 90, K = 100, U = 110, r = 0.05, σ = 0.001,

T = 0.01, Smax = 120.
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Abstract. In this paper, an iterative approach based on the GL-
LSQR method is proposed which is more general and includes all
of matrix equations and some constrained linear matrix equations
system. When the matrix equations are consistent, a least norm
solution can be obtained. Moreover, the optimal approximate so-
lution to a given group of matrices by new method, can be derived.
Finally, some numerical experiments are given to compare the new
iterative method with some existent methods.

1. Introduction

Throughout this paper, the notations tr(A) and AH are used to de-
note the trace and the transpose conjugate of a matrix A, respectively.
For two matrices X and Y in Cm×n, 〈X, Y 〉F denotes the Frobenius in-
ner product, i.e., 〈X, Y 〉F = tr(Y HX), and associated Frobenius norm
is denoted by ||.||F . Let M = Cm1×n1 × Cm2×n2 × . . . × Cml×nl and
N = Cp1×q1 × Cp2×q2 × . . .× Cps×qs be two matrix spaces.

Matrix equations appear frequently in many areas of applied mathe-
matics and play vital roles in many applications [1]. Due to their wide
applications, many authors have presented several methods to solve
some special kinds of matrix equations and constrained linear matrix

2010 Mathematics Subject Classification. 65f10, 15A24.
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equations [2], in recent years. Some of the common constraints on the
solution of matrix equations are Symmetric, Centrosymmetric, Reflx-
ive constraint and so on that can be found in [1]. Here we consider a
general form of these constraints as follows:

X = L̃(X), (1.1)

where L̃ is a self-conjugate involution operator on M, i.e., L̃∗ = L̃ and
L̃2 = I, where I is the identity operator. Let Cm denote the set of constraint
matrices defined by (1.1).

In this paper, we show that all of these problems can be solved by the new
proposed method. So, we consider the constrained linear matrix equations
system that is more general than unconstrained linear matrix equations
system. Moreover, when the matrix equations are consistent, the optimal
approximate solution to a given group of matrices, can be derived.

2. Main result

In this section, we consider the generalized linear matrix equations of the
form 

l∑
j=1

AijXjBij +
l∑

j=1
CijX

H
j Dij = Ei, i = 1, 2, . . . , s,

Xj ∈ Cm, j = 1, . . . , l,

(2.1)

where Aij and Cij ∈ Cpi×mj , Bij and Dij ∈ Cnj×qi and Ei ∈ Cpi×qi , i =
1, 2, . . . , s , j = 1, 2, . . . , l, are given matrices and Xi ∈ Cmi×ni , i =
1, 2, . . . , l, are unknown matrices to be determined. By setting L̃ = I in
(1.1), the constrained generalized linear system (2.1) is reduced to the un-
constrained linear matrix equations system. Now, we define the following
linear matrix operator L : M → N, L(X ) = (L1(X ), . . . , Ls(X )), where
X = (X1, . . . , Xl) and

Li : M→ Cpi×qi , Li(X ) =
l∑

j=1

AijXjBij +
l∑

j=1

CijX
H
j Dij , 1 ≤ i ≤ s.

Therefore, the constrained system (2.1) can be written as follows

L(X ) = E and L̃(X ) = X , (2.2)

where E = (E1, E2, . . . , Es) and L̃ is the operator (1.1).

Remark 2.1. Any solution of the (2.2) is a solution of the following pair of
operator equations

L(X ) = E and LL̃(X ) = E, (2.3)

So, the pair of operator equation (2.3) can be rewritten as the following
new operator form

L̄ : M→ N×N, L̄(X ) = (L1(X ), . . . , Ls(X ), L̄1(X ), . . . , L̄s(X )),
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where L̄i(X ) =
l∑

j=1
AijL̃(Xj)Bij +

l∑
j=1

CijL̃
H(Xj)Dij , 1 ≤ i ≤ s, with

L̃H(Xj) = L̃(XH
j ), 1 ≤ j ≤ l, and Xj satisfies in (1.1). Therefore, (2.3) can

be rewritten as follows
L̄(X ) = Ē, (2.4)

where Ē = (E1, . . . , Es, E1, . . . , Es). Now we need to define a proper inner
product and its associated norm which are utilized throughout this work.

Definition 2.2. Let X = (X1, X2, . . . , Xl), Y = (Y1, Y2, . . . , Yl) ∈M, then

〈〈X ,Y〉〉 = Re(tr(
l∑

j=1
Y H
j Xj)), and its associated norm is denoted by ]X ] =√

〈〈X ,X〉〉, where Re(a) is the real part of the complex number a.

Remark 2.3. Let L̄ be the linear operator (2.4). Then the adjoint of
operator L̄ is

L̄∗ : N×N→M

L̄∗(Y) = (T̄1(Y), T̄2(Y), . . . , T̄l(Y)),

where Y = ((Y1, . . . , Ys), (Z1, . . . , Zs)) and for 1 ≤ j ≤ l

T̄j(Y) =
s∑

i=1

AH
ijYiB

H
ij +

s∑
i=1

DijY
H
i Cij+

s∑
i=1

L̃(AH
ijZiB

H
ij )+

s∑
i=1

L̃(DijZ
H
i Cij).

Now we can apply the L −GL− LSQR algorithm [3] for solving

L̄(X ) = Ē. (2.5)

Hence, we have the following theorem that its proof is easy by induction.

Theorem 2.4. Let Xi, i = 1, 2, . . . , k be the approximate solution of (2.5)
which is obtained by the L−GL−LSQR algorithm then Xi is an approximate
solution of the system (2.2).

Theorem 2.5. [4] The L − GL − LSQR algorithm returns the minimum
norm solution.

Let the system (2.2) is solvable and CSX denote its solution set. For a

given element X̆ ∈ Cm, we can find X̂ ∈ CSX by the L−GL−LSQR such
that ]X̂ − X̆ ] = minX∈CSX

]X − X̆ ],

3. Numerical results

In this section, two example are given to compar new method with some
existent method.

Example 3.1. In this example, we consider the Example 3 of [5]. For
various matrix size m, we apply our algorithm, Algorithm 1, the CGNE and
the CGNR methods [5] and the sequences of numerical results with respect
to the CPU times in seconds and the number of iterations, are listed in Table
1. Note that the CPU time is shown in parenthesis.
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Table 1. Numerical results for Example 3.1.

m L −GL− LSQR Algorithm 1 CGNE CGNR
40 935(0.1858) 965(0.1047) 945(0.1969) 939(0.3476)
50 1385(0.3664) 1416(0.1925) 1396(0.3730) 1388(0.6698)
60 1915(0.6094) 1951(0.3842) 1929(0.6942) 1919(1.2183)

Example 3.2. Consider the Example 1 of [2]. We applied the L − GL −
LSQR algorithm to solve this example and after 2 iterations we obtained
||R2||F = 6.1455e − 015 and δ2 = 3.1402e − 16, where Rn is the residual

after n iteration and δk = ||Xk−X∗||F
||X∗||F . Also, we applied Algorithm 1 of [2]

to solve this example with different values of w. The numerical results are
depicted in Figure 1. As is seen from Figure 1, the L−GL−LSQR algorithm
converges faster than Algorithm 1.
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Figure 1. The numerical results for Example 3.2 using
L −GL− LSQR and Algorithm 1.
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Abstract. DGMRES is an algorithm to solve the Drazin–inverse
solution of large scale and sparse consistent or inconsistent singular
linear systems with an arbitary index. In this paper, we present
an algorithm based on the DGMRES algorithm is proposed for
computing the group–inverse solution of singular linear equations.

1. Introduction
Consider the linear system

Ax = b, (1.1)

where A ∈ CN×N is a singular matrix and ind(A) is arbitrary. Here
ind(A), the index of A is the smallest nonnegative integer a such that
rank(Aa+1) = rank(Aa) . We recall that the Drazin-inverse solution of
(1.1) is the vector ADb, where AD is the Drazin-inverse of the singular
matrix A, see [3]. In the special case a = 1, this matrix is called
the group inverse of A and denoted by Ag. The group inverse has
various applications in the theory of finite Markov chains and others[1].
DGMRES [3] is a Krylov subspace method which finds Drazin-inverse
solution by minimizing 2-norm of residual Aarm.

In this paper, we develop the GrGMRES algorithm which is another
implementation of DGMRES, for solving the singular linear system
(1.1) with index one.
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65F10, 65F50.

Key words and phrases. Singular linear systems; DGMRES method; Group-
inverse solution; Drazin-inverse solution; Krylov subspace methods.
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2. Main results

DGMRES method starts with an initial vectors x0 and generates
a sequence of vectors x0, x1, . . ., as xm = x0 +

∑m−a
i=1 ciA

a+i−1r0, r0 =

b−Ax0. Then rm = b−Axm = b−
∑m−a

i=1 ciA
a+ir0. The Krylov subspace

we will use is Km−a{A;Aar0} = span{Aar0, A
a+1r0, . . . , A

m−1r0}. The
vector xm produced by DGMRES satisfies

∥Aarm∥2 = min
x∈x0+Km−a{A;Aar0}

∥Aa(b− Ax)∥2. (2.1)

We starts by orthogonalizing the krylov vectors Aar0, A
a+1r0, . . . , , by

the modified Gram–Schmidt process. Consequently, we have a set of
orthonormal vectors v1, v2, . . . , that satisfies

Avi =
i+1∑
j=1

vjhji, i = 1, 2, . . . , (2.2)

as long as i ≤ q − 1, where q is the degree of the minimal polynomial
of A with respect to Aar0. Furthermore, for each k, Kk(A;A

ar0) =

span{v1, v2, . . . , vk}. If we now define the N × k matrix V̂k by V̂k =

[v1, v2, . . . , vk], k = 1, 2, . . . , we can write xm = x0+V̂m−aξm, for some ξm ∈
Cm−a, we should find ξm. Since Aarm = Aar0 + Aa+1V̂m−aξm = βv1 −
Aa+1V̂m−aξm. By (2.2), we have AV̂k = V̂k+1H̄k; k ≤ q − 1, where
H̄k ∈ C(k+1)×k is an uper Hessenberge matrix. Therefore, provided
m ≤ q − 1, we have [3], ∥Aarm∥2 = minξ∈Cm−a ∥βe1 − Ĥmξ∥2, where
Ĥm = H̄mH̄m−1 . . . H̄m−a. We can reduce the n× (m− a) least squares
problem of (2.1) to the (m + 1) × (m − a) least squares problem and

Ĥm ∈ C(m+1)×(m−a). For more details we refer the reader to [3].

Now, let H̄
(m)
i� and H̄

(m)
�j represent the row i and the column j of H̄m,

respectively. By partitioning H̄m and Ĥm = H̄mH̄m−1 as

H̄m =
[
H̄

(m)
1� R̄m

]T
and Ĥm =

[
dTm Fm

]T
, (2.3)

respectively, where R̄m is an m×m upper triangular matrix, Fm is an
m× (m− 1) upper Hessenberg matrix, and dTm ∈ R1×(m−1), we see that

dT2 = H̄
(2)
1� H̄

(1)
�1 , d

T
m+1 = (dTm|H̄

(m+1)
1� H̄

(m)
�m ), m = 2, 3, . . . (2.4)

and

F2 = R̄2H̄
(1)
�1 , Fm+1 = (F̃m|R̄m+1H̄

(m)
�m ), m = 2, 3, . . . , (2.5)

where F̃m = [Fm 0]T . If m steps of the Arnoldi process have been

taken and V̂m+1, the Arnoldi basis associated with DGMRES is of full
rank, then Fm is of full rank. This result follows from the fact that
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for the elements ĥi+2,i, i = 1, 3, . . . ,m − 1, of Ĥ, we have ĥi+2,i =
h̄i+2,i+1h̄i+1,i ̸= 0. In what follows we suppose that Fm is of full rank.
In order to get the solution ξm of the least square problem, we can
consider the normal equation ĤT

mĤmξm = βĤT
me1. The use of (2.3)

implies that
(
dmd

T
m + F T

mFm

)
ξm = βĤT

me1 = βdm. Let λm = β−dTmξm,
then, we have F T

mFmξm = λmdm. By defining um = ξm
λm

, we can obtain

F T
mFmum = dm. For solving this positive definite system, we form the

QR factorization QmFm = [Rm o]T , where Rm ∈ C(m−1)×(m−1) is
an nonsingular upper triangular matrix and Q ∈ Rm×m is an unitary
matrix. This gives RT

mRmum = dm. With setting zm = Rmum, the
vector um can be computed by solving the lower and upper triangular
systems RT

mzm = dm and Rmum = zm, respectively. From (2.13), we
have uTmdm = ∥Rmum∥2 ≥ 0. So, from λm = β − dTmξm, imply that
λm = β

1+dTmu
> 0 and ξm = λmum, which can be used for computing λm

and ξm. We note that Fm+1 can be obtained as a simple update of Fm

by first appending a row of zeros at the bottom of Fm and following

that by appending the (m + 1)-vector R̄m+1H̄
(m)
�m as the mth column.

After forming Fm, for obtaining Rm, we can factorize Fm by appling
a series of Givens rotations to the columns of Fm. We can show that
2-norm of Arm is ∥Arm∥2 = λm

√
1 + ∥zm∥22. Now, we summarize the

steps of the new method, called GrGMRES method, as follows:

Algorithm 1 GrGMRES algorithm

1. Pick x0 and compute r0 = b−Ax0 and Ar0.
2. Compute β = ∥Aar0∥2 and set v1 = β−1(Aar0).
3. Orthogonalize the vectors: Aar0, A

a+1r0, . . . , by the modified Gram-
Schmidt process,
For i = 1, 2, . . . , do
Compute hji = (vj , Avi), j = 1, 2, . . . , i. and v̂i = Avi −

∑i
j=1 vjhij .

Let hi+1,i = ∥v̂i∥ and set vi+1 = v̂i/hi+1,i.

4. For k = 1, 2, . . . , form the matrices V̂k ∈ CN×k and H̄k ∈ C(k+1)×k.
5. Form the vector dm and the matrix Fm by using the recursive formula

dT2 = H̄
(2)
1� H̄

(1)
�1 , dTk+1 = (dTk |H̄

(k+1)
1� H̄

(k)
�k ), k = 2, 3, . . . ,m− 1

and

F2 = R̄2H̄
(1)
�1 , Fk+1 = (F̃k|R̄k+1H̄

(k)
�k ), k = 2, 3, . . . ,m− 1,

whereF̃k = [Fk 0]T and R̄k is defined in (2.3).
6. Compute the QR factorization of Fm.
7. Solve RT

mzm = dm and Rmum = zm.

8. Compute λm = β
1+dTmum

and ξm = λmum.

9. Compute xm = x0 + V̂m−1ξm, and ∥Arm∥2 = λm

√
1 + ∥zm∥22.
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2.1. Numerical examples. we tested th GrGMRES method for ex-
ample taken from the paper dy A. Sidi [3]. Our example, which have a
singular coefficient matrix with index one, is derived by the finite dif-
ference method for elliptic partial differential equations. The numerical
experiments presented in this subsection were computed in double pre-
cision using some MATLAB codes on a Pentium 4 PC, with a 3.40
GHz CPU and 8GB of RAM. All iterations started from the zero vec-
tor for initial x0 and terminated when the curren titeration satisfes
∥Arm∥2 ≤ 10−12.
Example We compute the linear system Ax = b by discretizing Pois-
son equation with Neumann boundary conditions:{

( ∂2

∂x2 +
∂2

∂y2
)u(x, y) = f(x, y), (x, y) ∈ Ω = [0, 1]× [0, 1]

∂
∂n
u(x, y) = φ(x, y) x, y ∈ ∂Ω.

Let M be an odd integer, we discretize the Poisson equation on a uni-
form grid of mesh size h = 1/M via central differences, and then by tak-
ing the unknowns in the red-black order we obtain the system Ax = b.
The numerical experiment was done for M = 31, 63, 127.

Table 1
Application of GrGMRES implementation to the consistent singular system for Example
Size of A 1024× 1024 4096× 4096 16384× 16384

Method Its Time Error Its Time Error Its Time Error

DGMRES 164 0.33 8.87e− 013 310 4.20 9.92e− 13 471 29.46 9.00e− 13
GrGMRES 164 0.24 8.67e− 013 310 3.23 9.88e− 13 471 24.34 9.83e− 13

Table 2
Application of GrGMRES implementation to the inconsistent singular system for Example
Size of A 1024× 1024 4096× 4096 16384× 16384

Method Its Time Error Its Time Error Its Time Error

DGMRES 164 0.38 8.74e− 013 310 4.04 9.90e− 13 471 29.48 9.96e− 13

GrGMRES 164 0.31 8.67e− 013 310 3.35 9.88e− 13 471 22.99 9.83e− 13

Numerical experiment show GrGMRES algorithm is a robust and
efficient tool for computing the group-inverse solution of singular linear
equations.
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Abstract. Based on the Gauss-Seidel splitting, we present a new
matrix splitting iteration method, called generalized Gauss-Seidel
(GGS) iteration method, for solving the large sparse absolute value
equation (AVE) Ax − |x| = b where A ∈ Rn×n and b ∈ Rn and
investigate its convergence properties. Moreover, by precondition-
ing AVE, a preconditioned variant of the GGS (PGGS) method is
presented. Numerical experiments illustrate the efficiency of both
GGS and PGGS iterations.

1. Introduction

Consider the absolute value equation (AVE)

Ax− |x| = b, (1.1)

where A = (aij) ∈ Rn×n, b ∈ Rn and | · | denotes the absolute value.
The general NP-hard linear complementarity problem (LCP) [1], which
subsumes many mathematical programming problems, can be formu-
lated as an AVE (1.1) [3].

In this paper, based on the the Gauss-Seidel splitting, we present a
new matrix splitting iteration method, called generalized Gauss-Seidel
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Key words and phrases. absolute value equation, gauss-Seidel iteration, H-
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(GGS) iteration method to solve the AVE (1.1). Moreover, we consider
the Gauss-Seidel iteration method to solve preconditioned AVE (1.1)
and suggest an efficient preconditioner to expedite the convergence rate
of the method when the coefficient matrix A is a Z-matrix. For this
reason, we transform the AVE (1.1) into the preconditioned form

PβAx− Pβ|x| = Pβb, (1.2)

where Pβ = D + βF . The GGS iteration method corresponding to
the preconditioned system will be referred to as the preconditioned
GGS (PGGS) iteration method. It is noteworthy that the motivation
of choosing this preconditioner stems from [2] in which Kotakemori et
al. applied the preconditioner Pβ for solving the linear system Ax = b
with the Gauss-Seidel method when A is a strictly diagonally dominant
Z-matrix.

2. The Generalized Gauss-Seidel iterative method

Let
A = D − E − F, (2.1)

where D, E and F are diagonal, strictly lower triangular and strictly
upper triangular matrices, respectively. We assume that the diagonal
entries of A are nonzero. By rewriting the AVE (1.1) as the fixed-point
equation

(D − E)x− |x| = Fx+ b, (2.2)

we can define the generalized Gauss-Seidel (GGS) iteration for solving
(1.1) as follows

(D − E)x(k+1) − |x(k+1)| = Fx(k) + b, k = 0, 1, 2, . . . , (2.3)

where x(0) is a given initial guess.
Let D(x) = diag(sign(x)). Without loss of generality we can as-

sume that the diagonal entries of A are positive (otherwise we set
x = D(diag(A))y and consider the equation AD(diag(A))y−|y| = b).

Algorithm 1. Generalized Gauss-Seidel Iteration Method

(1) For k = 0, 1, . . . , until convergence, Do

(2) Set s = b1
(3) For i = 1, 2, . . . , n, Do

(4) If s ≥ 0, then

(5) x
(k+1)
i := s/(aii − 1)

(6) Else
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(7) x
(k+1)
i := s/(aii + 1)

(8) EndIf

(9) set s = bi+1 −
i∑

j=1

aijx
(k+1)
j +

n∑
j=i+2

ajix
(k)
j

(10) EndDo

(11) EndDo

Now, we are ready to describe the convergence properties of the
proposed method.

Theorem 2.1. Suppose that the AVE (1.1) is solvable. Let the diagonal
entries of A are greater than one and the matrix D − E − I is strictly
row diagonally dominant. If

∥(D − E)−1F∥∞ < 1− ∥(D − E)−1∥∞, (2.4)

then the equation (1.1) has a unique solution x∗ and the sequence {x(k)}
obtained from (2.3) converges to the solution x∗.

Theorem 2.2. Let the AVE (1.1) be solvable and A − I be an H+-
matrix. Then, the sequence {x(k)}∞k=0 generated by the iteration method
(2.3) converges to the unique solution x∗ of the AVE (1.1) for any
initial vector x(0).

3. Preconditioned generalized Gauss-Seidel

In this section, we express the PGGS iteration method for solving
the AVE (1.1) while the matrix A is a Z-matrix. Consider the precon-
ditioned AVE (1.2) and let

PβA = D̃ − Ẽ − F̃ , (3.1)

in which D̃ is a diagonal matrix, Ẽ is a strictly lower triangular matrix
and F̃ is a strictly upper triangular matrix. Hence, the PGGS iteration
method for solving (1.1) is defined as follows

(D̃ − Ẽ)x(k+1) −D|x(k+1)| = −βF |x(k)|+ F̃x(k) + Pβb, (3.2)

or equivalently

D−1(D̃ − Ẽ)x(k+1) − |x(k+1)| =− βD−1F |x(k)|+D−1F̃x(k) +D−1Pβb,
(3.3)

where x(0) is a given initial guess.
Let

FE = D̄ − Ē − F̄ , (3.4)
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where D̄, −Ē and −F̄ are the diagonal, strictly lower triangular and
strictly upper triangular matrices. Then, from Pβ = D + βF and Eq.
(3.1), we have

D̃ = (D2 − βD̄), Ẽ = (DE − βĒ) and F̃ = (DF − βFD − βF̄ + βF 2).
(3.5)

Note that, when the diagonal entries of D−1(D̃− Ẽ) exceed 1, x(k+1)

can be obtained by Algorithm 1 by a simple modification. In the next
lemma, we show that, if A is a Z-matrix with diagonal entries greater
than 1, then the diagonal entries of D−1(D̃ − Ẽ) exceed 1.

Lemma 3.1. Let A = (aij) be a Z-matrix having diagonal entries
greater than 1. Assume that

0 < β <
a(a− 1)

maxi dii
, (3.6)

where a = min1≤i≤n aii and D̄ = diag(d11, d22, . . . , dnn). Then the diag-

onal entries of D−1(D̃ − Ẽ) are greater than 1.

The next theorem presents sufficient conditions for the convergence
of the PGGS iteration method.

Theorem 3.2. Let the conditions of Lemma 3.1 hold and Pβ = D+βF ,
where β ∈ R. Let also D − E − I be strictly row diagonally dominant.
There exists an r > 0 such that if 0 < |β| < r, then ∥(D̃− Ẽ)−1D∥∞ <
1. Also, If the AVE (1.1) is solvable and

β∥(D̃ − Ẽ)−1F∥∞ + ∥(D̃ − Ẽ)−1F̃∥∞ ≤ 1− ∥(D̃ − Ẽ)−1D∥∞, (3.7)

then the solution of the equation AVE (1.1) is unique and the PGGS
iteration method (3.3) converges to the solution.

The numerical results showed that the proposed schemes are ap-
plicable to large and sparse AVE and the PGGS iteration method is
significantly superior to other methods.
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Abstract. In this paper we study of character inner amenable
Banach algebra A. We prove that for a character inner amenable
Banach algebra A, if there exists b0 ∈ A such that R(b20)a = aR(b20)
for every a ∈ A and R with closed range, then for each φ ∈ ΦR(A)

the Banach algebra R(A) is φ-inner amenable.

1. Introduction

Let A be a Banach algebra. We recall from [2] that a left mul-
tiplier on A is an element L in L(A) (linear maps on A) such that
L(ab) = L(a)b, (a, b ∈ A) and a right multiplier on A is an element
R in L(A) such that R(ab) = aR(b). A multiplier is a pair (L,R)
where L and R are left and right multipliers on A respectively and
aL(b) = R(a)b (a, b ∈ A).
Recently Jabbari et al. [4] have introduced the φ-version (φ ∈ ΦA) of
inner amenability. A Banach algebra A is said to be φ-inner amenable
if there exists a m ∈ A∗∗ satisfying m(φ) = 1 and m(fa) = m(af)(f ∈
A∗, a ∈ A). Such a m will sometimes be referred to as a φ-inner mean
and A is said to be character inner amenable if and only if A is φ-inner
amenable for every φ ∈ ΦA. They also gave several characterizations
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of φ-inner amenability. For instance, as in the case of φ-amenability in
[4, Theorem 1.4], they have shown that a φ-inner mean is in fact some
w∗-cluster point of a bounded net (aα) ∈ A satisfying ∥aαa−aaα∥ → 0,
for all a ∈ A and φ(aα) = 1 for all α; [4, Theorem 2.1].

2. Main section and results

Proposition 2.1. Let A be a character inner amenable Banach alge-
bra. If there exists b0 ∈ A such that R(b20)a = aR(b20) for every a ∈ A
and R with closed range, then for each φ ∈ ΦR(A) the Banach algebra
R(A) is φ-inner amenable.

Proof. For arbitrary φ ∈ ΦR(A) we can choose φ(R(b20)) = 1. If now
define the linear functional φ̃ on A by φ̃(a) := φ(aR(b20)) for a ∈
A, then φ̃ is multiplicative and non-zero, and the definition of φ̃ is
independent of the choice of b0. Therefore φ̃ ∈ ΦA. As we mentioned
in preliminaries, by φ̃ amenability of A, there exist a net (uα)α∈I in A
such that φ̃(uα) = 1 for all α ∈ I, and ∥uαa−auα∥ → 0 for each a ∈ A.
Now for each α ∈ I, set vα := uαR(b

2
0). So we have φ(vα) = 1 and for

each a ∈ A

∥vαR(a)−R(a)vα∥ ≤ ∥R(b20)∥∥uαR(a)−R(a)uα∥ → 0

and this complete the proof.
□

A similar argument is also valid the left multiplier L on A.

Corollary 2.2. Let A be a character amenable Banach algebra. If
there exists b0 ∈ A such that R(b20)a = aR(b20) for every a ∈ A and R
with closed range, then for each φ ∈ ΦR(A) the Banach algebra R(A) is
φ-inner amenable.

Proof. Suppose that A is character amenable. Then A has a bounded
approximate identity and so by [4, Corollary 2.2] A is a character inner
amenable. Then by proposition 2.1, R(A) is φ-inner amenable for each
φ ∈ ΦR(A). □

The following corollary is a special case of proposition 2.1.

Corollary 2.3. Let A be a commutative character inner amenable
Banach algebra and R : A → A with closed range. Then for each
φ ∈ ΦR(A) the Banach algebra R(A) is φ-inner amenable.

We recall that a character on A is a non-zero homomorphism from
A into the scalar field. The set of all characters on A is the character
space of A, denoted by ΦA.
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Proposition 2.4. Let A be a Banach algebra and φ ∈ ΦA. If the ideal
kerφ has a central approximate identity, Then A is φ-inner amenable.

Acknowledgement

The authors wishes to thank the University of Jahrom for moral
support.

References

1. Bonsall, F. F., Duncan, J.: Complete Normed Algebra, Springer-Verlag (1973).
2. Dales, H. G.: Banach algebras and automatic continuity, London Mathematical

Society Monographs 24 (Clarendon Press, Oxford) (2000).
3. Helemskii, A. Ya.: Banach and locally convex algebras, Clarendon Press, Oxford

University Press, New York (1993).
4. Jabbari, A., Mehdi Abad, T., Zaman Abadi, M.: On φ-inner amenable Banach

algebras, Colloq. Math., 122, 1–10 (2011).
5. Monfared, M. S.: Character amenability of Banach algebras, Math. Proc. Cam-

bridge Philos. Soc., 144, 697-706 (2008).

259



The Extended Abstracts of

The 8th Seminar on Linear Algebra and its Applications

13-14th May 2015, University of Kurdistan, Iran

ITERATIVE METHODS FOR LINEAR EQUATIONS
WITH MULTIPLE RIGHT-HAND SIDES AND

APPLICATIONS IN QCD

SOMAIYEH RASHEDI1 AND GHODRAT EBADI1∗

1 Department of Mathematical Sciences, University of Tabriz, 51666-14766
Tabriz, Iran.

s rashedi t@yahoo.com; ghodrat ebadi@yahoo.com
frommer@math.uni-wuppertal.de.

Abstract. In this paper, we focus on iterative solution to mul-
tiple linear systems with several right-hand sides. Such situations
arise, for example, in lattice quantum chromodynam- ics (QCD)
simulations. For solving such systems efficiently, we present new
block and global Krylov subspace methods which, based on a block
and global Lanczos process. Numerical examples demonstrate that
the new methods can be more competitive than some other block
and global solvers.

1. Introduction

In this paper we consider the linear systems with multiple right-
hand sides of the form

Axi = bi, i = 1, . . . , p, (1.1)

with the same coefficient matrix and different right-hand sides. When
all the bi exist simultaneously, we can rewrite the systems (1.1) as a
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matrix equation
AX = B, (1.2)

whereA is anN×N sparse non-Hermitian matrix,X = [x1, x2, . . . , xp] ∈
CN×p and B = [b1, b2, . . . , bp] ∈ CN×p with usually p << N .

Systems like these arise naturally in quantum chromodynamics (QCD),
the physical theory of the strong interaction between the quarks as con-
stituents of matter. The Wilson-Dirac matrixDW in lattice QCD arises
as a discretization of the Dirac operator from QCD. It represents a pe-
riodic nearest neighbor coupling on a four-dimensional lattice, and one
has 12 variables per lattice point, one for each possible combination
of four spin and three color indices. The couplings are defined via a
gluon background field which is drawn from a statistical distribution
and therefore varies irregularily from one lattice point to the next. In
lattice QCD, the task is to solve the block system (1.1) with A = DW

and bi = ei, i = 1, . . . , 12. where e1, . . . , e12 are the first twelve unit
vectors (corresponding to the twelve variables at one lattice point). We
refer to [3] for details on how the Dirac-Wilson matrix is obtained from
the Dirac equation

Throughout this paper, we use the follow notations. Let E = Cm×n

for X and Y in E, we define the inner product ⟨X,Y ⟩F = tr(Y HX),
where tr(Z) and ZH denote the trace and the conjugate transpose,
respectively. The associated norm is the well-known Frobenius norm
denoted by ∥.∥F . A set of members of E is said to be F -orthogonal(⊥F )
if it is orthogonal with respect to the scalar product ⟨., .⟩F .

2. Disscusion

One can solve the systems (1.2) separately by the Krylov subspace
methods but this can take considerably more computation time. There-
fore, it is more acceptable to solve the block systems (1.2)simultane-
ously.

Methods capable of solving all right-hand sides at once in systems
like (1.2) have been around for more than thirty years and are called
block and global methods. In the block methods, approximate solution
Xk satisfies Xk −X0 ∈ Kk(A,R0) where Kk(A,R0) is the block Krylov
subspace defined as:

Kk(A,R0) = colspan
{
R0, AR0, . . . , A

k−1R0

}
⊂ Cn×p,

where “colspan” is defined such that

Kk(A,R0) =
{ i=k−1∑

i=0

AiR0γi, γi ∈ Cp×p, i = 0, 1, . . . , k − 1
}
,
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which implies that

Xk(:, j)−X0(:, j) ∈
{ p∑

j=1

k−1∑
i=0

AiR0(:, j)γi,j, γi,j ∈ C, ∀(i, j), i = 0, 1, . . . , k − 1
}

=

p∑
j=1

Kk(A,R(:, j)),

with Kk(A,R(:, j)) is a Krylov subspace generated by each initial resid-
ual R(:, j). The first block solver is block biconjugate gradient (Bl-
BiCG) proposed by OLeary [1] for solving the problem (1.2). Bl-BiCG

computes two sets of direction matrices {P0, . . . , Pk} and {P̃0, . . . , P̃k}
that span the block Krylov subspaces Kk+1(A,R0) and Kk+1(A

H , R̃0),

where R0 = B − AX0 and R̃0 is an arbitary matrix. Letting P0 =

R0, P̃0 = R̃0, the iterates satisfies the following recursions:

Pk+1 = Rk+1 − Pkβk, P̃k+1 = R̃k+1 − P̃kβ̃k,

Rk+1 = Rk − APkαk, R̃k+1 = R̃k − AHP̃kα̃k,

By the biorthogonality conditions

R̃H
j Rk = 0, P̃H

j APk = 0, k > j,

coefficients can be obtained as:

βk = −(R̃H
k Rk)

−1R̃H
k+1Rk+1, β̃k = −(RH

k R̃k)
−1RH

k+1R̃k+1,

αk = (P̃H
k APk)

−1R̃T
kRk, α̃k = (PH

k A
HP̃k)

−1RH
k R̃k.

For global methods, matrix Krylov subspace Kk(A,R0) can be de-
fined as:

Kk(A,R0) = {R0, AR0, . . . , A
k−1R0} ⊂ Cn×p

=
{ i=k−1∑

i=0

αiA
iR0, αi ∈ C, i = 0, 1, . . . , k − 1

}
.

Recently, Jbilou et al. [2] have presented the global FOM (Gl-FOM)
and global GMRES (Gl-GMRES) algorithms for solving the nonsym-
metric matrix equation (1.2).
Similarly, the global biconjugate gradient (Gl-BiCG) algorithm can be
deriven as:

Pk+1 = Rk+1 − βkPk, P̃k+1 = R̃k+1 − βkP̃k,

Rk+1 = Rk − αkAPk, R̃k+1 = R̃k − αkA
HP̃k,

βk = −(Rk+1, R̃k+1)F

(Rk, R̃k)F
, αk =

(Rk, R̃k)F

(APk, P̃k)F
.
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Abstract. We apply frames of subspaces in order to give some
approximated solutions to an operator equation. We design some
iterative methods based on knowledge of the bounds of frame of
subspaces and then investigate the convergence and optimality of
them.

1. Introduction and preliminaries

Let that H be a separable Hilbert space and Λ be a countable in-
dexing set. For a family of weights {vλ}λ∈Λ, i.e, vλ > 0 for all λ ∈ Λ,
a family of subspaces {Hλ}λ∈Λ of a Hilbert space H is called a frame
of subspaces with respect to {vλ}λ∈Λ for H, if there exist constants
0 < A ≤ B <∞ such that

A∥f∥2 ≤
∑
λ∈Λ

v2λ∥πHλ
(f)∥2 ≤ B∥f∥2 ∀f ∈ H, (1.1)
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where πHλ
denotes the orthogonal projection onto the subspace Hλ.

As in the well known frame situation, the frame operator SH,v for
{Hλ}λ∈Λ and {vλ}λ∈Λ is defined by

SH,v(f) =
∑
λ∈Λ

v2πHλ
(f).

The frame operator SH,v for {Hλ}λ∈Λ and {vλ}λ∈Λ is a bounded, self-
adjoint and invertible operator on H with AI ≤ SH,v ≤ BI, where A
and B are the bounds of the frame of subspaces. Further, the following
reconstruction formula satisfies:

f =
∑
λ∈Λ

v2λS
−1
H,vπHλ

(f) ∀f ∈ H.

It is proved that {S−1
H,vHλ}λ∈Λ is a frame with respect to {vλ}λ∈Λ. For

more details see [2].
We use frames of subspaces in order to give some approximated solu-
tions to the operator equation

Lu = f, (1.2)

where L : H → H is a bounded, invertible and self adjoint on a sepa-
rable Hilbert space H.

Proposition 1.1. Let {Hλ}λ∈Λ be a frame of subspaces with respect to
{vλ}λ∈Λ, and let L : H → H be a bounded invertible operator on H.
Then {L(Hλ)}λ∈Λ is a frame of subspaces with respect to {vλ}λ∈Λ.

In this case if u is the solution of equation (1.2) and S
′
is the frame

operator of the frame of subspaces {LHλ} then

u =
∑
λ∈Λ

v2λS
′−1
H,vπLHλ

u.

In [4, 1] you can see the development of numerical methods for solving
the problem by using frames.

2. An iterative method based on the knowledge of the
bounds of frame of subspaces

Let {Hλ}λ∈Λ be a frame of subspaces with respect to {vλ}λ∈Λ for a
separable Hilbert space H with frame operator SH,v. By Proposition
1.1, {L(Hλ)}λ∈Λ also is a frame of subspaces with respect to {vλ}λ∈Λ.
We denote the frame operator for {L(Hλ)}λ∈Λ and {vλ}λ∈Λ, by S ′

H,v.
Also since L is bounded invertible then there exist two positive con-
stants c1 and c2 such that

c1∥u∥H ≤ ∥Lu∥H ≤ c2∥u∥H , ∀u ∈ H. (2.1)

265



Theorem 2.1. Let {Hλ}λ∈Λ be a frame of subspaces with respect to
{vλ}λ∈Λ for H with frame operator SH,v and let L be as in (1.2). Let
u0 = 0 and for k ≥ 1,

uk = uk−1 +
2

c21A+ c22B
LS ′

H,v(f − Luk−1),

where S ′
H,v is the frame operator for the frame of subspaces {L(Hλ)}λ∈Λ

with respect to {vλ}λ∈Λ with bounds A, B, and c1, c2 as in (2.1). Then

∥u− uk∥H ≤ (
c22B − c21A

c21A+ c22B
)k∥u∥H .

In particular the vectors uk converges to u as k → ∞.

3. Chebyshev method based on the upper and lower
bounds of a frame of subspaces

Now let hn =
∑n

k=1 dnk
uk, where uk as in Theorem 2.1, such that∑n

k=1 dnk
= 1, that is guaranteed if uk = u for all 1 ≤ k ≤ n then

hn = u. Defining R = I − 2
c21A+c22B

LS
′
L and Qn(x) =

∑n
k=1 dnk

xk, we

obtain

u− hn = Qn(R)(u− u0), (3.1)

therefore

∥u− hn∥ = ∥Qn(R)(u− u0)∥ ≤ ∥Qn(R)∥∥u− u0∥

≤ max
|x|≤α0

|Qn(x)|∥u− u0∥, (3.2)

where α0 =
c22B−c21A

c22B+c21A
.

The aim is to minimize this error. This is done by Chebyshev polyno-
mials, satisfying the recurrence relation

C0(x) = 1, C1(x) = x, Cn(x) = 2xCn−1(x)− Cn−2(x), ∀n ≥ 2.

For more details see [3].
Now we can design the following algorithm base on the Chebyshev
method and using frames of subspaces.

Algorithm[L, ϵ, A,B, c1, c2] → uϵ

(i) Let α0 =
c22B−c21A

c22B+c21A
, σ = c2

√
B−c1

√
A

c2
√
B+c1

√
A

(ii) h0 := 0, h1 :=
2

c21A+c22B
LS

′
f , β1 = 2, n = 1

(iii) While 2σn

1+σ2n

∥f∥
c1
> ϵ

(1) n := n+ 1

(2) βn = (1− α2
0

4
βn−1)

−1
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(3) hn = βn(hn−1 − hn−2 +
2

c21A+c22B
LS

′
(f − Lhn−1)) + hn−2, n ≥ 2

(iv) uϵ := hn.

The following theorem holds.

Theorem 3.1. The approximated solution hn in the Algorithm
[L, ϵ, A,B, c1, c2] satisfies

∥u− hn∥ ≤ 2σn

1 + σ2n

∥f∥
c1

.
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Abstract. Let AlgN be a nest algebra associated with the nest
N on a (real or complex) Banach space X. Suppose that there
with each N ∈ N complemented in X whenever N− = N and
δ : AlgN −→ AlgN is a linear map. we characteraize the strongly
operator topology continuos linear map δ on some nest algebra
AlgN with property that δ(P ) = 2Pδ(P ) or δ(P ) = 2Pδ(P ) −
Pδ(I) every idempotent P in AlgN .

1. Introduction

Throughout this paper all algebras and vector spaces will be over F,
where F is either the real field R or the complex field C. Let A be
analgebra with unity 1, M be a left A-module and δ : A → M be a
linear mapping.

In recent years, several authors studied the linear (additive) maps
that behave like homomorphisms, derivations or left derivations when
acting on special products (for instance, see [2, 3, 6] and the references
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therein). In this article we study the continuous linear maps on nest
algebras behaving like left derivations at idempotent-product.

Let N be a nest on a Banach space X and δ : AlgN → AlgN
be a strong operator topology continuos linear map. In this paper
we describe the strongy continuos linear maps δ on some nest algebra
AlgN with property that δ(P ) = 2Pδ(P ) or δ(P ) = 2Pδ(P ) − Pδ(I)
every idempotent P in AlgN .

The following are the notations and terminologies which are used
throughout this article.

Let X be a Banach algebra. Let X be a Hilbert space. We denote
by B(X ) the algebra of all bounded linear operators on X , and F(X )
denotes the algebra of all finite rank operators in B(X ). A subspace
lattice L on a Hilbert space X is a collection of closed (under norm
topology) subspaces of X which is closed under the formation of arbi-
trary intersection (denoted by ∧) and closed linear span (denoted by
∨), and which includes {0} and X . For a subspace lattice L, we define
the associated subspace lattice AlgL by

AlgL = {T ∈ B(X ) |T (N ⊆ N for all N ∈ L}.

A totally ordered subspace lattice N on X is called a nest and AlgN
is called a nest algebra. When N ̸= {{0},X}, we say N is non-
trivial. It is clear that if N is trivial, then AlgN = B(X ). Denote
AlgN := AlgFN ∩ F(X ), the set of all finite rank operators in AlgN
and for N ∈ N , let N− = ∨{M ∈ N|M ⊂ N}. The identity element of
nest algebras denote by I and an element P in a nest algebra is called
a non-trivial idempotent if P ̸= 0, I and P 2 = P .

Let N be a non-trivial nest on a Banach space X . If there exists
a non-trivial idempotent P ∈ AlgN with range P (X ) ∈ N , then we
have (I − P )(AlgN )P = {0} and hence

AlgN = P (AlgN )P ∔ P (AlgN )(I − P )∔ (I − P )(AlgN )(I − P )

as sum if linear spaces. This is so-called the Peirce decompositon of
AlgN . The sets P (AlgN )P, P (AlgN )(I −P ) and (I −P )(AlgN )(I −
P ) are closed in AlgN . In fact P (AlgN )P and (I − P )(AlgN )(I −
P ) are Banach (P (AlgN )(I − P ), P (AlgN )(I − P ))-bimodule. Also
P (AlgN )(I − P ) is fithful as a left P (AlgN )P -mofule as well as right
(I−P )(AlgN )(I−P )-module. For more information on nest algebras,
we refer to [1].

A subspace lattice L on a Hilbert space H is called a commutative
subspace lattice, or a CSL, if the projections of H onto the subspaces
of L commute with each other. if L is a CSL, then AlgL is called a
CSL-algebra. Eech nest algebra on a Hilbert space is a CSL-algebra.
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2. Main sections and results

Theorem 2.1. [2] Let X be a linear space and let ϕ : A×A −→ X be
a bilinear map satisfying

a, b ∈ A, ab = 1 ⇒ ϕ(a, b) = ϕ(1, 1)

Then

ϕ(a, a) = ϕ(a2, 1)

for all a ∈ A.

Proposition 2.2. Let X be a Banach algebra with unity 1 and M be
a unital Banach left A-module. Let δ : A −→ M be a continuos linear
map. if δ is left derivable at 1, then δ is a Jordan left derivation.

Corollary 2.3. Let X be a Banach algebra with unity 1 and M be
a unital Banach left A-module. Let x, y ∈ A with x + y = 1 and let
δ : A −→ M be a continuos linear map. if δ is left derivable at x and
y then δ is a Jordan left derivation.

Remark 2.4. If A is a CSL-algebra or a unital semisinple Banach al-
gebra, then by [4] and [5] every continous Jordan left derivation on A
is zero. Hence from 2.2 every continous linear map δ : A −→ A which
is left derivable at 1 is zero.

the following is our main result. Now, we characterize the strongly
operator topology continous (generalized) left derivations on some nest
algebras.

Theorem 2.5. Let N be a nest on a Banach space X , with each N ∈ N
complemented in X whenever N− = N . Let δ : AlgN −→ AlgN be a
strong operator topology continuos linear map. Then:

(i) If δ(P ) = 2Pδ(P ) for every idempotent P in AlgN , then δ = 0.
(ii) If δ(P ) = 2Pδ(P ) − Pδ(I) for every idempotent P in AlgN ,

then δ(a) = aδ(I) for all a ∈ AlgN .

Proof. (i) For arbitrary idempotent operator P ∈ AlgN , by hypothesis
we have δ(P ) = 0. Notice that AlgFN is contained in the linear span of
the idempotent in AlgN . So we see that δ(F ) = 0 for all F ∈ AlgFN .

since δ is continous under SOT and AlgFN
SOT

= AlgN . we find that
δ(a) = 0 for all a ∈ AlgN .

(ii) Difine ∆ : AlgN −→ AlgN by ∆(a) = δ(a) − aδ(I). So by (i)
we have ∆ = 0 and δ(a) = aδ(I) for all a ∈ AlgN . □

It is obvious that the nests on Hilbert spaces, finite nests and the
nests having order-type w + 1 or 1 + w∗, where w is the order-type of
the nutural numbers, satisfy the condition in 2.5 automatically.
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Abstract. Let H be a positive definite matrix partitioned into
four n × n blocks. We have a sharp inequality between ||H|| and
the norm of partial trace of H, if the off-diagonal blocks of H are
Hermitian. In addition there is a norm inequality for H in the case
the right upper block of H is accretive. In this paper is given more
general norm inequalities for H with accretive off-diagonal blocks.

1. Introduction

Let Mn denote the space of n × n complex matrices, and let M+
n

be the subspace of positive semi-definite matrices. We refer the reader
to [1] for reminding basic concepts like symmetric norm and Ky Fan
norm. A positive 2× 2-block matrix H ∈M+

n+m can be written in the
form

H =

(
A X
X∗ B

)
with A ∈M+

n , B ∈M+
m.

2010 Mathematics Subject Classification. Primary 15A60; Secondary 47A30,
15A42.

Key words and phrases. positive definite matrices, accretive matrices, symmetric
norms.

∗ Speaker.
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If the off-diagonal blocks of H are Hermitian, (X = X∗) then H has
the form

H =

(
A X
X B

)
∈M+

2n.

In this case we have a remarkable norm inequality:

Theorem 1.1. [4] Given any matrix H ∈ M+
2n written in Hermitian

blocks in Mn, we have

||H|| = ||
(
A X
X B

)
|| ≤ ||A+B||

for all symmetric norms.

In general case which H ∈M+
n+m we have a decomposition for H.

Lemma 1.2. [2] For every matrix H in M+
n+m there exist some uni-

taries U, V ∈Mn+m such that(
A X
X∗ B

)
= U

(
A 0
0 0

)
U∗ + V

(
0 0
0 B

)
V ∗. (1.1)

The above decomposition yields a norm inequality for all symmetric
(or unitarily invariant) norms:

||
(
A X
X∗ B

)
|| ≤ ||A||+ ||B||. (1.2)

In general, the sum of the norms ||A||+ ||B|| can not be replaced by
the norm of the sum ||A+B|| in (1.2), even if X is normal [3].

We are searching for better estimations for special cases. If X is
accretive we have

Theorem 1.3. [4] If the matrix H ∈M+
2n is written in blocks of same

size such that the right upper block X is accretive, then

||
(
A X
X∗ B

)
|| ≤ ||A+B||+ ||ReX||.

Remember ReX = X+X∗

2
and ”X is accretive” means ReX ≥ 0.

In the next section we improve Theorem 1.3 and obtain more general
estimations for ||H||.
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2. A generalized inequality

It is simple to see the matrix

W =

( √
αI −

√
1− αI√

1− αI
√
αI

)
is a unitary matrix inM2n where I is the identity ofMn and 0 < α < 1.
Now consider

K = W ∗
(

A X
X∗ B

)
W

which equals(
αA+ (1− α)B +

√
α− α2(X +X∗) Y

Y ∗ (1− α)A+ αB −
√
α− α2(X +X∗)

)
or(
lphaA+ (1− α)B + 2

√
α− α2ReX Y

Y ∗ (1− α)A+ αB − 2
√
α− α2ReX

)
(2.1)

The matrix K is unitarily equivalent to H =

(
A X
X∗ B

)
and so has

the same norm, for every symmetric norm.

Theorem 2.1. For any matrix H =

(
A X
X∗ B

)
in M+

2n written in

blocks of same size such that the right upper block X is accretive, we
have

||H|| ≤ ||αA+(1−α)B||+ ||(1−α)A+αB||+2
√
α− α2||ReX|| (2.2)

for all symmetric norms ||.||, where 0 ≤ α ≤ 1.

Proof. By ky Fan dominance principle it suffices to show (2.2) for Ky
Fan k-norms ||.||k, k = 1, 2, · · · , 2n.

Applying (1.1) and (2.1) yields

||H||k = ||W ∗HW ||k
≤ ||αA+ (1− α)B + 2

√
α− α2ReX||k

+ ||(1− α)A+ αB − 2
√
α− α2ReX||k
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for 0 < α < 1. Since ReX ≥ 0, we obtain

||H||k ≤ ||αA+ (1− α)B + 2
√
α− α2ReX||k + ||(1− α)A+ αB||k

≤ ||αA+ (1− α)B||k + 2
√
α− α2||ReX||k

+ ||(1− α)A+ αB||k.
for all 0 < α < 1. Tending α → 0 and α → 1 and applying Ky Fan
dominance principle show the inequality (2.2) for 0 ≤ α ≤ 1.

□
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Abstract. We prove the operator Jensen-Mercer inequality for
non-unital n-tuples of positive linear mappings and convex func-
tions and superquadratic functions.

1. Introduction

The well-known Jensen-Mercer inequality for the convex functions
states that if f is a convex function on an interval [m,M ], then

f(m+M −
k∑

j=1

wjxj) ≤ f(m) + f(M)−
k∑

j=1

wjf(xj) (1.1)

for every x1, x2, ..., xk ∈ [m,M ] and nonnegative real numbers w1, w2, ...,
wk with

∑
wj = 1.

The following operator variant of (1.1) was given in [3].

Theorem 1.1. Let A1, A2, ..., Ak ∈ B(H) be selfadjoint operators with
spectra in [m,M ] and let Φ1,Φ2, ...,Φk be positive linear maps from

B(H) into B(K) with
∑k

j−1Φj(1H) = 1K. If f ∈ C([m,M ]) is a

2010 Mathematics Subject Classification. 47A63.
Key words and phrases. Jensen-Mercer inequality, convex function, su-

perquadratic function.
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convex function, then

f

(
m1K +M1K −

k∑
j=1

Φj(Aj)

)
≤ f(m)1K+f(M)1K−

k∑
j=1

Φj(f(Aj)).

(1.2)

In [1], a refinement of (1.2) was obtained for superquadratic func-
tions. Here, we use ideas from [2, 4] to show that the mentioned results

hold true for positive linear maps Φ1, ...,Φk with
∑k

j=1Φj(1H) ≤ 1k.

2. Main results

Theorem 2.1. Let f be a continuous convex function on interval
[m,M ] containing 0 with f(0) ≥ 0 and A1, A2, ..., Ak ∈ B(H) be self-
adjoint operators with spectra in [m,M ]. Suppose Φ1,Φ2, ...,Φk are

positive linear maps from B(H) into B(K) with
∑k

j=1Φj(1H) ≤ 1K.
Then

f

(
m1K +M1K −

k∑
j=1

Φj(Aj)

)
≤ f(m)1K+f(M)1K−

k∑
j=1

Φj(f(Aj)).

Proof. Put C = 1K −
k∑

j=1

Φj(1H) ≥ 0 and D =
√
C. Define the positive

linear map ϕ from B(H) to B(K) by

Φ(A) = DAD.

Now we have

f

(
m.1K +M.1K −

k∑
j=1

Φj(Aj)

)
=

f

(
m.1K +M.1K −

k∑
j=1

Φj(Aj)− Φ(0)

)

≤ f(m).1K + f(M).1K −
k∑

j=1

Φj(f(Aj))− Φ(f(0))

≤ f(m).1K + f(M).1K −
k∑

j=1

Φj(f(Aj)).

□
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Corollary 2.2. Let [m,M ] be an interval containing −1, 1 and Φ1,Φ2,

...,Φk be positive linear maps from B(H) into B(K) such that
k∑

j=1

Φj(1H)

≤ 1K. If f ∈ C([m,M ]) is a convex function, then

f

(
m.1K +M.1K +

n∑
j=1

Φj(1H)−
k∑

j=n+1

Φj(1H)

)
≤

f(m).1K + f(M).1K − f(−1)
n∑

j=1

Φj(1H)− f(1)
k∑

j=n+1

Φj(1H).

Corollary 2.3. Let A1, A2, ..., Ak ∈ B(H) be selfadjiont operators with
spectra contained in [m,M ] containing 0 and w1, w2, ..., wk be nonnega-

tive real numbers such that
k∑

j=1

wj ≤ Wk. If f ∈ C([m,M ]) is a convex

function such that f(0) ≥ 0, then

f

(
m+M − 1

Wk

k∑
j=1

wjAj

)
≤ f(m) + f(M)− 1

Wk

k∑
j=1

wjf(Aj).

Theorem 2.4. Let A1, A2, ..., Ak ∈ B(H) be selfadjiont operators with
spectra contained in [0,M ] and ϕ1, ϕ2, ..., ϕk ∈ P [B(H), B(K)] posi-

tive linear maps such that
k∑

j=1

ϕj(IH) ≤ IK.If f ∈ C([0,∞]) is a su-

perquadratic function such that f(0) = 0, then

f

(
M −

k∑
j=1

ϕj(Aj)

)
≤ f(M)−

k∑
j=1

ϕj(f(Aj))

− 1

M

k∑
j=1

ϕj(Ajf(M − Aj))−
1

M

k∑
j=1

ϕj((M − Aj)f(Aj))

− 1

M

(
k∑

j=1

ϕj(Aj)

)
f

(
M −

k∑
j=1

ϕj(Aj)

)

− 1

M

(
M −

k∑
j=1

ϕj(Aj)

)
f

(
k∑

j=1

ϕj(Aj)

)
.
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