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Welcome

We are pleased to organize the 7th Seminar on Linear Algebra and its Ap-
plications during 26-27 February 2014 in Iran. The seminar provides a forum
for mathematicians worldwide and scholar students to present their latest re-
sults about all aspects of linear algebra and its applications and a means to
discuss their recent researches with each other. The organizing committee of
the seminar warmly welcomes the participants to Mashhad, hoping that their
stay in Mashhad will be happy and fruitful. About 200 participants have
taken part in this seminar. We have made every effort to make the seminar
as worthwhile as possible. We wish to express our thanks to all whose help
has made this gathering possible. In particular, we would like to express our
gratitude to the administration of Ferdowsi University of Mashhad and the
Iranian Mathematical Society.

Chair
Mohammad Sal Moslehian
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The Extended Abstracts of Talks
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

A GENERALIZATION OF ORTHOGONAL BASIS

ABDOLAZIZ ABDOLLAHI1∗AND HASHEM NAJAFI2

Department of Mathematics, College of Sciences, Shiraz University, Shiraz 71454,
Iran

1 abdollahi@shirazu.ac.ir
2 hnajafi@shirazu.ac.ir

Abstract. Let H be a Hilbert space and (hi)
m
i=1 be a finite se-

quence of vectors in H. The sequence (hi)
m
i=1 is called to benon-

orthogonal neighbors (NON) sequence provided that, ⟨vi, vj⟩ ̸= 0
if and only if |i − j| ≤ 1 for all i, j ∈ {1, 2, ...,m}. In this paper
we will prove that a necessary and sufficient condition for existing
a non-orthogonal neighbors sequence with m vectors in a Hilbert
space H is that m− 1 ≤ dim(H). Furthermore, we extend the no-
tion of non orthogonal neighbors such that orthogonal basis is an
especial case of it and will offer a conjecture regarding this notion.

1. Introduction

The concept of orthogonality goes a long way back in time. Usually
this notion is associated with Hilbert spaces or, more generally, inner
product spaces. Various extensions have been introduced through the
decades. G. Birkhoff [2], B. D. Roberts [4], R. C. James [3] and I. Singer
[5] offered various definitions of this notion even in normed spaces.
In this short paper we introduce another kind of orthogonality (with
a taste of combinatorics) in Hilbert spaces which includes traditional
definition of orthogonality as an especial case. Throughout this paper

2010 Mathematics Subject Classification. Primary 15A03; Secondary , 05C50,
46C05.

Key words and phrases. Orthogonal basis, k-non orthogonal neighbors, Hilbert
space.

∗ Speaker.
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H will denote a Hilbert space over a real or complex field. The vectors
u and v of H are called to be orthogonal provided that ⟨u, v⟩ = 0 and
a set or sequence is called to be orthogonal if all pair of distinct vectors
in the set or sequence are orthogonal. To find more details on Hilbert
spaces see [1].

Definition 1.1. LetH be an inner product space and (hi)
m
i=1 be a finite

sequence of vectors in H. For a non negative integer k, the sequence
(hi)

m
i=1 is called to be k-non orthogonal neighbors sequence provided

that, ⟨vi, vj⟩ ̸= 0 if and only if |i− j| ⩽ k for all i, j ∈ {1, 2, ...,m}.

Obviously a 0-non orthogonal neighbors sequence is an orthogonal
sequence with non zero vectors. Therefore if there exists a 0-non or-
thogonal neighbors sequence with m vectors in H the dimension of H
is at least m.

In a 1-non orthogonal neighbors sequence the vectors which are not
neighbors, i.e. are not consecutive, are orthogonal together. For given
real number x, let ⌈x⌉ denote the smallest integer more than or equal
to x. Let (hi)

m
i=1 be a 1-non orthogonal neighbors sequence in H. Since

the subsequence (h2i−1)
⌈m/2⌉
i=1 is an orthogonal sequence in H, the di-

mension of H is at least ⌈m/2⌉ but we will prove that the dimension
of H is much more than ⌈m/2⌉, in fact, it is at least m− 1.

Our aim is to find some fantastic facts regarding 1-non orthogonal
neighbors sequences. More precisely we will prove that a necessary and
sufficient condition for existing a 1-non orthogonal neighbors sequence
with m vectors in a Hilbert space H is that m − 1 ≤ dim(H). Our
conjecture is that a necessary and sufficient condition in order to exist a
k-non orthogonal neighbors sequence with m vectors in a Hilbert space
H is that m− k ≤ dim(H). To simplify notation, the expression ”non
orthogonal neighbors” or (NON) is used instead of 1-non orthogonal
neighbors.

2. Main results

The following lemma is a vital tool to prove the first theorem.

Lemma 2.1. Let H be a Hilbert space of dimension n. There is no non
orthogonal neighbors sequence of length more than n + 1 in H which
spans H.

Proof. Towards a contradiction, suppose there exists a non orthogonal
sequence (hi)

m
i=1 such that m ≥ n + 2 and H = span{hi}mi=1. By the

definition of (NON) we have hi ̸= 0(i = 1, 2, ...,m) and ⟨hi, hj⟩ = 0 if

7
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and only if |i−j| > 1. The set {hi}mi=1 spans H, so we can find a subset
β of {hi}mi=1 of n vectors which is a basis for H. There are three cases
to consider. In each of these cases we obtain a contradiction.
(a) If h1 and hm are not the elements of β, then h1 can be written as
h1 = c2h2 + · · · + cm−1hm−1 where ci’s are scalars. Taking the inner
product of both sides of this equation with hm to conclude cm−1 = 0.
Now, h1 can be written as h1 = c2h2 + · · ·+ cm−2hm−2. Similarly, take
the inner product of both sides of the reduced linear combination of
h1 with hm−1, hm−2, · · · , h3, consecutively, to get cm−2 = cm−3 = · · · =
c2 = 0. This implies that h1 = 0, which is a contradiction.
(b) If just one of the h1 or hm isn’t in β, without loss of generality
we may assume that h1 ∈ β. Since β has n elements, there exists a
j ∈ {2, 3, · · · ,m−1} such that hj isn’t in β. If j = m−1, we can write
hm−1 = c1h1 + · · ·+ cm−2hm−2. Taking the inner product of both sides
of this equation with hm to get ⟨hm−1, hm⟩ = 0, which is not true due
to the definition of (NON), so j ̸= m−1. Now, hj has a representation
of the form

hj = c1h1 + · · ·+ cj−1hj−1 + cj+1hj+1 + · · ·+ cm−1hm−1.

Taking the inner product of both sides of this equation with hm and
conclude that cm−1 = 0. Now, hj can be written as hj = c1h1 +
· · · + cj−1hj−1 + cj+1hj+1 + · · · + cm−2hm−2. Similarly, taking the in-
ner product of both sides of the reduced linear combination of j with
hm−1, hm−2, · · · , hj+2, consecutively, to get cm−2 = · · · = cj+1 = 0.
This implies that hj = c1h1 + · · ·+ cj−1hj−1. Taking the inner product
of both sides of this equation with hj+1 to achieve ⟨hj, hj+1⟩ = 0, which
contradicts the definition of (NON).
(c) Finally, if both h1 and hm belong to β, then β = {hm1 , hm2 , · · · , hmn}
where 1 = m1 < m2 < · · · < mn−1 < mn = m. Since mi ∈
{1, 2, · · · ,m} (1 ≤ i ≤ n) and m > n+1 there exists an integer j such
that mj −mj−1 > 1. Choose an integer k such that mj−1 < k < mj.
We claim that β′ = β

∪
{hk}− {hmn} is a basis for H. If we prove this

claim the proof is complete by part (b). To prove the claim, hk has a
representation of the form

hk = cm1hm1 + · · ·+ cmj−1
hmj−1

+ cmjhmj + · · ·+ cmnhmn .

If cmn ̸= 0, then hmn has a linear combination by the elements of
β
∪
{hk}, and so β′ is a basis. Therefore we can assume that cmn = 0.

This implies that hk has a representation of the form

hk = cm1hm1 + · · ·+ cmj−1
hmj−1

+ cmjhmj + · · ·+ cmn−1hmn−1 .

8
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Taking the inner product of both sides of this equation with hmn−1+1

to get cmn−1 = 0. Similarly, taking the inner product of both sides
of the reduced linear combination of hk with hmn−2+1, · · · , hmj+1, con-
secutively, to get cmn−2 = · · · = cmj = 0. This implies that hk has a
representation of the form

hk = cm1hm1 + · · ·+ cmj−1
hmj−1

.

Now, taking the inner product of both sides of this equation with hk+1

to get ⟨hk, hk+1⟩ = 0, which is an obvious contradiction. □
Theorem 2.2. If a non orthogonal neighbors sequence (hi)

m
i=1 in a

Hilbert space H spans H then the dimension of H is either m − 1 or
m.

Theorem 2.3. There exists a non orthogonal neighbors sequence of
length m in Hilbert space H if and only if m− 1 ≤ dim(H).

This leads us to state the following conjecture which is an extension
of Theorem 2.3.

Conjecture 2.4. Let m be a fixed positive integer. For each integer
k ∈ {1, 2, ...,m− 1} there exists a k-non orthogonal neighbors sequence
of length m in Hilbert space H if and only if m− k ≤ dim(H).

References
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ON THE GRAPHS ASSOCIATED TO MATRIX RINGS
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1 Department of Mathematics, University of Neyshabur,
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Abstract. In this talk, we study the zero-divisor graph associ-
ated to some special subrings of upper triangular matrix rings.

1. Introduction

Let R be a commutative ring with identity 1 ̸= 0. Let Z(R) denote
the set of zero-divisors of R, and Z(R)∗ = Z(R) \ {0} be the nonzero
zero-divisors of R. The zero-divisor graph of R, denoted by Γ(R), is
the undirected graph whose vertices are the elements of Z(R)∗, and
two distinct vertices r and s are adjacent if and only if rs = 0.

Zero-divisor graphs were first defined for commutative rings by Beck
in [2]. However, he let all elements of a ring R be vertices of the graph
and was mainly interested in colorings. In [1], Anderson and Livingston
introduced and studied the zero-divisor graph whose vertices are the

2010 Mathematics Subject Classification. Primary 05C10; Secondary 16S50.
Key words and phrases. Matrix ring, Planar graph, End-regular graph.
∗ Speaker.
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non-zero zero-divisors of R. They studied the interplay between the
ring-theoretic properties of a commutative ring and the graph-theory
properties of its zero-divisor graph. In 2002, Redmond [5] introduced
the concept of the zero-divisor graph for a noncommutative ring R.
Also, in [4], the zero-divisor graph of triangular matrix rings is studied.

The zero-divisor graph of a noncommutative ring R is a directed

graph, which is denoted by
→
Γ(R). An element r ∈ R is a left zero-

divisor if there exists 0 ̸= s ∈ R such that rs = 0, and likewise r ∈ R
is a right zero-divisor if there exists 0 ̸= s ∈ R such that sr = 0. In R
the sets of nonzero left zero-divisors and nonzero right zero-divisors are

denoted by Zl(R)
∗ and Zr(R)

∗, respectively. The vertex set of
→
Γ(R) is

V (
→
Γ(R)) = Zl(R)

∗ ∪ Zr(R)∗, and there is an arc from r to s, denoted
by r → s, if and only if rs = 0. For general background on graph
theory, please see [3].

In this talk, we study the zero-divisor graphs of some subrings of
upper triangular matrix rings over commutative rings with identity.

2. Main results

LetR be a commutative ring with nonzero identity. Let Tn(R) denote
the n×n upper triangular matrix ring over R and let Sn(R) be a subring
of Tn(R) defined as follows, where n ≥ 2.

Sn(R) =




a a12 a13 · · · a1n
0 a a23 · · · a2n
0 0 a · · · a3n
...

...
...

. . .
...

0 0 0 · · · a

 : a, aij ∈ R

 .

If there is no confusion, we write S instead of Sn(R). Also we denote

the underlying graph of
→
Γ(S) by Γ(S).

In a graph G, the distance between two distinct vertices a and b,
denoted by d(a, b), is the length of the shortest path connecting a and
b, if such a path exists; otherwise, we set d(a, b) := ∞. The diameter
of a graph G is diam(G) = sup{d(a, b) : a and b are distinct vertices
of G}. Also the girth of a graph G is the length of the shortest cycle
in G.

Proposition 2.1. Let n ≥ 3. Then the following statements hold.
(a) The girth of Γ(S) is 3.
(b) diamΓ(R) ≤ diamΓ(S) ∈ {2, 3}.

11
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Recall that a graph is said to be planar if it can be drown in the
plane, so that its edges intersect only at their ends. A subdivision of
a graph is any graph that can be obtained from the original graph by
replacing edges by paths. A remarkable characterization of the planar
graphs was given by Kuratowski in 1930. Kuratowski’s Theorem says
that a graph is planar if and only if it contains no subdivision of K5 or
K3,3.

We denote the underlying graph of
→
Γ(S) by Γ(S).

Theorem 2.2. Γ(S) is planar if and only if n = 2 and R is isomorphic
to one of the following rings:

Z2,Z3,F4,Z4,Z2[x]/(x
2),Z5.

A graph is outerplanar if it can be drawn in the plane without cross-
ing in such a way that all of the vertices belong to the unbounded
face of the drawing. There is a characterization for outerplanar graphs
that says a graph is outerplanar if and only if it does not contain a
subdivision of K4 or K2,3.

The following corollary follows from Theorem 2.2.

Corollary 2.3. Γ(S) is outerplanar if and only if n = 2 and R is
isomorphic to one of the following rings:

Z2,Z3,F4,Z4,Z2[x]/(x
2).

Let x be a vertex of a graph G. The neighborhood of x, denoted by
N(x), is the set of vertices which are adjacent to x.

Let G and H be graphs. A homomorphism f from G to H is a
map from V (G) to V (H) such that for any a, b ∈ V (G), a is adjacent
to b implies that f(a) is adjacent to f(b). Moreover, if f is bijective
and its inverse mapping is also a homomorphism, then we call f an
isomorphism from G to H, and in this case we say G is isomorphic
to H, denoted by G ∼= H. A homomorphism (resp, an isomorphism)
from G to itself is called an endomorphism (resp, automorphism) of G.
An endomorphism f is said to be half-strong if f(a) is adjacent to f(b)
implies that there exist c ∈ f−1(f(a)) and d ∈ f−1(f(b)) such that c is
adjacent to d. By End(G), we denote the set of all the endomorphisms
of G. It is well-known that End(G) is a monoid with respect to the
composition of mappings. Let S be a semigroup. An element a in S
is called regular if a = aba for some b ∈ S and S is called regular if
every element in S is regular. Also, a graph G is called end-regular if
End(G) is regular.

Proposition 2.4. Let n ≥ 3. Then Γ(S) is not end-regular.

12
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Abstract. In this paper we study the bijective additive maps
ϕ : B(H) −→ B(H) which preserve upper(lower) semi-Fredholm
and finite rank nilpotent operators and we show that if for every
finite dimension or codimension subspace A of H, T (A) ⊆ A =⇒
ϕ(T )(A) ⊆ A and ϕ(TA)(A) = ϕ(T )(A), then there exists an non-
zero scaler µ ∈ C such that ϕ(T ) = µT for all T ∈ B(H). We also
determine the form of surjective additive maps ϕ : B(H) −→ B(H)
which weakly preserve in both directions the hyper-range’s codi-
mension (i.e. codimR∞(T ) < ∞ ⇐⇒ codimR∞(ϕ(T )) < ∞) and
the hyper-kernel’s dimension (i.e. dimN∞(T ) < ∞ ⇐⇒ dimN∞−
(ϕ(T )) < ∞). We show that if ϕ : B(H) −→ B(H) weakly pre-
serves in both directions the hyper-range’s codimension and the
hyper-kernel’s dimension, then there exists an invertible bounded
linear or conjugate linear operator A : H −→ H and non-zero com-
plex number µ ∈ C such that ϕ(T ) = µATA−1 for all T ∈ B(H).

1. Introduction

Let X be a complex Banach space and let H be a seperable complex
infinite dimension Hilbert space. The algebra of all bounded linear op-
erators acting on X is denoted by B(X).
For all operator T ∈ B(X), write N(T ) for its kernel and R(T ) for its

2010 Mathematics Subject Classification. Primary 47B49; Secondary 47A53.
Key words and phrases. Additive map, Semi-Browder operator, semi-Fredholm

operator, hyper-range, hyper-kernel.
∗ Speaker.
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range. The hyper-kernel and the hyper-range of T are defined respec-
tively by N∞(T ) := ∪n∈NN(T n) and R∞(T ) := ∩n∈NR(T n).
A surjective additive map ϕ : B(X) −→ B(X) preserves property P of
operators in both directions if T ∈ P ⇐⇒ ϕ(T ) ∈ P .

A semi-Fredholm operator is a bounded linear operator between Ba-
nach spaces that has a finite dimension kernel or finite codimensional
range and closed range.
Upper(resp.lower) semi-Fredholm operators are those which have finite
dimensional kernels (resp. codimensional ranges). The set of such
operators is denoted by F+(X) (F−(X)).
The ascent a(T ) and descent d(T ) of T ∈ B(X) are defined by

min{ n ≥ 0 : N(T n) = N(T n+1)};

min{ n ≥ 0 : R(T n) = R(T n+1)}.
As for notation, if A is a closed subspace of Hilbert space H and

T ∈ B(H), we consider

TA : A⊕B −→ A⊕B

(x1, x2) −→ T (x1).

Let us introduce the following subsets:
(i) A(X) := {T ∈ B(X) : a(T ) <∞} the set of finite ascent operators;
(ii)D(X) := {T ∈ B(X) : d(T ) <∞} the set of finite descent opera tors;
(iii) B+(X) := F+(X)∩A(X) the set of upper semi-Browder operators;
(iv) B−(X) := F−(X)∩D(X) the set of lower semi-Browder operators;
(V) B(X) := B+(X) ∩B−(X) the set of Browder operators.
In [3], the form of all surjective linear map ϕ : B(H) −→ B(H) pre-
serving nilpotent operators is determined and it is shown also that if
ϕ : B(H) −→ B(H) preserves nilpotent operators then there exists a
non-zero complex number µ and a bounded bijective linear operator
A : H −→ H such that either
(i) ϕ(T ) = cATA−1 for every T ∈ B(H) or
(ii) ϕ(T ) = cAT trA−1 for every T ∈ B(H), where T tr denotes the
transpose of T relative to a fixed but arbitrary orthonormal basis.
In this paper, we obtain the following resulte:

Theorem 1.1. Let ϕ : B(H) −→ B(H) be a bijective additive map. If
ϕ preserves upper(lower) semi-Fredholm and finite rank nilpotent oper-
ators and if for every finite dimension or codimension subspace A of
H we have T (A) ⊆ A =⇒ ϕ(T )(A) ⊆ A and ϕ(TA)(A) = ϕ(T )(A),
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then there exists an non-zero scaler µ ∈ C such that ϕ(T ) = µT for all
T ∈ B(H).

In [2] we saw that a surjective additive map ϕ : B(X) −→ B(X)
preserves hyper-kernel’s dimension if dimN∞(ϕ(T )) = dimN∞(T ) for
all T ∈ B(X) and also preserves hyper-range’s codimension if
codimR∞(ϕ(T )) = codimR∞(T ) for all T ∈ B(X).
In the same article the forms of all additive map ϕ : B(X) −→ B(X)
preserving the hyper-kernel’s dimension or the hyper range’s codimen-
sion are determined, and it is established also that ϕ : B(X) −→ B(X)
preserves the hyper-range or the hyper-kernel, then there exists a nonzero
scaler µ ∈ C such that ϕ(T ) = µT for all T ∈ B(X).
In the present paper, we define surjective additive map ϕ : B(X) −→
B(X) weakly preserves in both directions hyper-kernel’s dimension if
dimN∞(T ) <∞ ⇐⇒ dimN∞(ϕ(T )) <∞ and also weakly preserves in
both directions hyper-range’s codimension if codimR∞(T ) < ∞ ⇐⇒
codimR∞(ϕ(T )) <∞ and we determine the forms of all surjective addi-
tive maps ϕ : B(H) −→ B(H) that weakly preserve the hyper-kernel’s
dimension and the hyper -range’s codimension in both directions, and
consequently we obtain;

Theorem 1.2. Let H be a infinite-dimensional Banach space, let
ϕ : B(H) −→ B(H) be a surjective additive map. Then the following
assertions are equivalent:
(i) ϕ preserves closed range operators and weakly preserves hyper-kernel
of T in both directions.
(ii) ϕ weakly preserves hyper-range of T in both directions.
(iii)There exists an invertible bounded linear or conjugate linear oper-
ator A : H −→ H and nonzero complex number µ such that
ϕ(T ) = µATA−1 for all T ∈ B(H).

Theorem 1.3. Let ϕ : B(H) −→ B(H) be a surjective additive map.
Then the following assertions are equivalent:
(i) ϕ weakly preserves hyper-kernel and hyper-range of T in both direc-
tions.
(ii) there exists an invertible bounded linear, or conjugate linear, op-
erator A : H −→ H and a non-zero complex number µ such that ei-
ther ϕ(T ) = µATA−1 for all T ∈ B(H), or ϕ(T ) = µAT ∗A−1 for all
T ∈ B(H).

2. Main Results

We prove the Theorems 1.1, 1.2 and 1.3.
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Proof. (1.1). Let T ∈ B+(H). By [4, Theorem10] there exists a de-
composition H = H1⊕H2 such that dimH1 <∞, THi ⊆ Hi (i = 1, 2),
T |H1 is nilpotent and T |H2 is bounded below and the space H1 is
uniquely determined by H1 = N∞(T ). Since T |H2 is bounded below
thus inf{∥T2(x)∥, x ∈ H2, ∥x∥ = 1} > 0, since codimH2 < ∞ by
[4, Theorem 8] TH2 is upper semi-Fredholm. Now assumption implies
that ϕ(TH2) is upper semi-Fredholm. By [4, Theorem 8] there exists a
closed subspace H3 ⊆ H of finite codimension such that
inf{∥ϕ(TH2)(x)∥, x ∈ H3, ∥x∥ = 1} > 0. We claim that H3 = H2.
Since TH2 |H1= 0 and ϕ(TH2)(H1) = ϕ(TH2H1

)(H1) = 0 thus H3 ⊆ H2.

If H3 ⊊ H2 then there is a x0 ∈ H3 such that ∥x0∥ = 1. Put H0 :=
Spanx0, ϕ(TH2H0

) = ϕ(TH2)(H0) = 0. Since ϕ is injective therefore

TH2H0
= 0 but TH2(x0) ̸= 0. Thus H2 = H3. Now since T |H1 is finite

rank nilpotent, dim(H1) <∞ and TH1(H1) ⊆ H1 therefore ϕ(TH1)H1 ⊆
H1. Now we have ϕ(T ) |H1= ϕ(TH1) |H1 , ϕ(T ) |H2= ϕ(TH2) |H2 thus by
[4, Theorem 10] ϕ(T ) ∈ B+(H) and N∞(ϕ(T )) = H1 = N∞(T ). Ac-
cording to [2, Theorem 3.6] there exists a non-zero scaler µ ∈ C such
that ϕ(T ) = µT for all T ∈ B(H). □
Proof. (1.2). It is clear that by the first part of [4, Proposition 8]
ϕ preserves the upper semi-Browder operators in both directions and
also by the second part of [4, Proposition 8] ϕ preserves the lower
semi-Browder operators in both directions. Now by [1, Theorem A] we
conclude that (i), (ii) and (iii) are equivalent. □
Proof. (1.3). It is easy to see that by the third part of [4, proposition
8] ϕ preserves the Browder operators in both directions. then by [1,
Theorem B], (i) and (ii) are equivalent. □
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Abstract. In this paper, the centrosymmetric property of ordi-
nary matrices is extended for multidimensional matrices. Then,
an application of such matrices is presented after a brief study of
some of their basic properties and features.

1. Introduction

Centrosymmetric matrices (also known as centrally-symmetric ma-
trices) have been introduced since 1960 [5]. The centrosymmetric prop-
erty has been used in [1] to capture the symmetric behavior of a dy-
namic system by a fuzzy linguistic modeling structure. A first-order
fuzzy relational model structure is considered in this regard, in which a
square fuzzy relational matrix represents the truth values of the associ-
ated fuzzy rule-base. Thus, in [1], some results are obtained about the
stability of the first-order fuzzy relational dynamic systems based on
the special features of the centrosymmetric fuzzy relational matrices.

Wishing to deal with more complex systems, fuzzy relational models
with higher orders are required in which multidimensional fuzzy rela-
tional matrices are involved. This is a good motivation for defining and
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using multidimensional centrosymmetric matrices which is done in this
paper.

Therefore, multidimensional centrosymmetric matrices and some of
their basic properties are introduced in the next section. Also, the
application of the proposed matrices in fuzzy linguistic modeling of
complex dynamic systems with symmetric behavior is briefly discussed.

Throughout this paper,M(i1, i2, . . . , in) denotes the (i1, i2, . . . , in)-th
element of a multidimensional matrix M.

2. Main results

In this section, the centrosymmetric property is extended for mul-
tidimensional matrices and is applied to fuzzy relational modeling of
complex dynamic systems.

2.1. Introducing multidimensional centrosymmetric matrices.
A center-wise matrix transposition is the essence of centrosymmetric
matrices.

Definition 2.1. LetM be a p1×p2×. . .×pn matrix. The central trans-
position of the n-dimensional matrix M (denoted by MT.) is defined
as:

MT.(i1, i2, . . . , in) = M(p1 + 1− i1, p2 + 1− i2, . . . , pn + 1− in).

It is followed immediately from Definition 2.1 that
(
MT.

)T.
= M,

since p+ 1− (p+ 1− i) = i.

Definition 2.2. Let R and S be two multidimensional matrices.

(1) R is centrosymmetric (or centrally-symmetric) if RT. = R.
(2) S is skew centrosymmetric if ST. = −S.

Every multidimensional matrix can be written as the addition of
a centrosymmetric matrix and a skew centrosymmetric matrix of the
same size.

Lemma 2.3. Let M be a multidimensional matrix. Then, M can be
written as M = R+ S, where:{

R = 1
2
(M+MT.)

S = 1
2
(M−MT.)

Remark 2.4. The multiplication of two compatible multidimensional
matrices is performed as a special case of the fuzzy relational inner
composition introduced in [2]. Accordingly, a p1 × p2 × . . .× pn matrix
M1 and a q1 × q2 × . . .× qn matrix M2 are compatible (for performing
M1M2, when pn = q1. Obviously, for the summation of two multidi-
mensional matrices, they should be of the same size.
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The (skew) centrosymmetric property of multidimensional matrices
is preserved under most operations.

Lemma 2.5. Let R1 and R2 be two multidimensional centrosymmetric
matrices and S1 and S2 be two multidimensional skew centrosymmetric
matrices. Then:

(1) −R1 is centrosymmetric.
(2) R1 +R2 is centrosymmetric (when R1 and R2 are of the same

size).
(3) R1R2 is centrosymmetric (when R1 and R2 are compatible).
(4) S1S2 is centrosymmetric (when S1 and S2 are compatible).
(5) −S1 is skew centrosymmetric.
(6) S1 + S2 is skew centrosymmetric (when S1 and S2 are of the

same size).
(7) R1S2 (as well as S1R2) is skew centrosymmetric (when R1 and

S2 (or S1 and R2) are compatible).

2.2. Motivation and Application. Centrosymmetric matrices have
been used in [1] for modeling dynamic systems with symmetric be-
havior around the operating point via fuzzy relational models. Fuzzy
relational models are used for modeling various types of systems, as
can be seen for example in [4]. Investigating the stability of a model
is a very important issue for dynamic systems. This issue is very chal-
lenging in the fuzzy linguistic modeling area. Reference [3] initiates
a matrix-based approach to this problem and starts the way toward
the goal with first-order fuzzy relational models. On the basis of [3],
a symmetrical-behavior analysis has been performed in [1]. A stability
analysis method has been made possible therein by using some features
of centrosymmetric matrices, i.e., the special properties of the eigen-
values and eigenvectors of a centrosymmetric matrix. An important
limitation of [1] is that only first-order models can be handled. Higher-
order models involve multidimensional fuzzy relational matrices.

It is interesting that for higher-order models (which may include
external inputs as well as internal inputs), the symmetric behavior of
the dynamic system around its equilibrium point is represented as a
centrosymmetric multidimensional matrix as proposed in this paper.
The following examples clarify this issue.

Example 2.6. Suppose that we want to model a first-order dynamic
system with a symmetric behavior around the origin. Let x, y be two
linguistic variables such that x ∈ {N,Z, P} and y ∈ {N,Z, P}, where
x, y correspond respectively to the input and output of the system.
Two dual fuzzy rules of the fuzzy model are as follows:

20



AGHILI ASHTIANI

Rule 1: if x:P, then y:N.
Rule 1′: if x:N, then y:P.

Therefore, the elements of the fuzzy relational matrix associated with
“Rule 1” and “Rule 1′” are equal.

Note that the fuzzy modeling in general is a local modeling proce-
dure and there are many systems that show locally symmetric behavior
around their equilibrium points exactly or at least approximately. In
such cases, for any given fuzzy rule in a model, a dual fuzzy rule is
associated with the same truth degree.

Example 2.7. Suppose that we want to model a higher-order dynamic
system with a symmetric behavior around the origin. Let x1, x2, y
be three linguistic variables such that x1 ∈ {NN,N,Z, P, PP}, x2 ∈
{N,Z, P}, and y ∈ {N,Z, P}, where x1, x2 correspond to the inputs
(one internal input and one external input) and y corresponds to the
output of the system. Consider the following dual rules from among
the rules of the fuzzy rule-base.

Rule 1: if x1:NN & x2:P, then y:N.
Rule 1′: if x1:PP & x2:N, then y:P.

Therefore, R is a 5 × 3 × 3 matrix and R(1, 3, 1) = R(5, 1, 3), since
“Rule 1” and “Rule 1′” are both valuated equally. Likewise,R(i, j, k) =
R(6− i, 4− j, 4− k) for every valid i, j, k.

More advanced topics about the proposed multidimensional cen-
trosymmetric matrices are needed to be studied in future works in
order to have powerful analytical tools for symmetric fuzzy relational
modeling structures.
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Abstract. Recently, Wang et al. have propounded some precon-
ditioned GAOR methods. It has been proved that applying one
of the preconditioners leads to the superior convergence rate than
other mentioned preconditioners. In the present paper we examine
a new type of preconditioner which outperforms those proposed by
the authors in the above referred work.

1. Introduction

Consider the following linear system

Hy = f, (1.1)

where

H =

(
I −B U
L I − C

)
, (1.2)

is a nonsingular matrix with B = [bij]p×p, C = [cij]q×q, L = [lij]q×p,
U = [uij]p×q and p+ q = n.

Throughout this paper, we consider the decomposition H = D̂− L̂−
Û in which

D̂ = I, L̂ =

(
0 0
−L 0

)
, Û =

(
B −U
0 C

)
. (1.3)
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Before presenting the main contribution of this paper, we recollect
some useful definitions and principles. For an arbitrary matrix A ∈
Rn×n, the decomposition A = M − N is called a splitting if M,N ∈
Rn×n and M is nonsingular. Consider the linear system of equations
Ax = b where A is nonsingular and b ∈ Rn. Let A = M − N be an
arbitrary splitting for the matrix A. Basically, a stationary iterative
method for solving Ax = b has the following form:

x(k+1) = Tx(k) +M−1b, k = 0, 1, 2, . . . , (1.4)

where the initial vector x(0) is given and T =M−1N is called the iter-
ation matrix. Suppose that ρ(T ) stands for the spectral radius of the
iteration matrix based on the splitting A = M − N . It is well-known
that the convergence analysis of the iterative method (1.4) relies on the
spectral radius of the iteration matrix T, i.e., ρ(T ). For large values of
k, at each step, the corresponding error reduces in magnitude approxi-
mately by a factor of ρ(T ). That is, the smaller ρ(T ) is the quicker the
convergence is. The GAOR method is defined by the following splitting

Mr,ω = D̂ − rL̂, Nr,ω = (1− ω)D̂ + (ω − r)L̂+ ωÛ.

The iteration matrix of the GAOR method is represented by Tr,ω and
defined as follows (see [3] and the references therein):

Tr,ω = (D̂ − rL̂)−1[(1− ω)D̂ + (ω − r)L̂+ ωÛ ].

Definition 1.1. (Woznicki [5]). The splitting A =M −N is called

(1) a regular splitting of A if M−1 ≥ 0 and N ≥ 0 ,
(2) a nonnegative splitting of A if M−1 ≥ 0, M−1N ≥ 0 and

NM−1 ≥ 0,
(3) a weak nonnegative splitting of A if M−1 ≥ 0 and either

M−1N ≥ 0 (the first type) or NM−1 ≥ 0 (the second type),
(4) a convergent splitting of A if ρ(M−1N) < 1 .

Theorem 1.2. Let A = M1 − N1 = M2 − N2 be two convergent
weak nonnegative splittings of A where A−1 ≥ 0, if M−1

1 ≥ M−1
2 then

ρ(M−1
1 N1) ≤ ρ(M−1

2 N2).

Theorem 1.3. Let A be a Z-matrix. Moreover, suppose that A =M−
N is a weak nonnegative splitting of the first type. Then ρ(M−1N) < 1
if and only if A is an M-matrix.

By the theoretical results proved in [5], we can instantly conclude
Theorem 1.2. Moreover, the proof of Theorem 1.3 is elaborated in [1].
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2. Main results

The preconditioned GAOR methods are defined by applying GAOR
method on a preconditioned linear system; for further details see [2, 3,
4]. For instance, Wang et al. have considered the preconditioned linear

system H̃y = f̃ where H̃ = (I + S̃)H and f̃ = (I + S̃)f . The authors
have assumed that

S̃ =

(
S 0
0 0

)
,

and the application of the following preconditioners have been investi-
gated

S1 =



0 b12 · · · 0 0

b21 0
. . . 0 0

.

..
. . .

.

..
. . .

.

..

0 0
. . . 0 bp−1,p

0 0 · · · bp,p−1 0


, S2 =



0 0 · · · 0 0
b21 0 · · · 0 0
.
.. b32 · · · 0 0

0 0
. . .

..

.
..
.

0 0 · · · bp,p−1 0


,

S3 =



0 b12 · · · 0 0
0 0 b23 0 0
.
..

.

..
.
..

.

..
.
..

0 0
. . . 0 bp−1,p

0 0 · · · 0 0


.

It has been proved that the preconditioner which is obtained based
on S1 works better. We focuss on the following preconditioned linear
system

H̃∗y = f̃ ∗, (2.1)

where H̃∗ = (I + S̃∗)H and f̃ ∗ = (I + S̃∗)f such that

S̃∗ =

(
S1 0
0 V1

)
and V1 =



0 c12 · · · 0 0

c21 0
. . . 0 0

.

..
. . .

.

..
. . .

.

..

0 0
. . . 0 cq−1,q

0 0 · · · cq,q−1 0


.

We point out here that the preconditioner which is mentioned in the
above relation has an analogues structure with the preconditioners em-
ployed in [4]. It is not difficult to verify that

H̃∗ =

(
I −B∗ U∗

L∗ I − C∗

)
,

where B∗ = B − S1(I − B), U∗ = (I + S1)U , L = (I + V1)L and C =

C − V1(I −C). In the sequel, we assume that the matrices B,C, L and
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U gratify the following conditions

B ≥ 0, C ≥ 0, L ≤ 0 and U ≤ 0.

which show that the matrix H is a Z-matrix. More precisely, we may
demonstrate that under the above conditions the GAOR splitting is
a regular splitting; see [1]. If the GAOR method is convergent for
solving linear system Hy = f , then Theorem 1.3 indicates that H is
in fact an M -matrix. Now, we may establish the following theorems
by using Theorem 1.2 which reveals that the preconditioned GAOR
method with the preconditioner P ∗ = I + S̃∗ has faster convergence
rate than the GAOR method.

Theorem 2.1. Let Tr,ω and T̃ ∗
r,ω be the iteration matrices corresponding

to GAOR method and preconditioned GAOR method with the precon-
ditioner P ∗ = I + S̃∗. Suppose that the matrix H is irreducible with
bi,i+1 > 0, bi+1,i > 0 for some i ∈ {1, 2, . . . , p − 1}, bii > 0 whenever
bi,i+1 > 0, bi+1,i > 0 for i ∈ {1, 2, . . . , p − 1}, cj,j+1 > 0, cj+1,j > 0 for
some j ∈ {1, 2, . . . , q − 1}, cjj > 0 whenever cj,j+1 > 0, cj+1,j > 0 for

j ∈ {1, 2, . . . , q − 1}. If ρ(Tr,ω) < 1 then ρ(Tr,ω) < ρ(T̃ ∗
r,ω) in which

0 < ω ≤ 1 and 0 ≤ r < 1.

The subsequent theorem turns out that our proposed preconditioned
GAOR method surpasses those examined in [3].

Theorem 2.2. Presume that T̃r,ω and T̃ ∗
r,ω stand for the iteration ma-

trices associated with the preconditioners P = I + S̃ and P ∗ = I + S̃∗,
respectively. Under the assumptions of Theorem 2.1, we deduce that

ρ(T̃ ∗
r,ω) < ρ(T̃r,ω).
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Abstract. In this paper we obtain some classes of refinements of
the operator Hermite–Hadamard inequality by partitioning [0, 1]
into suitable equal parts and using some monotonicity properties
of operator convex functions. These refinements become sharper
by increasing the points of divisions.

1. Introduction

Let B(H) denote the C∗−algebra of all bounded linear operators
acting on a complex Hilbert space (H, ⟨·, ·⟩), Bh(H) be the set of all
self–adjoint operators in B(H) and I be the identity operator on H.
In the case when dimH = n, we identify B(H) with the full matrix
algebraMn(C) of all n×n matrices with entries in the complex field C.
An operator A ∈ B(H) is called positive if ⟨Ax, x⟩ ≥ 0 holds for every
x ∈ H and then we write A ≥ 0. If A is positive and invertible, we
write A > 0. For self–adjoint operators A,B ∈ B(H), we say A ≤ B if
B − A ≥ 0.
A continuous real valued function f defined on an interval J of R is
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said to be operator convex if

f(tA+ (1− t)B) ≤ tf(A) + (1− t)f(B)

for all A,B ∈ B(H) with spectra in J and all t ∈ [0, 1]. A function f
is called operator concave if −f is operator convex [2].
Recently we extended some important inequalities for operator convex
functions [5].
The Löwner–Heinz Inequality [4] asserts that f(x) = xr (0 ≤ r ≤ 1)
is operator monotone on [0,∞). For more information on operator
inequalities see [2].
Let f be an operator convex function on an interval J of the real line
and A,B be self-adjoint operators with spectra in J . The operator
Hermite–Hadamard inequality reads as follows [3]

f
(A+B

2

)
≤
∫ 1

0

f((1− t)A+ tB)dt ≤ f(A) + f(B)

2
. (1.1)

Recently, Dragomir [1] presented the following generalization of the
above operator Hermite–Hadamard inequality:

f
(A+B

2

)
≤ 1

2

[
f
(3A+B

4

)
+ f
(A+ 3B

4

)]
≤

∫ 1

0

f((1− t)A+ tB)dt

≤ 1

2

[
f
(A+B

2

)
+
f(A) + f(B)

2

]
≤ f(A) + f(B)

2
. (1.2)

2. Main results

In this section we present some new refinements of the operator
Hermite–Hadamard inequality by dividing the interval [0, 1] into some
equal parts and using some monotonicity properties of operator convex
functions. In the next theorem we divide the interval [0, 1] into n equal
parts.

Theorem 2.1. Let f : J → R be an operator convex function and A,B
be self–adjoint operators with spectra in J . Then

f
(A+B

2

)
≤ 1

2n

[
2

n−1∑
i=1

f(X
(n)
i ) + f

(X(n)
0 +X

(n)
1

2

)
+ f

(X(n)
n−1 +X

(n)
n

2

)]

≤
∫ 1

0
f((1− t)A+ tB)dt
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≤ 1

2n

[
2

n−1∑
i=1

f(X
(n)
i−1) + f(X

(n)
i+1)

2
+

f(X
(n)
0 ) + f(X

(n)
1 )

2

+
f(X

(n)
n−1) + f(X

(n)
n )

2

]

≤ f(A) + f(B)

2
, (2.1)

where X
(n)
i =

(
1− i

n

)
A+ i

nB for i = 0, · · · , n.

The next theorem is another refinement of the operator Hermite–
Hadamard inequality by dividing the interval [0, 1] to 2n equal parts.

Theorem 2.2. Let f : J → R be an operator convex function and A,B
be self–adjoint operators with spectra in J . Then

f
(A+B

2

)
≤ 1

2n−1

2n−1∑
i=1

f(X
(2n)
2i−1)

≤
∫ 1

0

f((1− t)A+ tB)dt

≤ 1

2n−1

2n−1∑
i=1

f(X
(2n)
2i−2) + f(X

(2n)
2i )

2

≤ f(A) + f(B)

2
(2.2)

which X
(2n)
i =

(
1− i

2n

)
A+ i

2n
B for i = 0, · · · , 2n. Moreover the lower

bound of integral is an increasing sequence while the upper bound is
decreasing, both converging to the integral.

Finally, we present some monotonicity properties of operator convex
functions which lead to another refinement of the operator Hermite–
Hadamard inequality [5].

Theorem 2.3. Let f : J → R be an operator convex function and A,B
be self-adjoint operators with spectra in J . Then for each n = 1, 2, · · · ,

1

n+ 2

n+1∑
i=0

f

(
A+ i

B − A

n+ 1

)
≤ 1

n+ 1

n∑
i=0

f

(
A+ i

B − A

n

)
(2.3)

1

n

n∑
i=1

f

(
A+ i

B − A

n+ 1

)
≤ 1

n+ 1

n+1∑
i=1

f

(
A+ i

B − A

n+ 2

)
. (2.4)

If f is operator concave, all inequalities are reversed.
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Theorem 2.4. Let f : J → R be an operator convex function on J
and let A,B be self-adjoint operators with spectra in J . Then

f

(
A+B

2

)
≤ 1

m

m∑
i=1

f

(
A+ i

B − A

m+ 1

)
≤

∫ 1

0

f
(
(1− t)A+ tB

)
dt

≤ 1

n+ 1

n∑
i=0

f

(
A+ i

B − A

n

)
≤ f(A) + f(B)

2
(m,n = 1, 2, · · · ). (2.5)

If f is operator concave, all inequalities are reversed.

References

1. S.S. Dragomir, Hermite–Hadamards type inequalities for operator convex func-
tions, Appl. Math. Comput. 218 (2011), no. 3, 766–772.
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Abstract. Let X and Y be compact Hausdorff spaces and let τ
and η be topological involutions on X and Y , respectively. In 1991,
Kulkarni and Arundhathi characterized linear isometries from a
real uniform function algebra A on (X, τ) onto a real uniform func-
tion algebra B on (Y, η) applying their Choquet boundaries and
showed that these mappings are weighted composition operators.

In this paper we characterize all onto linear isometries and cer-
tain into linear isometries between C(X, τ) and C(Y, η) applying
the extreme points in the unit balls of C(X, τ)∗ and C(Y, η)∗.

1. Introduction

Let X be a normed space over F. We denote by X∗ and BX the dual
space of X and the closed unit ball of X, respectively. For a subset E of
X, let Ext(E) denote the set of all extreme points of E. Kulkarni and
Limaye showed [5, Theorem 2] that if A is a nonzero linear subspace of
X and φ ∈ Ext(BA∗), then φ has an extension to some ψ ∈ Ext(BX∗).
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Key words and phrases. Linear isometry, extreme point, topological involution,
dual a normed space.
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We know that if X and Y are normed spaces over F and T : X → Y is
a linear isometry from X onto Y over F, then T is a bijection mapping
between Ext(BX) and Ext(BY).

Let X be a compact Hausdorff space. We denote by CF(X) the
unital commutative Banach algebra of all continuous functions from
X into F, with the uniform norm ||f ||X = sup{|f(x)| : x ∈ X}, f ∈
CF(X). We write C(X) instead as CC(X). For x ∈ X, we consider
the linear functional eCF(X),x on CF(X) defined by eCF(X),x(f) = f(x)
(f ∈ CF(X)), which is called the evaluation functional on CF(X) at x.
Clearly, λeCF(X),x ∈ BCF(X)∗ for all (x, λ) ∈ X × F. It is known that

Ext(BCF(X)∗) = {λeCF(X),x : (x, λ) ∈ X × SF}.
Let A be a real linear subspace of C(X) and let S be nonempty

subset of X. We say that A is extremely regular at S if for every open
neighborhood U of S and for each ε > 0, there is a function f ∈ A
with ||f ||X = 1 such that f(x) = 1 for all x ∈ S and |f(y)| < 1 for all
y ∈ X\U .

Let X be a topological space. An involution τ on X is called a
topological involution on X, if τ is continuous.

Let X be a compact Hausdorff space and let τ be a topological
involution on X. We define

C(X, τ) = {f ∈ C(X) : f ◦ τ = f}.
Then C(X, τ) is a unital uniformly closed self-adjoint real subalgebra
of C(X) which separates the points of X and does not contain iX , the
constant function with value i on X. Note that Re f ∈ C(X, τ) for all
f ∈ C(X, τ). Moreover, C(X) = C(X, τ)⊕ iC(X, τ) and

max{||f ||X , ||g||X} ≤ ||f + ig||X ≤ 2max{||f ||X , ||g||X},
for all f, g ∈ C(X, τ). In fact, the complex Banach algebra (C(X), ||.||X)
can be regarded as the complexification of the real Banach algebra
(C(X, τ), ||.||X). Note that C(X, τ) = CR(X) if and only if τ is the
identity self-map on X. Hence, the class of real Banach algebras
C(X, τ) is, in fact, larger than the class of real Banach algebras CR(X).

The real Banach algebra C(X, τ) and its real linear subspaces were
first considered by Kulkarni and Limaye in [3]. For a detailed account
of several properties of C(X, τ), we refer to [4].

Throughout the rest of this paper, X and Y are compact Hausdorff
spaces, τ and η are topological involutions on X and Y , respectively.

In this paper we characterize all linear isometries from C(X, τ) onto
C(Y, η) and certain linear isometries from C(X, τ) into C(Y, η) apply-
ing the extreme points in BC(X,τ)∗ and BC(Y,η)∗ . Our results in Section
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2 are some of the given results by Kulkarni and Arundhathi in [2] that
we obtain by applying the extreme points in BC(X,τ)∗ and BC(Y,η)∗ .
The main result in Section 3 is a generalization of the given result by
Holsztyński in [1] for certain into isometries.

2. Onto linear isometries

We first determine unit-preserving linear isometries from C(X, τ)
onto C(Y, η).

Theorem 2.1. Let T : C(X, τ) → C(Y, η) be a linear isometry from
C(X, τ) onto C(Y, η) with T1X = 1Y . Then there exists a homeomor-
phism h from Y onto X with h ◦ η = τ ◦ h on Y such that

(Tf)(y) = f(h(y)), ∀f ∈ C(X, τ), ∀y ∈ Y.

Corollary 2.2. Let T : C(X, τ) → C(Y, η) be an isometry mapping
from C(X, τ) onto C(Y, η) with T (0) = 0 and T1X = 1Y . Then T is
an isomorphism.

We now study the onto case (not necessarily unit-preserving).

Lemma 2.3. Let f ∈ C(X, τ) with ||f ||X = 1. Then |f(x)| = 1 for all
x ∈ X, if for every ε > 0 there exists δ > 0 such that g ∈ C(x, τ) with
||g||X ≥ ε implies that

max{||f + g||X , ||f − g||X} ≥ 1 + δ.

Lemma 2.4. Let T : C(X, τ) → C(Y, η) be a linear isometry from
C(X, τ) onto C(Y, η) and let a = T1X . Then |a(y)| = 1 for all y ∈ Y .

In the following result, we show that every linear isometry from
C(X, τ) onto C(Y, η) is a weighted composition operator.

Theorem 2.5. Let T : C(X, τ) → C(Y, η) be a linear isometry from
C(X, τ) onto C(Y, η). Then, there exist a function a ∈ C(Y, η) with
|a(y)| = 1 for all y ∈ Y and a homeomorphism h from Y onto X with
hoη = τoh on Y such that

(Tf)(y) = a(y)f(h(y)), ∀f ∈ C(X, τ), ∀y ∈ Y.

3. Into linear isometries

We formulate our main result in this section which is a version for
into linear isometries of C(X, τ)-spaces of a known Holsztyńskis’s the-
orem for into linear isometries of CF(X)-spaces . We first study unit-
preserving linear isometries from C(X, τ) into C(Y, η)

Theorem 3.1. Let T : C(X, τ) → C(Y, η) be a linear isometry from
C(X, τ) into C(Y, η) satisfying the following conditions:
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(i) T1X = 1Y .
(ii) If y ∈ Y and there is a point x ∈ X such that Re((Tf)(y)) =

Re(f(x)) for all f ∈ C(X, τ), then T (C(X, τ)) is extremely
regular at {y, τ(y)}.

Then, there exist a η-invariant closed boundary Y0 for T (C(X, τ)) and
a continuous map h from Y0 onto X with h ◦ η = τ ◦ h on Y0 such that

(Tf)(y) = f(h(y)), ∀f ∈ C(X, τ), ∀y ∈ Y0.

We now study the into case (not necessarily unit-preserving).

Theorem 3.2. Let T : C(X, τ) → C(Y, η) be a linear isometry from
C(X, τ) into C(Y, η) satisfying the following conditions:

(i) |T1X(y)| = 1 for all y ∈ Y .

(ii) If y ∈ Y and there is a point x ∈ X such that Re(T1X(y)(Tf)(y))
= Re(f(x)) for all f in C(X, τ), then (T1X)T (C(X, τ)) is ex-
tremely regular at {y, τ(y)}.

Then, there exist a η-invariant closed boundary Y0 for T (C(X, τ)), a
function a ∈ C(Y, η) with |a(y)| = 1 for all y ∈ Y and a continuous
map h from Y0 onto X with h ◦ η = τ ◦ h on Y0 such that

(Tf)(y) = a(y)f(h(y)), ∀f ∈ C(X, τ), ∀y ∈ Y0.
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1. W. Holsztyński, Continuous mappings included by isometries of space of contin-
uous functions, Studia Math. 26 (1966), 133-136.

2. S. H. Kulkarni and S. Arundhathi, Isometries of real function algebras, Cand. J.
Math. 33 (1981), 181–200.

3. S. H. Kulkarni and B. V. Limaye, Gleason parts of real function algebras, Cand.
J. Math. 33 (1981), 181–200.

4. S. H. Kulkarni and B. V. Limaye, Real Function Algebras, Marcel Dekker, New
York, 1992.

5. S. H. Kulkarni and B. V. Limaye, Extreme points of the unit ball in the dual
spaces of some real subspaces of C(X), Glasnik Mathematicki. 29 (1994), no. 49,
332–340.

33



The Extended Abstracts of Talks
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

A q-NUMERICAL RADIUS INEQUALITY AND
CHARACTERIZATION OF SOME TYPES OF

MATRICES

RAHIM ALIZADEH

Department of Mathematics, Shahed University P.O. Box 18151-159, Tehran, Iran
alizadeh@shahed.ac.ir

Abstract. We discuss a characterization of square matrices A ∈
Mn that satisfy the inequality rq(A) ≤ r(A)(1+q)

2 , for every 0 ≤ q ≤
1. Also we show that this inequality is equivalent to the inequality
ρ(AB) ≤ r(A)r(B), for every B ∈ Mn, with rank(B) = 1. Here
rq(A), r(A) and ρ(A), denote the q-numerical radius, ordinary nu-
merical radius and spectral radius of A respectively.

1. Introduction

The study of numerical range of operators on Banach or Hilbert
spaces represents one of the active research areas in operator theory
[2, 4]. Also inequalities about numerical radius is an important topic in
the field of numerical range. A new good reference which has gathered
various types of these inequalities is [3]. One of the interesting questions
is characterizing all matrices A ∈Mn that satisfy the inequity ρ(AB) ≤
r(A)r(B), for every B ∈ Mn. It is proved that this inequality implies
that A is a radial matrix which is unitarily similar to a matrix of
the form ∥A∥(Ik ⊕ B) and the numerical range of B is a subset of
{z : |z − 1

2
| ≤ 1

2
} [1]. The converse is not true and it is a conjecture

that A is unitarily similar to a matrix of the form ∥A∥(Ik⊕0r⊕B) with
Re(W (B−1)) ≥ 1 (B is omitted if k + r = n). Another question that
arises from this inequality is about equivalency of it with the inequality
ρ(AB) ≤ r(A)r(B), for every B ∈Mn, with rank(B) = 1. In this paper

2010 Mathematics Subject Classification. Primary 47A12; Secondary 15A42.
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we get an equivalent inequality in the form of q-numerical range for the
last inequality and discuss about the matrices which satisfy in it.

2. Main results

In this section ei denotes the i-th vector of the standard basis in Cn.
For a matrix A ∈ Mn, the diagonal matrix whose diagonal is equal to
diagonal of A is displayed by diag(A). Also the Euclidean norm on Cn

is displayed by |.|. We remember that the numerical range of A ∈ Mn

is defined by
W (A) = {x∗Ax : x∗x = 1},

and for 0 ≤ q ≤ 1, the q-numerical range of A is as follow [5]:

Wq(A) = {y∗Ax : y∗y = x∗x = 1, y∗x = q}.
It is clear that W1 = W . The numerical radius r(.) and q-numerical
radius rq(.) are defined as follow:

r(A) = sup{|λ| : λ ∈ W (A)},
and

rq(A) = sup{|λ| : λ ∈ Wq(A)}.
Also Crawford number of A is defied by

c(A) = inf{|λ| : λ ∈ W (A)},

Lemma 2.1. Let A and Ã be two unitarily similar matrices in Mn.
Then ρ(AB) ≤ r(A)r(B), for every B ∈ Mn with rank(B) = 1, if and
only if ρ(ÃB) ≤ r(Ã)r(B), for every B ∈Mn with rank(B) = 1,

Proof. Suppose that U is a unitary matrix in Mn such that Ã = U∗AU
and ρ(AB) ≤ r(A)r(B), for every B ∈Mn with rank(B) = 1. Now for
every B ∈Mn with rank(B) = 1, we have

ρ(ÃB) = ρ(U∗AUBU∗U) = ρ(AUBU∗) ≤ r(A)r(UBU∗) = r(Ã)r(B).

□
Theorem 2.2. For A ∈Mn, two following conditions are equivalent:

(i) ρ(AB) ≤ r(A)r(B), for every matrix B with rank(B) = 1. (2.1)

(ii) rq(A) ≤ r(A)(1+q)
2

, for every 0 ≤ q ≤ 1.

Proof. Let B be a rank one matrix in Mn with ∥B∥ = 1. Then there
exist unit vectors x, y ∈ Cn such that B = xy∗. Now choose a unitary
matrix U in such a way that its first row is equal to x∗ and its second

row is y∗−(y∗x)x∗√
1−|y∗x|2

. Then Ux = e1 and Uy = x∗ye1 +
√

1− |y∗x|2e2.
Therefore

xy∗ = U∗(e1(y
∗xe∗1+

√
1− |y∗x|2e∗2))U = U∗(y∗xE11+

√
1− |y∗x|2E22)U.
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Hence

r(B) =
1 + |y∗x|

2
.

On the other hand we have

ρ(AB) = ρ(Axy∗) = ρ(y∗Ax) = |y∗Ax|.
Therefore (i) holds if and only if (ii) holds.

□
Corollary 2.3. Let A = (aij) be a matrix in Mn that satisfies the
condition (2.1). Then

max{|aij| : i ̸= j} ≤ r(A)

2
.

Proof. For i ̸= j, setting y = ei and x = ej, by Theorem 2.2 we have,

|aij| = |e∗iAej| ≤ r0(A) ≤
r(A)

2
.

□
Corollary 2.4. Let A be a matrix in Mn that satisfies the condition
(2.1). Then

∥A− diag(A)∥1, ∥A− diag(A)∥∞ ≤ r(A)
√
n−1

2
.

Proof. Let ars = |ars|exp(iθrs), y = er and x =
∑n
r ̸=s exp(−iθrs)er√

n−1
and

using Theorem 2.2, for every 1 ≤ r ≤ n, we have,∑n
s̸=r |ars|√
n− 1

= |y∗Ax| ≤ r0(A) ≤
r(A)

2
.

Hence ∥A− diag(A)∥1 ≤ ∥A∥
√
n−1

2
. Similarly we can show that ∥A−

diag(A)∥∞ ≤ r(A)
√
n−1

2
.

□
Corollary 2.5. Let A be a matrix in Mn that satisfies the condition
(2.1). Then

W (A) ⊆ D(tr(
A

n
),
r(A)

√
n− 1

2
).

Proof. By [5, Theorem 1.3.4], A is unitarily similar to a matrix B whose
diagonal entries are equal to tr(A

n
). Now considering [5, Theorem 1.5.2],

a discussion same as Corollary 2.3, gets the desired result.
□
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Lemma 2.6. Let A be a matrix inMn that satisfies the condition (2.1).
Then A is a radial matrix.

Proof. We can take unit vectors x, y ∈ Cn in such a way that ∥A∥ =
|y∗Ax| and y∗x ≥ 0. Since xy∗ is a rank one matrix, by theorem 2.2,
we have:

∥A∥ = |y∗Ax| ≤ r(A)(1 + y∗x)

2
≤ r(A).

Therefore A is a radial matrix.
□

Lemma 2.7. Let A be an invertible matrix in Mn that satisfies the
condition (2.1). Then

(i) 1
∥A−1∥ ≤ [1+c(A

−1)
2

]r(A).

(ii) inf {|Ax| : |x| = 1} ≥ 2
r(A)[1+r(A−1)]

.

Proof. For every unit vector x in Cn we have

1

|A−1x|
=

|x∗A(A−1x)|
|A−1x|

= ρ(
A(A−1x)x∗)

|A−1x|
)

≤ r(A)
r(A−1xx∗)

|A−1x|
= r(A)

1 + x∗A−1x

2
.

Now taking the infimum (supremum) over x gets (i)((ii)).
□
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Abstract. We know that every Hilber space is a left Hilbert C-
module, but the converse is not true in general. In this talk we
show that under which conditions a Hilbert C∗-module is a Hilbert
space.

1. Introduction

Hilbert C∗-modules are essentially objects like Hilbert spaces, ex-
cept that the inner product, instead of being complex-valued, take its
values in a C∗-algebra. Throughout the paper A is a C*-algebra (not
necessarily unital). A (right) pre-Hilbert module over a C∗-algebra
A is a complex linear space X , which is an algebraic right A-module
and λ(xa) = (λx)a = x(λa) equipped with an A-valued inner product
⟨., .⟩ : X × X → A satisfying,
(i) ⟨x, x⟩ ≥ 0, and ⟨x, x⟩ = 0 iff x = 0,
(ii)⟨x, y + λz⟩ = ⟨x, y⟩+ λ⟨x, z⟩,
(iii)⟨x, ya⟩ = ⟨x, y⟩a,
(iv) ⟨y, x⟩ = ⟨x, y⟩∗.
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for each x, y, z ∈ X , λ ∈ C, a ∈ A. A pre-Hilbert A-module X is
called a Hilbert A-module if it is complete with respect to the norm

∥x∥ = ∥⟨x, x⟩∥
1
2 . Left Hilbert A-modules are defined in a similar way.

For example every C∗-algebra A is a Hilbert A-module with respect
to inner product ⟨x, y⟩ = x∗y, and every inner product space is a left
Hilbert C-module.

Suppose that A is a C∗-algebra and S (A) is the state space of A.
Then S (A) is convex and weak∗-compact, and so it has extreme points.
The set of all extreme points of S (A) is denoted by P(A) and its
members are called pure states of A. By Krein-Milman theorem S (A)
is the weak∗-closed convex hull of P(A), or S (A) = co(P(A)). For
more details one can see [1, 2, 4]

Theorem 1.1. (see [3, Theorem 4.3.8]) Suppose A is a C∗-algebra and
P(A) is the set of all its pure states and a ∈ A, if ρ(a) = 0 for all
ρ ∈ P(A), then a = 0.

2. Hilbert C∗-modules over FPS C∗-algebras

Definition 2.1. A C∗-algebra A is called FPS (finitely pure state) if
card(P(A)) <∞.

Theorem 2.2. (see [3, Theorem 3.4.7]) A non-zero functional ρ on
C(X) is a pure state of C(X) if and only if it is multiplicative.

Theorem 2.3. (see [3, Corollary 3.4.2]) Each pure state ρ of C(X)
corresponds to a point x0 ∈ X such that ρ(f) = f(x0) for each f ∈
C(X).

Corollary 2.4. If X is a finite set, then C(X) is a FPS C∗-algebra.

Theorem 2.5. If X is a Hilbert C∗-module over a FPS C∗-algebra A,
then X is a Hilbert space.

Note there is a relation between the norm induced by ⟨., .⟩φ and the
norm induced by ⟨., .⟩. In fact

||x||2φ = ⟨x, y⟩φ = φ(⟨x, x⟩) ≤ ||φ||||⟨x, x⟩|| = ||x||2.

Since (X , ⟨., .⟩φ) is a Hilbert space by Riesz representation theorem, if
ζ : X → C is a bounded linear functional, then there exists y ∈ X such
that ||ζ|| = ||y|| and ζ(x) = ⟨x, y⟩φ for every x ∈ X .

Theorem 2.6. If X is a Hilbert C∗-module over a FPS C∗-algebra A
and f ∈ X ′ and ψ is a bounded linear functional on A (for example a

state) and φ =
∑
ψ∈P (A) ψ

card(P (A))
, then ζ : X → C, which maps x to ψ(f(x))
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is a bounded linear functional on X and there exists y ∈ X such that
||ζ|| = ||y|| and

ζ(x) = φ(⟨x, y⟩),
for each x ∈ X .

Theorem 2.7. If X is a Hilbert C∗-module over FPS C∗-algebra A and

φ =
∑
ψ∈P (A) ψ

card(P (A))
and ζ is a bounded linear functional such that φ ≤ ζ,

then ⟨x, y⟩ζ = ζ(⟨x, y⟩) defines an inner product on X , which makes it
to a Hilbert space.

We will denote the Hilbert space (X , ⟨x, x⟩ζ) by X ζ .

Theorem 2.8. Suppose that X is a Hilbert C∗-module over FPS C∗-

algebra A. If φ =
∑
ψ∈P (A) ψ

card(P (A))
and φ ≤ ζ, then X ζ ⊆ X φ.

Theorem 2.9. If A is a FPS C∗-algebra, then A is a Hilbert space.
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Abstract. It is proved that if A is a complex unital fundamental
division F -algebra with bounded elements and the dual space A∗ of
A separates the points on A, then A is isomorphic to the complex
numbers C.

1. Introduction

Let A be a unital complex algebra with unit 1. The Gelfand-Mazur
theorem states that if A is a normed division algebra, then A is iso-
morphic to the complex numbers C (see [4]). The problem whether
the Gelfand-Mazur theorem is valid for the F -algebras (i.e. completely
metrizable topological algebras), is an open question (see [5]). Żelazko
proved this theorem for the locally bounded algebras and also for the
locally convex F -algebras. The similar result was proved by Arens on
continuous inverse algebras (i.e. locally convex topological algebras
with open unit group and continuous inversion), every element has
non-empty compact spectrum. In 1965, Allan showed if A is a locally
convex division algebra with bounded elements, then A is isomorphic
to C [1, Corollary 3.9].
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Recall that a topological algebra A is called a topological algebra with
bounded elements if all elements of A are bounded, that is, for each
a ∈ A, there is non-zero complex number z such that sequence ( 1

zn
an)

converges to zero. The radius of boundedness β(a) of a bounded ele-
ment a is defined by

β(a) = inf{|z| : (1
z
a)n converges to zero }.

Here, we prove the Gelfand-Mazur theorem in absence of local convex-
ity and local boundedness.
In 1990, generalizing the Cohen factorization theorem, Ansari [3] intro-
duced the notion of fundamental topological algebras (see Definition
2.1). It is easy to see that every locally bounded algebra and every
locally convex algebra is fundamental. We prove that if A is a funda-
mental topological F -algebra with bounded elements and dual space
A∗ of A separates the points on A, then the spectrum σ(a) of a ∈ A
is compact and nonempty. Therefore, the Gelfand-Mazur theorem is
valid for fundamental division F -algebras with bounded elements on
which dual space separates the points.

Recall that the spectrum σ(x) of an element x in topological algebra
A is given by the formula σ(x) = {λ ∈ C : λ.1 − x /∈ G(A)}, where
G(A) is the set of all unit elements in A.

2. Main results

Definition 2.1. A topological vector space A is said to be fundamen-
tal if there exists b > 1 such that for every sequence (xn) in A, if the
sequence bn(xn − xn−1) tends to zero as n → ∞, then (xn) is Cauchy.
A fundamental topological algebra is a topological algebra whose un-
derlying topological vector space is fundamental.

Here we give an example of (neither locally convex nor locally bounded)
fundamental F -algebras with bounded elements on which dual space
separates the points.

Example 2.2. Let A be a commutative locally bounded and non-
locally convex topological algebra such that A∗ separates the points on
A andX be a locally convex and non-locally bounded topological vector
space. Suppose (a, x) 7→ xa is a bilinear and separately continuous
mapping of A × X into X, satisfying x(a1a2) = (xa1)a2 and x.1 = x
for all a1, a2 ∈ A and x ∈ X. Then X is a topological unit linked right
A−module with module multiplication defined by (a, x) 7→ xa, and
Z = X ×A is a non-locally bounded, non-locally convex, fundamental
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topological vector space. Define the multiplication on Z by

(x1, a1)(x2, a2) = (x1a2 + x2a1, a1a2)

for all x1, x2 ∈ X and a1, a2 ∈ A. Now, Z is an algebra and since
the module multiplication is separately continuous, Z is a topological
algebra. Every element in Z is bounded. It is clear that (0, 1) is the
unity element of Z. Therefore, Z is a unital fundamental topological
algebra with bounded elements. Also Z∗ separates the points on Z
since A∗ and X∗ separate the points on A and X, respectively. If,
moreover, A and X are completely metrizable, then Z is completely
metrizable.

Gelfand’s proof of Gelfand-Mazur theorem is based upon an abstract
theory of analytic functions (see [4]). We extend this theorem on fun-
damental topological algebras by a similar process.

Theorem 2.3. Let A be a fundamental F -algebra with bounded el-
ements such that A∗ separates the points on A. If A is a division
algebra, then A is isomorphic to C.

Proof. Our proof breaks into four steps. For details of the proof of
these steps we refer the reader to [2].

Step 1: Let a ∈ A with β(a) < 1. Then we prove that 1− a ∈ G(A)
and

(1− a)−1 = 1 +
∞∑
n=1

an.

Step 2: Let a ∈ A. We prove that the spectrum σ(a) of a is a closed
subset of C. Moreover, the mapping F (z) = (z−a)−1 is a holomorphic
mapping of C \ σ(a) into A, that is, ϕoF is a holomorphic mapping of
C \ σ(a) into C for all ϕ ∈ A∗.

Step 3: By result obtained in Step 2 and applying Liouville’s theo-
rem, we prove that for every a ∈ A, the spectrum σ(a) is nonempty.

Step 4: Let a ∈ A. Since by Step 3, σ(a) ̸= ∅, we can choose
λ ∈ σ(a). Then λ.1− a /∈ G(A) and so λ.1− a = 0. Hence a = λ.1.

□
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Abstract. In this short note, We determined exact form of char-
acteristic function and several propertise of the complex bimatrix
beta distribution with the assumption of X1 and X2 being random
Hermitian positive definite matrixs.

1. Introduction

We give a brief review of some definitions and notations. We adhere
to standard notations. For a given A ∈ Cp×p, AH denotes the conju-
gate transpose of A, tr(A) = a11+ · · ·+app; etr(A) = exp(tr(A)); |A| =
determinant of A; A = AH > 0 means that A is a Hermitian positive
definite, and A

1
2 denotes the unique Hermitian positive definite square
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root of A = AH > 0.

Definition 1.1. A p × p random Hermitian positive definite matrix
U is said to have a complex matrix variate wishart distribution with
parameters n, p and Σ = ΣH > 0, denoted as U ∼ CWp(n,Σ), if its
p.d.f is given by

(Γ̃p(n)|Σ|n)−1|U |n−petr(−Σ−1U), U = UH > 0, n ≥ p.

Definition 1.2. Let S1 ∼ CWp(n1,Σ), S2 ∼ CWp(n2,Σ) and B ∼
CWp(m,Σ) be independently distribution. Define

Xi = (Ip +B− 1
2SiB

− 1
2 )−

1
2B− 1

2SiB
− 1

2 (Ip +B− 1
2SiB

− 1
2 )−

1
2 , i = 1, 2,

where B
1
2B

1
2 = B and 0 < Xi < Ip, i = 12. Furthermore, ni > (p− 1),

i = 1, 2 and m > (p− 1). The joint density of (X1, X2) is

{
B̃p(n1, n2,m)

}−1
{

2∏
i=1

|Xi|ni−p
}
|Ip −X1|(n2+m)−p|Ip −X2|(n1+m)−p

× |Ip −X1X2|−(n1+n2+m)

where B̃p(., ., .) is the complex multivariate beta function and

B̃p(n1, n2,m) = Γ̃p(n1)Γ̃p(n2)Γ̃p(m)

Γ̃p(n1+n2+m)
, and Γ̃p(.) is the complex multivariate

gamma function. The above density is the complex bimatrix variate
beta distribution and is denoted as (X1, X2) ∼ CBBIV

p (n1, n2,m).

2. Characteristic Function

In this section we obtain the characteristic function and several prop-
erties of the complex bimatrix variate beta distribution [1] and [2].

Theorem 2.1. Suppose that X = [X1 : X2] and T = [T1 : T2], then the
characteristic function of the complex bimatrix variate beta distribution
is

φX(T )

=
{
B̃p(n1, n2,m)

}−1
∞∑
k=0

∞∑
t=0

∞∑
z=0

∑
κ

∑
τ

∑
ζ

∑
δ∈κ,τ

∑
γ∈κ,ζ

(n1 + n2 +m)κ
k!t!z!

×
(n2)δB̃p(n2, n1 +m)g̃δκ,τ

(n1 + n2 +m)δ

(n1)γB̃p(n1, n2 +m)f̃γκ,ζ
(n1 + n2 +m)γ

× C̃τ (iT2)C̃δ(Ip)C̃ζ(iT1)C̃γ(Ip)

C̃κ(Ip)C̃τ (Ip)C̃ζ(Ip)
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where C̃τ (.) and [.]κ are respectively the complex zonal polynomial
with weight τ and the complex multivariate hypergeometric coefficient.
For more details see [3].
Furthermore Corresponding to the partitions κ and τ of k and t, re-

spectively, the product C̃κ(X)C̃τ (X) is defined as Chikuse[4]

C̃κ(X)C̃τ (X) =
∑
δ∈κ,τ

g̃δκ,τ C̃δ(X),

where δ is the partition of the integer k + t and g̃δκ,τ is the coefficient

of C̃δ(X) in C̃κ(X)C̃τ (X) .

Proof. The proof is similar to the proof of Theorem 2 of [1]. □

Theorem 2.2. Let (X1, X2) ∼ CBBIV
p (n1, n2,m), then the density

function of U = X
1
2
2 X1X

1
2
2 is

B̃p(n1 +m,n2 +m)

B̃p(n1, n2,m)
|U |n1−p|Ip − U |m−p

× 2̃F1(n1 +m,n1 +m,n1 + n2 + 2m; Ip − U)

Where p̃Fq(., . . . , .︸ ︷︷ ︸
p−times

, ., . . . , .︸ ︷︷ ︸
q−times

; .) the generalized hypergeometric function

of Hermitian matrix argument.

Proof. Consider the transformation U = X
1
2
2 X1X

1
2
2 , X2 = X2, with

J(X1, X2 → U,X2) = |X2|−p, then the joint density of U and X2 is{
B̃p(n1, n2,m)

}−1

|U |n1−p|X2|−(n1+m)|Ip − U |−(n1+n2+m)

× |Ip −X2|(n1+m)−p|X2 − U |(n2+m)−p, 0 < U < X2 < Ip

Now let us make the change of variable
T = (Ip−U)−

1
2 (Ip−X2)(Ip−U)−

1
2 and U = U . Noting that J(U,X2 −→

U, T ) = |Ip − U |p, then the joint density of U , and T is

{B̃p(n1, n2,m)}−1|U |n1−p|T |(n1+m)−p|Ip − U |m−p|Ip − T |(n2+m)−p

× |Ip − (Ip − U)T |−(n1+m) 0 < T < Ip, 0 < U < Ip

Integrating with respect to T , so obtain the stated marginal density
function for U. □
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Theorem 2.3. Let (X1, X2) ∼ CBBIV
p (n1, n2,m), then

P (U > Im) =1− B̃p(n1 +m,n2 +m)B̃p(m,n1)

B̃p(n1, n2,m)

× 3F̃2(m,n1 +m,n1 +m,n1 +m,n1 + n2 + 2m, Im)

Theorem 2.4. Let (X1, X2) ∼ CBBIV
p (n1, n2,m), then

E[tr(X1X2)]
t =

∞∑
k=0

∑
κ∈k

∑
τ

∑
δ∈κ,τ

[n1 + n2 +m]κ[n1]δ[n2]δg̃
δ
κ,τ

k![n1 + n2 +m]δ[n1 + n2 +m]δ

× Γ̃p(n1 +m)Γ̃p(n2 +m)

Γ̃p(n1 + n2 +m)Γ̃p(m)
C̃δ(IP )

Proof.

E[tr(X1X2)]
t

=
{
B̃p(n1, n2,m)

}−1
∫
0<X1=XH

1 <Ip

∫
0<X2=XH

2 <Ip

(tr(X1X2))
t

{
2∏
ı=1

|Xı|nı−p
}

× |Ip −X1|(n2+m)−p|Ip −X2|(n1+m)−p|Ip −X1X2|−(n1+n2+m)dX2dX1

=
∞∑
k=0

∑
κ∈k

∑
τ

∑
δ∈κ,τ

[n1 + n+ 2 +m]κg̃κ,τ

k!B̃p(n1, n2,m)

B̃p(n2, n1 +m)(n2)δ
(n1 + n2 +m)δ

×
∫
0<X1=XH

1 <Ip

|X1|n1−p|Ip −X1|(n2+m)−pC̃δ(X1)dX1.

Now,by integration respect to X1 we get the desired result. □
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Abstract. We give a survey of some recent results on s-numbers
and unitarily invariant norms in infinite dimensional Hilbert spaces.

1. Introduction

Suppose that H is a Hilbert space, T ∈ B(H) and i ∈ N. The ith
s-number of T is denoted by si(T ) and is defined as follows

si(T ) = inf{∥T − F∥ : F ∈ B(H) has rank < i}. (1.1)

It is clear that s1(·) ≥ s2(·) ≥ · · · ≥ 0.
If H is finite dimensional, that is, H = Cn and B(H) =Mn(C), then

the set of s-numbers of T is exactly the set of singular valued of the
positive matrix |T |, where |T | = (T ∗T )

1
2 .

The singular value decomposition theorem shows that the s-numbers
have an important role in matrix analysis. This theorem asserts that for
each matrix T ∈Mn(C), there are unitary matrices U, V and diagonal
matrix D = diag(s1(T ), ···, sn(T )) such that T = UDV . Consequently,
s-numbers have a major role in description of unitarily invariant norms.

Note that a norm ∥·∥ on a non-zero ideal J of B(H) is called unitarily
invariant if ∥UTV ∥ = ∥T∥ for every T ∈ J and arbitrary unitary

2010 Mathematics Subject Classification. Primary 47A05; Secondary 47A30.
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operators U, V ∈ B(H). Important examples of unitarily invariant
norms are ”operator norm”, ”trace norm”, ”Schatten p-norms”, and
also Ky-Fan k-norms which defined by Nk(·) = s1(·) + · · ·+ sk(·).

For an ideal J of B(H), Ky Fan’s dominance theorem is said to hold
for a unitarily invariant norm ∥·∥ if for every T,R ∈ J , where Nk(T ) ≤
Nk(R) for all k ∈ N, the inequality ∥T∥ ≤ ∥R∥ holds. Also, Ky Fan’s
dominance theorem holds for J if Ky Fan’s dominance theorem holds
for all unitarily invariant norms on J .

In the finite dimensional case, by the singular value decomposition
(SVD), there is a nice representation of unitarily invariant norms as
symmetric gauge functions, which plays a major role in solving prob-
lems and proving theorems in the finite dimensional case.

In the infinite dimensional case, as the SVD is absent, there does
not exist such a representation. In [2], authors propose an technique
that can be considered as the key to solving problems in the infinite
dimensional case. In fact, they show that if H is a separable Hilbert
space with an orthonormal basis {ei}∞i=1, then the equality ∥ · ∥ =
∥
∑∞

i=1 si(·)ei ⊗ ei∥ holds for all unitarily invariant norms on B(H).
Consequently, Ky Fans dominance theorem is valid on B(H), when H
is separable.

In this note, we show that ifH is a non-separable infinite dimensional
Hilbert space, then Ky Fan’s dominance theorem dose not hold for
B(H).

Lemma 1.1. Let H be an arbitrary Hilbert space and T,R ∈ B(H). If

Ran(T ) and Ran(R) are separable and Nk(T ) ≤ Nk(R), for all k ∈ N,
then ∥T∥ ≤ ∥R∥.

Theorem 1.2. Let H be a Hilbert space. Ky Fan’s dominance theorem
holds for B(H) if and only if H is separable or finite dimensional.
Moreover, the Continuum Hypothesis implies that, for every non-zero
ideal J in B(H), Ky Fan’s theorem holds for J if and only if J ⊆ Ic,
where c = Card(R) and
Ic = {T ∈ B(H) : dimM < c, for every closed subspace M of Ran(T )}
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Abstract. In this note, we aim to show that several known gen-
eralizations of frames are special kind of continuous frame defined
by Ali et al. in 1993. Indeed, it is shown that these generalizations
can be considered as an operator between two Hilbert spaces.

1. Introduction

Frames have a myriad of applications in mathematics and engineer-
ing including sampling theory, wavelet theory, signal and image pro-
cessing, quantum computing and more. Various kinds of frames have
been proposed recently. In [5] Sun introduced a g-frame which general-
ized the mentioned frames above but not the continuous frame defined
by Ali et al. in [2]. In recent years, some researchers have generalized
Sun’s g-frame and continuous frame. Our aim is to show that all of
these g-frames are equivalent to the continuous frame defined by Ali et
al. in [2]. In fact, the main idea in this note is that these g-frames can
be considered as operators of some Hilbert space H to some Hilbert
space K.

At this point, we suppose that the reader is familiar with discrete
frame.
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This paper is organized as follows. In Section (2) we give some basic
definitions of several kinds of frames from [5, 1, 3, 4]. In Section (3) we
introduce our g-frame and show that it is equivalent to the continuous
frames. Then, we show that the g-frames mentioned in Section (2) are
equivalent to the continuous frame defined by Ali et al. in [2].

2. Some basic definitions and preliminaries

In this section we recall definitions of some g-frames from [5, 1, 3, 4]
which will be required in the sequel.

Definition 2.1. Let (Ω, µ) be a measure space and H be a Hilbert
space. The mapping F : (Ω, µ) → H is called a continuous frame with
bounds A,B if ω → ⟨f, F (ω)⟩ is a measurable function on Ω for every
f ∈ H and

A∥f∥2 ≤
∫
Ω

|⟨f, F (ω)⟩|2dµ(ω) ≤ B∥f∥2, (f ∈ H).

The mapping F is called a Bessel map if the right hand inequality
holds.

The following definition is [5, Definition 1.1. ]

Definition 2.2. Let H be a Hilbert space, (Kj)j∈J , (J is at most
countable) be a family of Hilbert spaces and Λj : H → Kj, j ∈ J be
bounded linear operators. The set {Λj : j ∈ J} is called a Sun g-frame
if there exist A,B > 0 such that A∥x∥2 ≤

∑
j∈J ∥Λjx∥2 ≤ B∥x∥2 for

all x ∈ H.

Definition 2.3. ( [1]) Let H be a Hilbert space, (Ω, µ) be a measure
space and (Kω)ω∈Ω be a family of Hilbert spaces. A family {Λω ∈
B(H,Kω) : ω ∈ Ω} is called a continuous g-frame for H with respect to
(Kω)ω∈Ω if the mapping Ω → C, defined by ω → ∥Λωf∥ is a measurable
function on Ω for any f ∈ H and there are also two constants 0 < A ≤
B <∞ such that

A∥f∥2 ≤
∫
Ω

∥Λωf∥2dµ(ω) ≤ B∥f∥2, (f ∈ H).

Definition 2.4. ( [4]) Let v : (Ω, µ) → (0,∞) be a measurable func-
tion, HC be the collection of all nonzero closed subspaces of H. A
mapping F : Ω → HC is called a continuous frame of subspaces with
respect to v for H if ω → πF (ω) is measurable function from Ω to B(H)
(πM is the projection to M) and there exist 0 < A ≤ B <∞ such that

A∥f∥2 ≤
∫
Ω

v2(ω)∥πF (ω)(f)∥2dµ(ω) ≤ B∥f∥2, (f ∈ H).
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Definition 2.5. ( [3]) LetH be a Hilbert space and (Ω, µ) be a measure
space with positive measure µ. Also, suppose that BH is the collection
of all Bessel sequences in H and I is an at most countable index set. A
mapping F : Ω → BH defined by ω → (fi(ω))i∈I is called a generalized
continuous frame with respect to (Ω, µ) if F is weakly measurable, i.e.
for all f ∈ H, i ∈ I, the function ω → ⟨f, fi(ω)⟩ is measurable on Ω
and there exist positive constants A,B such that

A∥f∥2 ≤
∫
Ω

∑
i∈I

|⟨f, fi(ω)⟩|2dµ(ω) ≤ B∥f∥2, (f ∈ H).

3. Main results

In this section we first introduce our g-frame and show that it is
equivalent to the continuous frames. Then, we show that the g-frames
mentioned in Section 2 are equivalent to our g-frame and so are equiv-
alent to the continuous frame defined by Ali et al. in 1993,[2].

Now we give our new generalization of frame.

Definition 3.1. Let H and K be two Hilbert spaces. A linear operator
Λ : H −→ K is called a generalized frame or simply a g-frame for H
with respect to K if there exist constants A,B > 0 such that

A∥f∥2 ≤ ∥Λf∥2 ≤ B∥f∥2

for all f ∈ H.

We can consider a discrete frame as a bounded linear operator from
some Hilbert space H to some Hilbert space K.

Remark 3.2. From now on throughout this paper we always mean by
a g-frame the one defined as in Definition 3.1.

We intend to show that the Sun g-frame defined in Definition 2.2 is
a special case of our g-frame.

Proposition 3.3. The Sun’s g-frame as in Definition 2.2, is a special
kind of our g-frame.

Ali et al. continuous frame can be consider as a special kind of our
g-frame.

Proposition 3.4. The continuous frames in the sense of Ali et al. as
in Definitin (2.1), are a special kind of our g-frame.

Theorem 3.5. Our g-frame is a special kind of the continuous frame
defined by Ali et al. as in Definition (2.1).
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Corollary 3.6. Our g-frame is equivalent to the continuous frames.

Corollary 3.7. The Sun’s g-frame as in Definition 2.2, is equivalent
to the continuous frames.

We show that some of other g-frames also are equivalent to the con-
tinuous frames.

Theorem 3.8. The g-frame of Dao-Xin Ding as in Definition 2.5, is
equivalent to the continuous frames.

Proposition 3.9. Continuous g-frame as in Definition 2.3, is a special
kind of our g-frame.

Corollary 3.10. Continuous g-frame as in Definition 2.3, is equivalent
to the continuous frames.

Proposition 3.11. The continuous frame of subspaces defined as in
Definition 2.4, is equivalent to the continuous frames.
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Abstract. In this talk, we show some reverses of Callebaut in-
equality under some mild conditions. In particular, we present( n∑

j=1

AjσBj

)
♯
( n∑

j=1

Ajσ
⊥Bj

)
≥
(∑n

j=1 Aj

2

)
♯
(∑n

j=1 Bj

2

)
,

where Aj , Bj (1 ≤ j ≤ n) are positive invertible operators such
that λAj ≤ Bj ≤ 2λAj (1 ≤ j ≤ n) for some λ ∈ (0,+∞) and σ is
a connection with a certain representing function.

1. Introduction

Let B(H) denote the C∗-algebra of all bounded linear operators on
a complex Hilbert space H. An operator A ∈ B(H) is called positive if
⟨Ax, x⟩ ≥ 0 for all x ∈ H. The set of all positive invertible operators
is denoted by B(H)+
The axiomatic theory for operator means of positive invertible opera-
tors have been developed by Kubo and Ando [2]. A binary operation
σ on B(H)+ is called a connection, if the following conditions are sat-
isfied:
(i) A ≤ C,B ≤ D imply AσB ≤ CσD;
(ii) An ↓ A,Bn ↓ B imply AnσBn ↓ AσB, where An ↓ A means that

2010 Mathematics Subject Classification. Primary 47A63, Secondary 47A60.
Key words and phrases. operator mean, connection, Callebaut inequality,

weighted geometric mean.
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A1 ≥ A2 ≥ · · · and An → A as n→ ∞ in the strong operator topology;
(iii) T ∗(AσB)T ≤ (T ∗AT )σ(T ∗BT ) (T ∈ B(H));
There exists an affine order isomorphism between the class of con-
nections and the class of positive operator monotone functions f de-
fined on (0,∞) via f(t)I = Iσ(tI) (t > 0). In addition, AσB =

A
1
2f(A

−1
2 BA

−1
2 )A

1
2 for all A,B ∈ B(H)+. The operator monotone

function f is called the representing function of σ. The dual σ⊥ of a
connection σ with the representing function f is the connection with
the representing function t/f(t). A connection σ is a mean if it is nor-
malized, i.e. IσI = I.
the Callebaut inequality( n∑

j=1

xjyj

)2
≤

n∑
j=1

x1+sj y1−sj

n∑
j=1

x1−sj y1+sj ≤
( n∑
j=1

x2j

)( n∑
j=1

y2j

)
where xj, yj (j = 1, · · · , n) and s ∈ [0, 1].
Wada [4] gave an operator version of the Callebaut inequality by show-
ing that if A,B ∈ B(H)+ and if σ is an operator mean, then

(A♯B)⊗ (A♯B) ≤ 1

2

{
(AσB)⊗ (Aσ⊥B) + (Aσ⊥B)⊗ (AσB)

}
≤ 1

2
{(A⊗B) + (B ⊗ A)} .

In [3] the authors showed that
n∑
j=1

(
Aj♯Bj

)
≤
( n∑
j=1

AjσBj

)
♯
( n∑
j=1

Ajσ
⊥Bj

)
≤
( n∑
j=1

Aj

)
♯
( n∑
j=1

Bj

)
,

(1.1)

where Aj, Bj ∈ P (1 ≤ j ≤ n) and σ is an operator mean.

In this paper, we present a reverse of inequality (1.1) under some
mild conditions and some related results.

2. Main results

In the this section, we provide some reverses of Callebaut inequality
under some mild conditions. First we need following lemma.

Lemma 2.1. [1] Let Aj, Bj ∈ B(H)+ (1 ≤ j ≤ n) such that λAj ≤
Bj ≤ 2λAj (1 ≤ j ≤ n) for some λ ∈ (0,+∞) and let σ be a connection
with the representing function f such that f(0) = 0. Then

2
n∑
j=1

(AjσBj) ≥ (
n∑
j=1

Aj)σ(
n∑
j=1

Bj).
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Our first result reads as follows.

Theorem 2.2. Let Aj, Bj ∈ B(H)+ (1 ≤ j ≤ n) such that λAj ≤ Bj ≤
2λAj (1 ≤ j ≤ n) for some λ ∈ (0,+∞) and let σ be a connection with
the representing function f such that f(0) = 0 and limt→0+ tf(t)

−1 = 0.
Then ( n∑

j=1

AjσBj

)
♯
( n∑
j=1

Ajσ
⊥Bj

)
≥
(∑n

j=1Aj

2

)
♯
(∑n

j=1Bj

2

)
.

In the case σ = ♯α, where α ∈ [0, 1], due to ♯⊥α = ♯1−α, we infer that
the Callebaut inequality.

Corollary 2.3. Let Aj, Bj ∈ B(H)+ (1 ≤ j ≤ n) such that λAj ≤
Bj ≤ 2λAj (1 ≤ j ≤ n) for some λ ∈ (0,+∞). Then

√
2
(( n∑

i=1

Ai♯αBi

)
♯
( n∑
i=1

Ai♯1−αBi

))
≥
( n∑
i=1

Ai

)
♯
( n∑
i=1

Bi

)
.

Theorem 2.4. Let Aj, Bj ∈ B(H)+ (1 ≤ j ≤ n) and let σ be a connec-

tion with the representing function f such that
√
λt ≤ f(t) ≤

√
2λt (t ∈

(0,∞)) for some λ ∈ (0,+∞). Then

2
n∑
j=1

(Aj♯Bj) ≥
( n∑
j=1

AjσBj

)
♯
( n∑
j=1

Ajσ
⊥Bj

)
≥
(∑n

j=1Aj

2

)
♯
(∑n

j=1Bj

2

)
.

Corollary 2.5. Let Aj, Bj ∈ B(H)+ (1 ≤ j ≤ n) such that Aj ≤ Bj ≤
2Aj (1 ≤ j ≤ n) and σf be a connection with the representing function

f(t) = 1+
√
2

2

√
t. Then

2
n∑
j=1

(Aj♯Bj) ≥
( n∑
j=1

AjσfBj

)
♯
( n∑
j=1

Ajσ
⊥
f Bj

)
≥
(∑n

j=1Aj

2
1
4

)
♯
(∑n

j=1Bj

2
1
4

)
.
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Abstract. The generalized functionals of Merentes type gener-
ate a scale of spaces connecting the class of functions of bounded
second p-variation with the Sobolev space of functions with p-
integrable second derivative. We prove some limiting relations for
these functionals as well as sharp estimates in terms of the frac-
tional modulus of order 2−1/p. These results extend some results
for functions of bounded variation but are not consequence of the
last.

Let f be a 1-periodic function on the real line. A set Π = {x0, . . . xn}
of points such that x0 < x1 < . . . < xn, where xn = x0+1 will be called
a partition. For a partition Π we denote by ∥Π∥ = maxj (xj+1 − xj) its
norm. Let p > 1, p′ := p

p−1
and 0 ≤ α ≤ 1/p′. We denote

v(f ; Π) =
n−1∑
k=0

|f(xk+1)− f(xk)| ,

2010 Mathematics Subject Classification. Primary 26A45; Secondary 46E35.
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modulus of p-continuity.
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and call

v(f) = sup
Π

n−1∑
k=0

|f(xk+1)− f(xk)| .

the variation of f . A function f is called of bounded variation iff
v(f) <∞. (C. Jordan (1880)) We have that

(a) (C. Jordan): f bounded variation if and only if f is a difference
of two increasing functions

(b) if f is derivable and f ′ continuous then v(f) =
∫ 1

0
|f ′| = ∥f ′∥1.

Similarly, vp(f) = sup
Π

(
n−1∑
k=0

|f(xk+1)− f(xk)|p
)1/p

is called the p-

variation of f and a function f is called of p-bounded variation iff
vp(f) <∞. (Wiener, N. (1924))

F. Riesz (1910) introduced

vp,1/p′(f) = sup
Π

(
n−1∑
k=0

|f(xk+1)− f(xk)|p
1

(xk+1 − xk)p/p
′

)1/p

the p, 1/p′-variation of f . and showed thatVp,1/p′ = W 1
p (a variational

characterization of the space of abs. cont. functions with p-integrable
first derivative) and ∥f ′∥p = vp,1/p′(f). Clearly vp(f) ≤ vp,1/p′(f), i.e.
W 1
p ⊆ Vp.

The space W 1
p was also characterized by A. P. Terehin (1965, 1967)

in terms of the fractional continuity modulus of order 1− 1/p

ω1−1/p(f ; t) = sup
∥Π∥≤t

vp(f ; Π), 0 < t ≤ 1,

namely, if f ∈ W 1
p , then ω1−1/p(f ; t) ≤ t1/p

′∥f ′∥p and conversely, if

ω1−1/p(f ; t) = O(t1/p
′
) then f ∈ W 1

p .
C. J de la Valée Poussin (1908) introduced the class of functions

of bounded second variation as follows. Let Π be a partition of the
form

x0 < y1 ≤ z1 < x1 < y2 ≤ z2 < x2 < . . . < yn ≤ zn < xn = x0 + 1,

and

v(2)(f,Π) =
n−1∑
k=1

∣∣∣∣f(xk+1)− f(zk+1)

xk+1 − zk+1

− f(yk+1)− f(xk)

yk+1 − xk

∣∣∣∣ .
A function is called of bounded second variation and we write f ∈ V (2)

if v(2)(f) = sup
Π
v(2)(f,Π) < ∞, where the supremum is taken over all

refined partitions Π. The function f is of bdd. second variation iff f
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can be represented as a difference of two convex functions. The notion
is used by HLP, Robert and Varberg (bdd. convexity), Huggins and
Web (”bdd. slope variation”), A.M. Russel- bdd. second variation (see
e.g Robert and Varberg, Convex Functions (1973)) The following were
proved

(a) v(2)(f) <∞ iff f(x) =
∫ x
0
g with g of bdd. variation

(b) if v(2)(f) <∞ then f ′ exists a.e.
(c) If f is derivable on [0, 1] then v(2)(f) = v(f ′)
(d) (Riesz-Nagy, 1955) If f is derivable on [0, 1] and the derivative

absolutely continuous then v(2)(f) = ∥f ′′∥1
N. Merentes (1992) introduced the class V

(2)
p,1/p′ of functions of bounded

(p, 1/p′) second variation as the class of those functions for which

v
(2)
p,1/p′(f)

p =

sup
Π

n−1∑
k=0

∣∣∣∣f(xk+1)− f(zk+1)

xk+1 − zk+1

− f(yk+1)− f(xk)

yk+1 − xk

∣∣∣∣p 1

(xk+1 − xk)p/p
′ <∞.

If v
(2)
p,1/p′(f) <∞ than f ′ exists everywhere. A variational characteriza-

tion of the Sobolev space W 2
p in terms of functions of bounded second

(p, 1/p′)-variation was given; namely, a function belongs toW 2
p (f ′ abs.

cont. and f ′′ p integrable) if and only if f ∈ V
(2)
p,1/p′ and, moreover

v
(2)
p,1/p′(f) = ∥f ′′∥p. Observe that from the characterization of F. Riesz

and N. Merentes it follows that vp,1/p′(f
′) = v

(2)
p,1/p′(f).

A. P. Terehin (1965), Volosivets (1993, 1996) showed that ω2−1/p(f ; t) =
sup0<h≤t ω1−1/p(∆hf ;h) (0 < t ≤ 1). where ∆hf(x) = f(x + h) −
f(x) (fractional modulus of order 2 − 1/p) is O(δ2−1/p) if and only if
f ∈ W 2

p .
Martin Lind (2013) studied the scale of spaces Vp,α between the class

Vp of functions of bounded p-variation and the Sobolev space W 1
p . He

gave sharp estimates of vp,α(f) in terms of fractional continuity modu-
lus of order 1− 1/p.

vp,α(f ; Π) =

(
n−1∑
k=0

|f(xk+1)− f(xk)|p

(xk+1 − xk)αp

)1/p

.

and

vp,α(f) = sup
Π
vp,α(f ; Π)
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M. Lind (2013) has proved that if f ∈ Vp and

Ip,α =
∫ 1

0

(
t−αω1−1/p(f ; t)

)p dt
t
<∞ then

vp,α(f) ≤ A
(
vp(f) + p′α1/p(1/p′ − α)1/pIp,α(f)

)
The constant α1/p(1/p′ − α)1/p has the optimal asymptotic behavior,
namely if α→ 0+ and if Ip,α0 <∞ for some 0 < α0 < 1/p′, the second
term of the right hand side goes to 0 and the left hand side to vp(f).
If α→ 1/p′− then lim(1/p′ −α)1/pIp,α(f) = p−1/p∥f ′∥p, vp(f) ≤ ∥f ′∥p.
The hypothesis cannot be weakened.

Analogously, we can introduce a scale of spaces V
(2)
p,α between the

class V
(2)
p of functions of bounded p-second variation and the Sobolev

space W 2
p . We would prove sharp estimates of v

(2)
p,α via integrals defined

in terms of fractional continuity modulus of order 2− 1/p.
The difficulty here is that we have just the inequality

ω2−1/p(f ; t) ≤ tω1−1/p(f
′; t)

and a simple substitution in the old result will lead to a weaker in-
equality than that needed.

v(2)p,α(f) = sup
Π
v(2)p,α(f ; Π)

where
v(2)p,α(f ; Π)

p =
n−1∑
k=0

∣∣∣∣f(xk+1)− f(zk+1)

xk+1 − zk+1

− f(yk+1)− f(xk)

yk+1 − xk

∣∣∣∣p 1

(xk+1 − xk)αp
.

The spaces V
(2)
p,α of all functions such that v

(2)
p,α(f) < ∞ form a scale

between the space of functions of bounded second p-variation and the

Sobolev space W 2
p . If α > 1/p′, the space V

(2)
p,α contains only linear

functions.
A Marchau- Timmar inequality would imply the desired inequality

but not with the right asymptotic behavior of the constant.

We proved that if f ∈ V
(2)
p and I

(2)
p,α =

∫ 1

0

(
t−α−1ω2−1/p(f ; t)

)p dt
t
<∞

then f ∈ V
(2)
p,α and

v(2)p,α(f) ≤ A
(
v(2)p (f) + p′α1/p(1/p′ − α)1/pI(2)p,α(f)

)
where A is an absolut constant.

The constant has the right behavior and implies the result of Mer-
entes.

M. Lind (2013) described also explicitly Peetre’s K-functional:

K(f ; t;Vp,W
1
p ) ≈ ω1−1/p(f ; t

p′)
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and S. Barza, P. Silvestre gave an explicit expression forK(f ; t;V 2
p ,W

2
p ).
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Abstract. This paper develops a novel linear system based ap-
proach for computing ∥A−1∥∞, the Skeel condition number of an
M–Matrix A, and the positive diagonal matrices D guaranteeing
that AD be a strictly diagonally dominant matrix.

1. Introduction

A matrix A ∈ Zn,n = {(aij) ∈ Rn,n : aij ⩽ 0, i ̸= j; i, j = 1, 2, · · · , n}
is called an M–matrix if A−1 is a nonnegative matrix (denoted by
A−1 ⩾ 0). The kind of M-matrices is a very important special class
of real matrices, and has been widely applied to many areas. In this
paper,we will deal with the following three problems of an arbitrary
M-matrix A:

(a) Computing ∥A−1∥∞;
(b) Computing the Skeel condition number of A;

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.

Key words and phrases. Linear system, M-matrix, infinity norm, Skeel condition
number, deiagonal dominance.
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(c) Finding a suitable positive diagonal matrix D such that AD is
a strictly diagonally dominant matrix.

We will develop a novel linear system based approach to solve the
problems (a),(b),(c). The linear system model can be described by the
following differential equation

dx(t)

dt
= −Ax(t) + u, (1.1)

where A = (aij)n×n is an M–matrix, and u = (u1, u2, · · · , un)T > 0 is a
constant external input vector.

2. Preliminaries

For the sake of convenience and completeness, we introduce some
notations,and definitions in this section.
For a vector x = (x1, x2, · · · , xn)T ∈ Rn, x > 0 denotes each element xi
is positive, and ∥x∥1 denotes a vector norm defined by ∥x∥1 =

∑n
i=1 |xi|.

e = (1, 1, · · · , 1)T denotes a column vector each element of which
equals 1. A−1 denotes the inverse of A; |A| denotes the absolute
value matrix given by |A| = (aij)n×n; A ⩾ 0(A > 0) denotes A is
a nonnegative( positive) matrix, the infinity norm of A is defined as
∥A∥∞ = max1⩽i⩽n

∑n
j=1 |aij|.

Definition 2.1. For A = (aij) ∈ Cn,n, if

vi = |aii| −
n∑

j=1,j ̸=i

|aij| > 0, i = 1, 2, · · · , n,

A is said to be strictly row diagonally dominant and v = (v1, v2, · · · , vn)T
is called the diagonal dominance vector.

Definition 2.2. For A = (aij) ∈ Cn,n, the condition number is defined
as k(A) = ∥A∥∞∥A−1∥∞, and the Skeel condition number is defined as
Cond(A) = ∥|A−1||A|∥∞.

Definition 2.3. The equilibrium point δ for system (1.1) is said to be
globally exponentially stable if there exist constant k and α > 1 such
that

∥x(t)− δ∥ ⩽ α∥x0 − δ∥e−kt, ∀x0 ∈ Rn, ∀t > 0,

where x(t) = (x1(t), x2(t), · · · , xn(t))T is the solution of system (1.1)
with the initial value x0 and k is called the degree of exponential sta-
bility.
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3. Theoretic analysis

Theorem 3.1. Let the input vector u = e in linear system (1.1).
If δ = (δ1, δ2, · · · , δn)T is an equilibrium point for system (1.1),then
∥A−1∥∞ = max1⩽i⩽n(δi).

Theorem 3.2. Let u = |A|e in linear system (1.1) If δ = (δ1, δ2, · · · , δn)T
is an equilibrium point for system (1.1),then Cond(A) = ∥|A−1||A|∥∞ =
max1⩽i⩽n(δi).

Theorem 3.3. Assume that δ = (δ1, δ2, · · · , δn)T is an equilibrium
point for system (1.1), and D = diag(δ1, δ2, · · · , δn). Then AD is a
strictly row diagonally dominant matrix, and u is the diagonal domi-
nance vector, that is,

ui = aiiδi −
n∑

j=1,i̸=j

|aij|δj > 0, i = 1, 2, · · · , n.

4. example

Example 4.1. For a given M–matrix

A =

 1 0 −0.2
−0.8 1 −0.1
−0.9 0 1


Let u = e and the desired precision be 0.0001. We can obtain at

t = 14 that

δ = (1.4634, 2.4024, 2.3171)T and ∥A−1∥∞ = max1⩽i⩽n(δi) = 2.4024.

To show the advantage of our approach in terms of the accuracy of com-
putation, we compare the value of ∥A−1∥∞ computed by our approach
with the bounds derived in [1− 3] in the following table.

Table 1. The infinity norm bound

Shivakumar [3] Cheng [1] Li [2] Our approach True value
∥A−1∥∞ ⩽ 4.0278 ⩽ 3.8455 ⩽ 3.9670 = 2.4024 = 2.4024

5. Conclusion

In this paper, based on linear system theories, we propose a novel
approach to compute ∥A−1∥∞ the Skeel condition number of an M-
matrix A, and the positive diagonal matrices D guaranteeing that AD
be a strictly diagonally dominant matrix.
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Abstract. We apply linear algebra method to give upper bounds
on perfect matchings in pfaffian graphs. These upper bounds which
are sharper then Bregman’s upper bounds for the number of perfect
matchings. We show that some of our upper bounds are sharp for
3 and 4-regular pfaffian graphs. We apply our results to fullerene
graphs.

1. Introduction

Let G = (V,E) be a simple undirected graph. Denote n := |V | the
number of vertices; m := |E| the number of edges; d(v) the degree
of v ∈ V ; perfmat G the number of perfect matches in G; A(G) the
adjacency matrix of G; S(G) is the skew symmetric adjacency matrix
of the digraph DG = (V,Arc), where Arc is an orientation of edges E;
G × H the cartesian product of the graphs G and H; Kn a complete
graph on n vertices, Kr,r a complete bipartite r-regular graph on 2r
vertices, Cn a cycle on n vertices.

2010 Mathematics Subject Classification. Primary 05C30; Secondary 05C70,
15A15.
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A variation of Bregman’s inequality yields [1]

perfmat G ≤
∏
v∈V

(d(v)!)
1

2d(v) . (1.1)

Equality holds if and only if G is a union of complete regular bipartite
graphs. Since detS(G) is the square of the pfaffian corresponding to
S(G) we deduce the well known inequality

detS(G) ≤ (perfmat G)2. (1.2)

A graph is called pfaffian if there is an orientation Arc of E such
that equality holds in (1.2). It was shown by Kasteleyn [5] that every
planar graph is pfaffian. An example of a pfaffian nonplanar graph is
K4 ×K2.

Let B = [buv]u,v∈V a real symmetric nonnegative definite matrix of
order |V |, which is denoted by B ⪰ 0. The generalized Hadamard-
Fischer inequality, abbreviated here as H-F inequality, states

detB[U ∪W ] detB[U ∩W ] ≤ detB[U ] detB[W ] where U,W ⊂ V.
(1.3)

Here detB[∅] = 1. (See for example [3] and references therein.) As-
sume that U ∩W = ∅. Then the above inequality is equivalent to the
Hadamard-Fischer inequality. Furthermore if the left hand-side of (1.3)
is positive then equality holds if and only if B[U ∪W ] is a block diag-
onal matrix diag(B[U ], B[W ]). In particular Hadamard’s determinat
inequality for B ⪰ 0 is

detB ≤
∏
v∈V

bvv. (1.4)

If all diagonal entries of B are positive then equality holds if and only
if B is a diagonal matrix.

We apply Hadamard’s determinat inequality to give upper bounds
for the number of perfect matchings in Pfaffian graphs. We also, derive
a number of improvements of our upper bounds using the Hadamard-
Fischer inequality mainly for graphs with no 4-cycles. These inequal-
ities apply to fullerene graphs.Fullerene graphs are 3-regular planar
graph,all whose faces are pentagon or hexagons.by Euler formula it is
easily shown that every fullerene have 12 pentagons.

2. Main results

The main results of this paper are upper bounds for the prefect
matching in pfaffian graphs using Hadamard’s determinant inequal-
ity and its generalizations. Apply first the Hadamard’s determinant
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inequality to S(G) to deduce that for any pfaffian G one has

perfmat G ≤
∏
v∈V

d(v)
1
4 . (2.1)

First we show that a complete bipartite graph Kr,r does not satisfy the
above inequality unless r = 1, 2. Next we show that the above upper
bound is sharp for the following d-regular connected pfaffian graphs.
For d = 3 two planar graphs: K4 and C4 × K2. For d = 4: a unique
planar graph is octahedron (a complement of a perfect match inK6 and
hence planar). Furthermore, if G is a planar 3-regular graph having 3

n
4

perfect matchings then G is a disjoint union of K4 and C4 ×K2.
Also, we prove the following improvements of (2.1).

Theorem 2.1. Let G = (V,E) be a pfaffian connected graph. Denote
by G′ = (V,E ′) be the induced graph by G, where (u, v) ∈ E ′ if and
only if the distance between u and v in G is 2. Let M ′ be a match in
G′. Assume that G does not have 4-cycles. Then

perfmat G ≤ (
∏

(u,v)∈M ′

(d(u)d(v)− 1))
1
4 (

∏
v∈V \V (M ′)

d(v))
1
4 . (2.2)

One can use the following proposition to estimate |M ′|.

Proposition 2.2. Assume that G = (V,E), n = |V | is a connected
graph with a path of length l ≥ 3. Then the induced graph G′ given in
Theorem 2.1 has a match M ′ of cardinality 2⌊ l

4
⌋ and ⌊ l

2
⌋ if l is even

or odd respectively.

Theorem 2.3. Every cubic pfaffian graph with n vertices, which has
a perfect match and no 4-cycles, has at most 8

n
123

n
12 perfect matching.

Theorem 2.4. Let G = (V,E), n = |E| be a semi-circular cubic
graph where n1 = |V1| and n0 = |V0| is the number of vertices of G
in the the closed disk bounded by the first circle O1 and its interior
respectively. If G does not have 3 and 4-cycles then

perfmat G ≤ 20
n−n1
12 3

n1
4 if n0 > 0, (2.3)

perfmat G ≤ 20
n
12 if G is circular, i.e. n0 = 0. (2.4)
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Abstract. In this paper, we introduce a new preconditioners for solv-
ing linear systems Ax = b. We propose preconditioned associated accel-
erated overrelaxation (AOR) iterative methods with this new precondi-
tioners, and give the corresponding convergence results.

1. Introduction

Consider the following linear system

Ax = b (1.1)

where A ∈ Rn×n, b ∈ Rn are given and x ∈ Rn is unknown. For simplicity,
without loss of generality, we assume throughout this paper that A = I −
L − U , where I is the identity matrix, and L and U are strictly lower and
upper triangular matrices obtained from A, respectively. The AOR iteration
matrix associated with A is

L(r, w) = (I − rL)−1[(1− w)I + (w − r)L+ wU ] (1.2)

where w and r are real parameters with w ̸= 0. We now transform the origi-
nal system in equation (1.1) into the preconditioned form PAx = Pb. Then,
we apply the AOR iterative method for solving preconditioned form. In [2]-
[4] some different preconditioners have been proposed by several authors. In
this paper, we propose a new preconditioned AOR iterative method with a
preconditioner Pαβ = I + Sαβ , where

Sαβ = (sij)n×n, sij =

{
−αj−1(aij + βj−1) i = 1, j = 2, · · · , n
0 otherwise

(1.3)

2010 Mathematics Subject Classification. Primary 65F10 ; Secondary 65F08.
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and αi, βi are real parameters for i = 1, 2, · · · , n − 1. Let SαβA = Eαβ −
Fαβ, where Eαβ is diagonal matrix and Fαβ is upper triangular matrix,
respectively. Assume that Aαβ = PαβA = Dαβ − Lαβ − Uαβ , where Dαβ =
I + Eαβ, Lαβ = L, Uαβ = U + Fαβ . Then the AOR iteration matrices
associated with Aαβ are

Lαβ(r, w) = (Dαβ − rLαβ)
−1[(1− w)Dαβ + (w − r)Lαβ + wUαβ ]. (1.4)

We first give some terminologies which will be used in the next sections.
A matrix A is a Z-matrix if aij ≤ 0 for all i, j = 1, ..., n such that i ̸= j. Also
if aii > 0, for i = 1, 2, ..., n, the matrix is called an L-matrix. Furthermore,
a Z-matrix is a nonsingular M-matrix, if A is nonsingular and A−1 ≥ 0. An
n× n matrix A = (aij) is reducible if we may partition {1, · · · , n} into two
nonempty subsets E,F such that aij = 0 if i ∈ E and j ∈ F . If A is not a
reducible matrix, we call A is an irreducible matrix.

Lemma 1.1. (Varga [1]) Let A ≥ 0 be an irreducible matrix. Then

(1) A has a positive real eigenvalue equal to its spectral radius.
(2) ρ(A) is a simple eigenvalue of A corresponding to an eigenvector

x > 0.
(3) ρ(A) increases when any entry of A increases.

Lemma 1.2. (Varga [1]) Let A be a nonnegative matrix. Then

(1) If αx ≤ Ax for some nonnegative and nonzero vector x, then α ≤
ρ(A).

(2) If Ax ≤ βx for some positive vector x, then ρ(A) ≤ β. Moreover,
if A is irreducible and if 0 ̸= αx ≤ Ax ≤ βx, for some nonnegative
vector x, then α ≤ ρ(A) ≤ β and x is a positive vector.

Lemma 1.3. (Varga [1]) Let A = M − N be an M-spliting of A. Then
ρ(M−1N) < 1 if and if A a nonsingular M-matrix.

2. Main results

The spectral radius of the iterative matrix is conclusive for the conver-
gence and stability of the method, and the smaller it is, the faster the method
converges when the spectral radius is smaller than 1. In this section, some
results for the AOR iterative method with preconditioner Pαβ is given.

Theorem 2.1. Let L(r, w) and Lαβ(r, w) be the iteration matrices of the
AOR method given by equations (1.2) and (1.4). If A is an irreducible L-

matrix with av+1,1a1,v+1 > 0, βv ∈ (
1−av+1,1a1,v+1

av+1,1
,−a1,v+1) ∩ (0,−a1,v+1),

αv ∈ (0, 1], (v = 1, · · · , n − 1),
∑n−1

v=1 αv ≤ 1 and 0 ≤ r < w ≤ 1, then
L(r, w) and Lαβ(r, w) are nonnegative irreducible matrices.

Proof. Because A is an irreducible L-matrix, L is a nonnegative strictly lower
triangular matrix and U is a nonnegative strictly upper triangular matrix.
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By equation (1.2), we have

L(r, w) = [I + rL+ r2L2 + · · ·+ rn−1Ln−1]

×[(1− w)I + (w − r)L+ wU ]

= (1− w)I + (w − r)L+ wU + nonnegative terms

Since 0 ≤ r < w ≤ 1, it follows that L(r, w) is nonnegative. We can also get
that (1 − w)I + (w − r)L + wU is irreducible for irreducible A, and hence
L(r, w) is also irreducible. Now, we show that Dαβ > 0, Lαβ ≥ 0, Uαβ ≥ 0,
and Eαβ ≤ 0. We obtain Dαβ = diag(ζ, 1, · · · , 1), where
ζ = 1− α1a21(a12 + β1)− α2a31(a13 + β2)− · · · − αn−1an,1(a1,n + βn−1)

Lαβ = (lij)n×n, lij =

{
−aij if i > j

0 if i ≤ j

Uαβ = (uij)n×n, uij =

{
0 if i ≥ j,

−aij if i > j, i ̸= 1,
, and

u1j = −a1j + α1a2,j(a12 + β1) + α2a3,j(a13 + β2) + · · ·
+ αn−1an,j(a1n + βn−1).

For βv ∈ (
1−av+1,1a1,v+1

av+1,1
,−a1,v+1)∩(0,−a1,v+1), αv ∈ (0, 1] (v = 1, 2, · · · , n−

1 ),
∑n−1

v=1 av ≤ 1, we can write

1−
n−1∑
v=1

αvav+1,1(a1,v+1 + βv) > 1−
n−1∑
v=1

αvav+1,1(a1,v+1 +
1− av+1,1a1,v+1

a1,v+1
)

= 1−
n−1∑
v=1

αv ≥ 0 (2.1)

By considering equations (2.1), we get Dαβ > 0 and Eαβ ≤ 0. We can also
write

−a1j +

n−1∑
v=1

αvav,j(a1,v+1 + βv) ≥ −a1j +

n−1∑
v=1

αvav,j(a1,v+1 − a1,v+1)

= −a1j ≥ 0 (2.2)

Therefore Lαβ ≥ 0 and Uαβ ≥ 0. Now from equation (1.4), we have

Lαβ(r, w) = (I − rD−1
αβLαβ)

−1[(1− w)I + (w − r)D−1
αβLαβ + wD−1

αβUαβ]

= [I + rD−1
αβLαβ + r2(D−1

αβLαβ)
2 + · · ·+ rn−1(D−1

αβLαβ)
n−1]

× [(1− w)I + (w − r)D−1
αβLαβ + wD−1

αβUαβ ]

= (1− w)I + (w − r)D−1
αβLαβ + wD−1

αβUαβ

+ nonnegative terms (2.3)

By the above results, we can see Lαβ(r, w) are nonnegative irreducible ma-
trices, and the proof is complete. □
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Theorem 2.2. Let L(r, w), Lαβ(r, w) be the iteration matrices of the AOR
method given by equations (1.2) and (1.4). If A is an irreducible L-matrix

with av+1,1a1,v+1 > 0, βv ∈ (
1−av+1,1a1,v+1

av+1,1
,−a1,v+1)∩(0,−a1,v+1), αv ∈ (0, 1]

(v = 1, · · · , n− 1),
∑n−1

v=1 αv ≤ 1 and 0 ≤ r < w ≤ 1, then we have

(1) ρ (Lαβ(r, w)) < ρ (L(r, w)), if ρ (L(r, w)) < 1
(2) ρ (Lαβ(r, w)) = ρ (L(r, w)), if ρ (L(r, w)) = 1
(3) ρ (Lαβ(r, w)) > ρ (L(r, w)), if ρ (L(r, w)) > 1.

Proof. Theorem 2.1 implies that L(r, w) is a nonnegative irreducible matrix.
Hence there exists a positive vector x, such that L(r, w)x = λx, where
ρ(L(r, w)) = λ or equivalently

[(1− w)I + (w − r)L+ wU ]x = λ(I − rL)x. (2.4)

By equation (2.4) we can obtain

Lαβ(r, w)− λx = (
λ− 1

λ
)(Dαβ − rLαβ)

−1[−Eαβ + (1− w)Sαβ

+ (w − r)SαβL+ wSαβU ]x

Now let

Q = (Dαβ − rLαβ)
−1[−Eαβ + (1− w)Sαβ + (w − r)SαβL+ wSαβU ] (2.5)

From Sαβ ≥ 0, SαβL ≥ 0, Eαβ ≤ 0, SαβU ≥ 0 we have

[−Eαβ + (1− w)Sαβ + (w − r)SαβL+ wSαβU ] ≥ 0,

Since rD−1
αβLαβ is a strictly lower triangular matrix, so ρ(rD−1

αβLαβ) = 0 < 1.

By considering Lemma 1.3, we have R is a nonsingular M -matrix. Therefore
(Dαβ − rLαβ)

−1 ≥ 0, and so Q ≥ 0. If λ < 1, then Lαβ(r, w)x − λx ≤ 0.
Therefore Lαβ(r, w)x ≤ λx. By using Lemma 1.2, we get ρ(Lαβ(r, w)) < λ =
ρ(L(r, w)); If λ = 1, then Lαβ(r, w)x−λx = 0. Therefore Lαβ(r, w)x = λx.
By using Lemma 1.2, we get ρ(Lαβ(r, w)) = λ = ρ(L(r, w)); If λ > 1, then
Lαβ(r, w)x− λx ≥ 0. Therefore Lαβ(r, w)x ≥ λx. By using Lemma 1.2, we
get ρ(Lαβ(r, w)) ≥ λ = ρ(L(r, w)).

□
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Abstract. Let T = U |T | and S = V |S| be the polar decompo-
sition of adjointable operators T and S, respectively on a Hilbert
C∗-module. In this talk, we determine these pairs of operators
for which their products TS accepts the polar decomposition as
TS = UV |TS|. Specially, we provide sufficient conditions for a cer-

tain operator T such that its Aluthge transform T̃ = |T |1/2U |T |1/2
admits the polar decomposition.

1. Introduction

A pre-Hilbert C∗-module X over a C∗-algebra A, is a right A-module
together with an A-valued inner product ⟨., .⟩ : X ×X → A satisfying
the conditions:

(i) ⟨x, αy + βz⟩ = α⟨x, y⟩+ β⟨x, z⟩ for x, y, z ∈ X , α, β ∈ C,
(ii) ⟨x, ya⟩ = ⟨x, y⟩a for x, y ∈ X , a ∈ A,
(iii) ⟨x, y⟩∗ = ⟨y, x⟩ for x, y ∈ X ,
(iv) ⟨x, x⟩ ≥ 0 for x ∈ X ,
(v) ⟨x, x⟩ = 0 if and only if x = 0.

We can define a norm on X by ∥x∥ = ∥⟨x, x⟩∥ 1
2 . A pre-Hilbert A-

module X is called a right Hilbert C∗-module over A if it is complate
with respect to its norm. Each Hilbert space is a Hilbert C-module

2010 Mathematics Subject Classification. Primary 46L08; Secondary 47A05.
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and each C∗-algebra A can be regarded as a Hilbert A-modules via
⟨a, b⟩ = a∗b(a, b ∈ A). Note that, some properties of Hilbert spaces do
not hold in Hilbert C∗-modules. For example, a bounded operator T
on Hilbert C∗-module X might not admit a bounded operator T ∗ as
its adjoint operator, that satisfy in the condition ⟨T (x), y⟩ = ⟨x, T ∗(y)⟩
for any x, y ∈ X . But, it is easy to see that every adjointable operator
T is a bounded linear A-module mapping. Also, in the general, a
closed submodule F of X might not be orthogonal complemented and
F⊥⊥ is usually larger than F. Recall that a closed submodule F of
X is said to be orthogonally complemented if X = F ⊕ F⊥, where
F⊥ = {x ∈ X : ⟨x, x′⟩ = 0 for all x′ ∈ F}. Lance proved that if an
adjointable operator T ∈ B(X ,Y) has closed range, then

(i) N(T ) is a complemented of X , with complement R(T ∗),
(ii) R(T ) is a complemented of Y , with complement N(T ∗).

The basic theory of Hilbert C∗-modules can be found in [5]. In this pa-
per, A denotes a C∗-algebra and X and Y are Hilbert A-modules and
B(X ,Y) is set of all adjointable operators between X and Y and write
B(X ) for B(X ,X ).We used D(.), N(.) and R(.) for domain, kernel and
range of operators, respectively.

The following theorem gives some conditions under which the prod-
uct of two operators acting on Hilbert C∗-modules again admits polar
decomposition.

Theorem 1.1. Let T, S ∈ B(X ) admit the polar decomposition with
N(T ) = N(S∗). Then the operator TS admits the polar decomposition.

The following lemma gives a necessary and sufficient condition for
operators that satisfy in statement (i) of lemma 1.2. The proof of this
lemma is based on the polar decomposition property for operators that
acting between Hilbert C∗-modules.

Lemma 1.2. Let T = U |T | and S = V |S| be the polar decomposition of
T, S ∈ B(X ), respectively. Then the following assertions are equivalent:

(i) [T, S] = 0 and [T, S∗] = 0.
(ii) The following equetions are satisfy:

[S, U ] = 0 , [S∗, U ] = 0 , [U, |S|] = 0,
[T, V ] = 0 , [T ∗, V ] = 0 , [V, |T |] = 0,

[U, V ] = 0 , [U∗, V ] = 0 , [|T |, |S|] = 0.
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2. Main results

The following theorem presents the polar decomposition of the prod-
uct of operators.

Theorem 2.1. Let T = U |T | and S = V |S| be the polar decomposition
of T, S ∈ B(X ), respectively. If [T, S] = 0, [T, S∗] = 0 and N(T ) =
N(S∗), then TS = UV |TS| is the polar decomposition of TS. That is
TS is a partial isometry with N(UV ) = N(|T ||S|) and |T ||S| = |TS|.

Lemma 2.2. Let T = U |T | be the polar decomposition of T ∈ B(X ).
Then for any q ≥ 0,

(i) |T |q = U∗U |T |q is the polar decomposition of |T |q,
(ii) |T ∗|q = UU∗|T ∗|q is the polar decomposition of |T ∗|q.

Now we present a relationship between polar decomposition of a
binormal operator and its Aluthge transform.
An operator T ∈ B(X ) is said to be binormal if [|T |, |T ∗|] = 0, where
[A,B] = AB−BA. Binormality of operators was defined by Campbell.
He was obtained some properties of this operators. As a consequent, if
T is a binormal operator, then we have |T |1/2|T ∗|1/2 =

∣∣|T |1/2|T ∗|1/2
∣∣ .

Lemma 2.3. Let T = U |T | be the polar decomposition of a binormal
operator T ∈ B(X ) with N(T ) = N(T ∗). Then

|T |1/2|T ∗|1/2 = U∗UUU∗||T |1/2|T ∗|1/2|
is the polar decomposition of |T |1/2|T ∗|1/2.

Theorem 2.4. Let T = U |T | be the polar decomposition of a binormal

operator T ∈ B(X ) with N(T ) = N(T ∗). Then T̃ = U∗UU |T̃ | is the

polar decomposition of T̃ .

As an extension of T̃ = |T |1/2U |T |1/2, we consider T̃ = |T |qU |T |q for
a positive number q which is not necessarily 1

2
and call it the generalized

Aluthge transformation. In the following theorem we obtain the polar
decomposition of the generalized Aluthge transform.

Theorem 2.5. Let T = U |T | be the polar decomposition of a binormal
operator T ∈ B(X ) with N(T ) = N(T ∗). Then the generalized Aluthge

transformation T̃ = |T |qU |T |q accepts the polar decomposition.
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Abstract. In this paper, we consider a system of coupled cells in
a ring with n cells with delays, considering the time delay between
the signal transmission of the cells. The n−coupled cell system is
investigated from the viewpoint of distribution of zeros of the as-
sociated characteristic equation. In fact, we obtain some sufficient
conditions by using the results of circle block matrices and their
eigenvalues for the zero solution of the model to be asymptotically
stable.

1. Introduction

In the last decades interest in studying of coupled systems has arisen.
Since systems of coupled differential equations are used as models in
a wide range of applications [1, 4]. Golubitsky and coworkers in their
papers such as [2, 3] have shown that many phase relations observed in
animal gaits can be modeled by coupled cell systems. If we regard the
individual unit in these models as a ’cell’, with deterministic dynam-
ics, then a coupled cell system may be regarded as a set of individual
but interacting dynamical systems. They formalized these ideas into
a general theory of networks of coupled cells (a general review of this
work appears in [2]). In this paper, we consider the system of de-
lay differential equations (DDE) representing the models containing n
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cells in a ring with time-delayed connections such that every cell is a
two-dimensional ordinary differential equation. We would like to know
about distribution of zeros of the associated characteristic equation. Its
characteristic equation is very complicated because of existence time-
delay and the number of cells. We applied some results in eigenvalue
problems of circle block matrices and then obtain some important re-
sults about the stability of the n-coupled cell system. To the best of
our knowledge, it is the first time to deal with the stability of n-coupled
cell systems with time-delays in a ring.

2. Main results

We consider the n-coupled cell system in a ring with the following
equations

ẋi(t) = yi(t) + f(xi(t)) + axi−1(t− τ) + axi+1(t− τ) + cxi(t− τ)

ẏi(t) = −xi(t) + g(yi(t)),

where i = 2, ..., n− 1. Moreover, the dynamics of cells for i = 1 and n
is as follows:

ẋ1(t) = y1(t) + f(x1(t)) + axn(t− τ) + ax2(t− τ) + cx1(t− τ)

ẏ1(t) = −x1(t) + g(y1(t)),

and

ẋn(t) = yn(t) + f(xn(t)) + axn−1(t− τ) + ax1(t− τ) + cxn(t− τ)

ẏn(t) = −xn(t) + g(yn(t)).

Let

f(0) = 0, g(0) = 0, f ′(0) = d, g′(0) = b.

Therefore, the associated eigenvalue problem of the n-coupled cell sys-
tem takes the form

det△(λ, τ) = 0

when

△(λ, τ) = λI2n −


A0 A1 ... An−1

An−1 A0 ... An−2

. . .

. . .

. . .
A1 An−1 ... A0


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and

A0 =

[
d+ ce−λτ 1

−1 b

]
, A1 = An−1 =

[
ae−λτ 0
o 0

]
, Ai = 0

if i = 2, ..., n− 2.

Theorem 2.1. If the following assumption is satisfied, then the zero so-
lution of the n-coupled cell system is asymptotically stable for all τ ≥ 0,

θ = b+ d+ c+ 2a cos(
2πl

n
) < 0, δ = 1 + b(d+ c+ 2a cos(

2πl

n
)) > 0.

Proof. First note that by [4] the associated eigenvalue problem of the
n-coupled cell system with delays is

det(△(λ, τ)) = Πn−1
l=0 det(λI2 − h(ul)) (2.1)

where
h(x) = A0 + xA1 + x2A2 + ...+ xn−1An−1

and ul is the l-th root of equation xn = 1. Then, Eq(2.1) is equivalent
to

det(△(λ, τ)) = Πn−1
l=0 det(

[
λ− d− ce−λτ − 2a cos(2πl

n
)e−λτ −1

1 λ− b

]
)

= Πn−1
l=0 (λ

2 − θλ+ δ).

Therefore, for τ = 0, θ < 0 and δ > 0 all roots of the characteristic
equation have the negative real parts. □
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Abstract. In this talk we present a new characterization of inner
product spaces which is similar to the well-known Ficken charac-
terization. More precisely, we discuss that for which t ∈ R, the
angular distance equality α[x + ty, y] = α[y + tx, x] characterizes
an inner product space.

1. Introduction and Preliminaries

There are a lot of significant natural geometric properties, which fail
in general normed linear spaces, such as non Euclidean ones. Some
of these interesting properties hold just when the space is an inner
product one. This is the most important motivation for studying
characterizations of inner product spaces. The first norm character-
ization of inner product spaces was given by Frechet in 1935. In
1936, Jordan and von Neumann showed that a normed linear space
(X, ∥.∥) is an inner product one if and only if the parallelogram law
∥x−y∥2+∥x+y∥2 = 2∥x∥2+2∥y∥2 holds for all x, y ∈ X . Since then,
the problem of finding necessary and sufficient conditions for a normed
linear space to be an inner product one has been investigated by many
mathematicians who considered some geometric aspects of underlying
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spaces.
In 1943, Ficken [4] showed that a normed linear space is an inner prod-
uct space if and only if a reflection about a line in any two-dimensional
subspace is an isometric mapping (see Theorem 1.3 below).

In 1936, Clarkson introduced the concept of angular distance be-
tween nonzero elements x and y in a normed linear space X as α[x, y] =
∥ x
∥x∥ − y

∥y∥∥. There are interesting characterizations of inner product

spaces connected with the concept of angular distance; see [2, 3] and
refrences therein.

In this talk we present a new characterization of inner product spaces
which is similar to the well-known Ficken characterization. More pre-
cisely, we discuss that for which t ∈ R, the angular distance equality
α[x+ ty, y] = α[y + tx, x] characterizes an inner product space.

Our basic tools are norm derivations and some characterizations
of inner product spaces along with them. In a normed linear space
(X, ∥.∥), the various norm derivatives are given for fixed x, y ∈ X by
the following expressions

G(x, y) := lim
λ→±0

∥x+ λy∥ − ∥x∥
λ

(Gateaux derivative)

and

ρ′±(x, y) := lim
λ→±0

∥x+ λy∥2 − ∥x∥2

2λ
(norm derivatives) (1.1)

Some characterizations of inner product spaces given in terms of norm
derivatives were reported in [1, 2]. From ρ′±(x, y) = ∥x∥G(x, y) we
conclude that the norm has Gateaux derivative if and only if ρ′+ = ρ′−.
Although instead of considering Gateaux derivative it is more conve-
nient to apply the norm derivatives ρ′±(x, y) because when the norm
comes from an inner product ⟨., .⟩, we obtain ρ′±(x, y) = ⟨., .⟩ i.e. func-
tionals ρ′± are perfect generalizations of inner products.

The next two theorems describe several properties of ρ′+ and ρ′−, see
[1, 2].

Theorem 1.1. [1] Let (X, ∥.∥) be a normed linear space and ρ′+ and
ρ′− be given by (1.1). Then
(i) ρ′+ and ρ′− are well defined;
(ii) ρ′±(0, y) = ρ′±(x, 0) = 0 for all x, y ∈ X;
(iii) ρ′±(x, x) = ∥x∥2 for all x ∈ X;
(iv) ρ′±(αx, y) = ρ′±(x, αy) = αρ′±(x, y) for all x, y ∈ X and α ≥ 0;
(v) ρ′±(αx, y) = ρ′±(x, αy) = αρ′∓(x, y) for all x, y ∈ X and α ≤ 0;
(vi) |ρ′±(x, y)| ≤ ∥x∥∥y∥ for all x, y ∈ X.
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Theorem 1.2. [1, 2] Let (X, ∥.∥) be a normed linear space. Then the
following statements are mutually equivalent:
(i) ρ′+(x, y) = ρ′+(y, x) for all x, y ∈ X;
(ii) ρ′−(x, y) = ρ′−(y, x) for all x, y ∈ X;
(iii) (X, ∥.∥) is an inner product space.

In the following theorem we state the well-known Ficken characteri-
zation [4].

Theorem 1.3. [4] Let (X, ∥.∥) be a normed linear space. Then the
norm comes from an inner product if and only if ∥x + ty∥ = ∥y + tx∥
for all x, y ∈ X and t ∈ R.

2. Main results

We start this section with the following theorem, which provides the
necessary condition for our characterization.

Theorem 2.1. Let (X, ⟨·, ·⟩) be an inner product space and x, y be two
independent vectors. Then
∥x∥ = ∥y∥ ⇒ α[x+ ty, y] = α[y + tx, x], for all t ∈ R.

Now we can state the next theorem as a characterization of inner
product spaces.

Theorem 2.2. Let (X, ∥.∥) be a normed linear space. Then the fol-
lowing statements are equivalent:
(i) For independent vectors x,y with the same norm there exists h ∈ R
such that ∥x+ hy∥ = ∥y + hx∥ and

α[x+ ty, y] = α[y + tx, x] (for all t ≤ h);

(ii) (X, ∥.∥) is an inner product space.

Here we can reformulate our result for unit vectors as the following
corollary.

Corollary 2.3. Let (X, ∥.∥) be a normed linear space. Then the fol-
lowing statements are equivalent:
(i) For independent vectors u, v ∈ SX there exists h ∈ R such that

∥u+hv∥ = ∥v+hu∥ and αp[u+ tv, v] = αp[v+ tu, u] (for all t ≤ h);

(ii) (X, ∥.∥) is an inner product space.
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3. the cases t = 1 and t = −1

The results in the previous section has been based on satisfying the
angular distance equality

α[x+ ty, y] = α[y + tx, x] (3.1)

for infinite values of t. In 2009, Senlin Wu [5] proved that in a normed
linear space (X, ∥.∥) the norm comes from an inner product if and only
if α[u + v, u] = α[u + v, v] (for all u, v ∈ SX , u ̸= −v). we also show
that in order to obtain the characterization of inner product spaces it is
sufficient that (3.1) holds only for t = −1. First we need the following
lemma which provides an equivalent condition for the characterization
of inner product spaces due to Isoscelis orthogonality.

Lemma 3.1. Let (X, ∥.∥) be a normed linear space. If for any inde-
pendent vectors x, y with the same norm α[x− y, y] = α[y− x, x], then

a ⊥I b⇒ a ⊥I
∥a− b∥+ ∥b∥

∥b∥
b (a, b ̸= 0).

Theorem 3.2. A normed linear space (X, ∥.∥) is an inner product
space if and only if for any u, v ∈ SX with u ̸= v

α[u− v, v] = α[v − u, u].
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Abstract. The purpose of this paper is to introduce the concept
of E−frames for a separable Hilbert space H, where E is an in-

vertible infinite matrix mapping on the Hilbert space
∞
⊕

n=1
H. We

investigate and study some properties of E−frames and character-
ize all E−frames for H. Further more, we characterize all dual
E−frames associated with a given E−frame. A similar charac-
terization is also established for E−orthonormal bases, E−Reisz
bases and dual E−Riesz bases. Our results generalize the con-
cept of frames because the ordinary frames are the special case of
E−frames in which the matrix E be replaced by the identity matrix

operator I on
∞
⊕

n=1
H.

1. Introduction

Suppose that X and Y be two sequence spaces and A = (an,k)n,k≥1

be an infinite matrix of real or complex numbers. Then, we say that A
defines a matrix mapping from X into Y, and we denote it by writing
A : X → Y, if for every sequence x = {xn}∞n=1 ∈ X, the sequence
Ax = {(Ax)n}∞n=1, the A-transform of x, is in Y, where
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Key words and phrases. E−frame; E−orthonormal basis; E−Bessel sequence;
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(Ax)n =
∞∑
k=1

an,kxk, n = 1, 2, ... .

Let (Hn)
∞
n=1 be a sequence of Hilbert spaces, and let

∞
⊕
n=1

Hn =

{
(hn)

∞
n=1 : hn ∈ Hn,

∞∑
n=1

∥hn∥2Hn
<∞

}
.

Define an inner product ⟨., .⟩ on
∞
⊕
n=1

Hn by:

⟨(gn)∞n=1 , (hn)
∞
n=1⟩ :=

∞∑
n=1

⟨gn, hn⟩Hn
.

With respect to this inner product,
∞
⊕
n=1

Hn is a Hilbert space, called

the Hilbert space direct sum of the (Hn)
∞
n=1 [1].

Next, let (H, ⟨., .⟩) be a separable Hilbert space. A countable family
{fk} in H is a frame for H if there exist positive real numbers A and
B such that

A∥f∥2 ≤ ∥{⟨f, fk⟩}∞k=1∥
2

ℓ2
≤ B∥f∥2, ∀f ∈ H.

The sequence {fk} ⊂ H is called a Bessel sequence for H, when it sat-
isfies the upper frame inequality [2].

In this paper, we are going to introduce and study the concept of
E-frames for a Hilbert space H. Our results generalize the concept of
frames because the ordinary frames are the special case of E−frames
in which the matrix E be replaced by the identity matrix operator I on
∞
⊕
n=1

H. Thought this paper we suppose that H is a separable Hilbert

space and E is an invertible infinite matrix mapping on the Hilbert

space direct sum
∞
⊕
n=1

H.

2. Main results

We begin with definition of an E−Bessel sequence.

Definition 2.1. A sequence {fk}∞k=1 in H is called an E−Bessel se-
quence if there exists a constant B > 0 such that∥∥∥{⟨f,(E {fj}∞j=1

)
k

⟩}∞

k=1

∥∥∥2
ℓ2
≤ B∥f∥2, ∀f ∈ H. (2.1)

Any numberB satisfying (2.1) is called a E−Bessel bound for {fk}∞k=1.
The optimal bound for a given E−Bessel sequence {fk}∞k=1 is the small-
est possible value of B > 0 satisfying (2.1).
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Definition 2.2. Consider a sequence {gk}∞k=1 of vectors in H.

(1) The sequence {gk}∞k=1 is an E−complete if

span
{(
E {gj}∞j=1

)
k

}∞

k=1
= H.

(2) The sequence {gk}∞k=1 is an E−basis(E− Schauder basis) for
H, if for each f ∈ H there exist unique scalar coefficients
{ck(f)}∞k=1 such that

f =
∞∑
k=0

ck(f)
(
E {gj}∞j=1

)
k
. (2.2)

(3) An E−basis {gk}∞k=1 is unconditional, if the series (2.2) con-
verges unconditionally for each f ∈ H.

(4) An E−basis {gk}∞k=1 is E−orthonormal basis, if {gk}∞k=1 is an
E−orthonormal system, i.e., if⟨(

E {gj}∞j=1

)
n
,
(
E {gj}∞j=1

)
k

⟩
= δn,k =

{
1 n = k,
0 n ̸= k.

Theorem 2.3. Let {ek}∞k=1 be an orthonormal basis for H. Then the

E−orthonormal bases for H are precisely the sets
{
U
(
E−1 {ej}∞j=1

)
k

}∞

k=1
,

where U is an unitary operator on H.

Definition 2.4. An E−Riesz basis for H is a family of the form{
U
(
E−1 {ej}∞j=1

)
k

}∞

k=1
, where {ek}∞k=1 is an orthonormal basis for H

and U is a bounded bijective operator on H.

Theorem 2.5. Let {fk}∞k=1 be an E−Riesz basis for H, then {fk}∞k=1

is an E−Bessel sequence. Furthermore, there exists a unique sequence
{gk}∞k=1 in H such that

f =
∞∑
k=1

⟨
f,
(
E {gj}∞j=1

)
k

⟩(
E {fj}∞j=1

)
k
, ∀f ∈ H. (2.3)

The sequence {gk}∞k=1 is also an E−Riesz basis, and the series (2.3)
converges unconditionally for all f ∈ H.

Definition 2.6. A sequence {fk}∞k=1 of elements in H is an E−frame
for H if there exist positive real numbers A and B such that

A∥f∥2 ≤
∥∥∥{⟨f,(E {fj}∞j=1

)
k

⟩}∞

k=1

∥∥∥2
ℓ2
≤ B∥f∥2, ∀f ∈ H.

More precisely, the sequence {fk}∞k=1 is an E−frame for H if its
E−transform is a frame for H.
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It is clear that every E−frame is E−complete. Also, since an E−frame
{fk}∞k=1 is an E−Bessel sequence, the operator

T : ℓ2 → H, T {ck}∞k=1 =
∞∑
k=1

ck

(
E {fj}∞j=1

)
k
,

is bounded. T is called the pre E−frame operator. Its adjoint, the
analysis operator, is given by

T∗ : H → ℓ2, T∗f =
{⟨

f,
(
E {fj}∞j=1

)
k

⟩}∞

k=1
.

Composing T and T∗, the E−frame operator

S = TT∗ : H → H, Sf =
∞∑
k=1

⟨
f,
(
E {fj}∞j=1

)
k

⟩(
E {fj}∞j=1

)
k
.

is obtained. Since {fk}∞k=1 is an E−Bessel sequence, the series defining
S converges unconditionally for all f ∈ H.

Definition 2.7. Let {fk}∞k=1 be an E−frame for H. An E−frame
{gk}∞k=1 is called a dual E−frame of {fk}∞k=1 for H, if

f =
∞∑
k=1

⟨
f,
(
E {gj}∞j=1

)
k

⟩(
E {fj}∞j=1

)
k
, ∀f ∈ H.

Theorem 2.8. Let {ek}∞k=1 be an arbitrary orthonormal basis for H.
The E−frames for H are precisely the families

{
U(E−1 {ei}∞i=1)k

}∞
k=1

,
where U is bounded surjective operator on H.

Theorem 2.9. Let {fk}∞k=1 be an E−frame for H. The dual E−frames
of {fk}∞k=1 are precisely the families

{gk}∞k=1 =

{
S−1fk + hk −

∞∑
n=1

⟨(
E
{
S−1fj

}∞
j=1

)
k
,
(
E {fj}∞j=1

)
n

⟩
hn

}∞

k=1

,

where {hk}∞k=1 is an E−Bessel sequence in H.

Corollary 2.10. An E−Riesz basis {fk}∞k=1 for H is an E−frame
for H and the dual E−Riesz basis equals the canonical dual E−frame
{S−1fk}∞k=1.
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Abstract. Let H1 and H2 be Hilbert C∗-modules. In this paper
we give some necessary and sufficient conditions for the positivity
of a block matrix on the Hilbert C∗-module H1 ⊕H2. If (H1, J1)

and (H2, J2) are two Krein C∗-modules, we study the J̃-positivity
of 2× 2 block matrix (

A X
X♯ B

)
on the Krein C∗-module (H1 ⊕ H2, J̃ = J1 ⊕ J2), where X♯ =
J2X

∗J1 is the (J2, J1)-adjoint of the operator X.

1. Introduction

Hilbert C∗-modules are generalizations of Hilbert spaces by allowing
the inner product to take values in a C∗-algebra rather than in the field
of complex numbers. Actually Hilbert C∗-modules can be considered
as a ‘quantization’ of the Hilbert space theory; see e.g. [4].
Let A be a C∗-algebra. A complex linear space H is said to be an
inner product A-module if H is a right A-module together with a C∗-
valued map (x, y) 7→ ⟨x, y⟩ : H × H → A such that

2010 Mathematics Subject Classification. Primary 47B50; Secondary 46L08;
46C20; 47B65.

Key words and phrases. Block matrix; Indefinite inner product module; J-
positive operator; J-contraction; Krein C∗-module.
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(i) ⟨x, αy + βz⟩ = α⟨x, y⟩+ β⟨x, z⟩ (x, y, z ∈ H , α, β ∈ C);
(ii) ⟨x, ya⟩ = ⟨x, y⟩a (x, y ∈ H , a ∈ A);
(iii) ⟨y, x⟩ = ⟨x, y⟩∗ (x, y ∈ H );
(iv) ⟨x, x⟩ ≥ 0 and if ⟨x, x⟩ = 0, then x = 0 (x ∈ H ).
An inner product A-module H which is complete with respect to the
induced norm ∥x∥ = ∥⟨x, x⟩∥ 1

2 (x ∈ H ) is called a Hilbert A-module
or a Hilbert C∗-module over A.
Let H1 and H2 be two Hilbert C∗-modules. We denote by L(H1,H2)
the Banach algebra of all adjointable operators T : H1 → H2.
Let (H , ⟨·, ·⟩) be a Hilbert C∗-module. Then L(H ) := L(H ,H ) is a
C∗-algebra with the identity operator IH . An operator T ∈ L(H ) is
called selfadjoint if T ∗ = T and is positive if ⟨Tx, x⟩ ≥ 0 for all x ∈ H .

We denote by T
1
2 the unique positive square root of T . If T is a positive

invertible operator we write T > 0. For selfadjoint operators T and S
on H , we say T ≤ S if S − T ≥ 0. The operator T ∈ L(H1,H2) is
called a contraction if T ∗T ≤ IH1 . We write R(T ) and N (T ) for the
range and null space of the operator T , respectively.
Every operator A ∈ L(H1 ⊕ H2) is uniquely determined by operators
Aij ∈ L(Hj,Hi) (1 ≤ i, j ≤ 2) defined by Aij = πiAτj, where τj is the
canonical embedding of Hj in H1⊕H2 and πi is the natural projection
from H1 ⊕ H2 onto Hi. Let us represent A by the block matrix

A =

(
A11 A12

A21 A22

)
. (1.1)

Clearly the operator A is selfadjoint if and only if A is of the form(
A11 A12

A∗
12 A22

)
, where A11 and A22 are selfadjoint operators on H1 and

H2, respectively. The diagonal block matrix

(
A11 0
0 A22

)
is denoted

by A11 ⊕ A22.
Krein spaces as an indefinite generalization of Hilbert spaces were for-
mally defined by Ginzburg; see e.g. [1]. The notion of a Krein C∗-
modules is a natural generalization of a Krein space. In sequel we
present the standard terminology and some basic results on Krein C∗-
modules.
Let (H , ⟨·, ·⟩) be a Hilbert C∗-module over a C∗-algebra A. A non-
trivial selfadjoint involution J on H produce an A-valued indefinite
inner product on H . In this case, (H , J) is called a Krein C∗-module.
Trivially a Krein space is a Krein C∗-module over the C∗-algebra of
complex number.
Let (H1, J1) and (H2, J2) be Krein C∗-modules. The (J1, J2)-adjoint
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operator of A ∈ L(H1,H2) is defined by

[Ax, y]J2 = [x,A♯y]J1 (x ∈ H1 , y ∈ H2),

Let (H , J) be a Krein C∗-module. An operator A ∈ L(H ) is said to
be J-selfadjoint if A♯ = A. For J-selfadjoint operators A and B, the
J-order, denoted as A ≤J B, is defined by

[Ax, x]J ≤ [Bx, x]J (x ∈ H ).

It is easy to see that A ≤J B if and only if JA ≤ JB. The J-selfadjoint
operator A ∈ L(H ) is said to be J-positive if A ≥J 0.
Positivity of 2 × 2 block matrices of operators on Hilbert spaces have
been studied by many authors; see e.g. [2, 3] and references therein. In
this paper, we study the positivity of 2×2 block matrices of adjointable
operators on Hilbert C∗-modules. We also investigate the positivity of
2× 2 block matrices on Krein C∗-modules.

2. Main result

The following lemma characterize the relation between contractions
and the positivity of a block matrix of operators on Hilbert C∗-modules.

Lemma 2.1. Let H1 and H2 be Hilbert A-modules. An operator C ∈

L(H2,H1) is a contraction if and only if the block matrix

(
IH1 C
C∗ IH2

)
∈ L(H1 ⊕ H2) is positive.

A characterization of positive 2 × 2 block matrices can be obtained
by using Lemma 2.1 as follows:

Theorem 2.2. Let H1 and H2 be Hilbert C∗-modules and let A ∈
L(H1) and B ∈ L(H2) such that R(A) and R(B) be closed submodules

of H1 and H2, respectively. Then the block matrix

(
A C
C∗ B

)
∈

L(H1 ⊕H2) is positive if and only if A ≥ 0 , B ≥ 0 and there exists a

contraction G such that C = A
1
2GB

1
2 .

Let (H1, J1) and (H2, J2) be Krein C∗-modules. It is easy to see

that J̃ = J1 ⊕ J2 is a selfadjoint involution on H1 ⊕H2. Let A be the
block matrix introduced in (1.1). Then we have

A♯ = J̃A∗J̃ =

(
J1A

∗
11J1 J1A

∗
21J2

J2A
∗
12J1 J2A

∗
22J2

)
.

Therefore A is J̃-selfadjoint if and only if A =

(
A11 A12

A♯12 A22

)
in which

A11 is J1-selfadjoint and A22 is J2-selfadjoint.
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Theorem 2.3. Let (H1, J1) and (H2, J2) be Krein C∗modules. Sup-
pose that A is J1-selfadjoint and B is J2-selfadjoint. If A is invertible,

then the operator

(
A X
X♯ B

)
is J̃-positive if and only if A ≥J1 0,

B ≥J2 0 and X♯A−1X ≤J2 B.

Let (H , J) be a Krein C∗-module. An operator X ∈ L(H ) is called
a J-contraction if X♯X ≤J IH .

Remark 2.4. The J̃-positivity of block matrix

(
IH1 X
X♯ IH2

)
∈ L(H1⊕

H2) implies that J1 ≥ 0 and J2 ≥ 0 which is impossible. Therefore in
contrast to operators on Hilbert C∗-modules Lemma 2.1 is not valid in
the setting of Krein C∗-modules.

Example 2.5. Consider the Minkowski space (C2, J0) with J0 =

(
1 0
0 −1

)
.

Let X =

(
i i
i 2i

)
. Then

X♯ = J0X
∗J0 =

(
−i i
i −2i

)
.

Therefore X♯X ≤J0 I, where I =

(
1 0
0 1

)
. It means that X is a

J0-contraction. Now let J̃0 = J0 ⊕ J0 and T =

(
I X
X♯ I

)
. Then

J̃0T =


1 0 i i
0 −1 −i −2i
−i i 1 0
−i 2i 0 −1

 .

The matrix J̃0T is not positive. It follows that T is not J̃0-positive,
while X is a J0-contraction.
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Abstract. We investigate those conditions under which a Jordan
generalized derivation on a trivial extension algebra is a general-
ized derivation. Some applications to triangular algebras are also
presented.

1. Introduction

Let A be a unital algebra over a unital commutative ring and let X
be a unital A-module. A linear map f : A→ X is called a generalized
derivation if there exists a linear map d : A→ X such that

f(ab) = f(a)b+ ad(b) (a, b ∈ A).

We will call a linear map f : A→ X a Jordan generalized derivation if
there exists a linear map d : A→ X such that

f(a ◦ b) = f(a) ◦ b+ a ◦ d(b) (a, b ∈ A);

where ◦ stands for the Jordan product a ◦ x = x ◦ a = ax + xa of the
elements a ∈ A, x ∈ X.

2010 Mathematics Subject Classification. Primary 16W25; Secondary 47B47.
Key words and phrases. Generalized derivation, Jordan generalized derivation,
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It is obvious that every generalized derivation is a Jordan generalized
derivation. It should be also remarked that every (Jordan) derivation
f is a (Jordan) generalized derivation whose associated linear map id
f itself. Jordan derivations on a wide variety of algebras are studied
by many authors; see for example [1, 2, 3, 4, 6] and references therein.

We define the triangular algebra

Tri(A,X,B) =

{(
a x

b

)
: a ∈ A, x ∈ X, b ∈ B

}
;

where, A and B are unital algebras and X is a unital (A,B)−module,
which is faithful as a left A−module as well as a right B−module.

Jordan generalized derivations on triangular algebras have already
studied by Li and Benkovič [5]. They showed that:

Theorem 1.1 ([5, Theorem 2.5]). Let f be a Jordan generalized deriva-
tion on triangular algebra Tri(A,X,B) with an associated linear map
d. Then f is a generalized derivation of the form f(x) = f(1)x+ d(x)
for all x ∈ A.

Let A be an algebra and let X be an A−module. Then the direct
product A × X under its usual pairwise addition, scalar product and
the multiplication

(a, x)(b, y) = (ab, ay + xb), (a, b ∈ A, x, y ∈ X),

is an algebra called the trivial extension of A by X and denoted by
A⋉X. The class of trivial extensions contains a wide variety of algebras
includes a triangular algebra Tri(A,X,B). Every triangular algebra
Tri(A,X,B) can be identified with the trivial extension algebra (A ⋉
B) ⋉ X. In this talk we present the structure of Jordan generalized
derivations on a trivial extension algebra A×X.

2. The main results

In this section we consider Jordan generalized derivations on a the
trivial extension algebra A⋉X. It is obvious that every linear mapping
f : A⋉X → A⋉X is in the form

f(a, x) = (f1(a) + h1(x), f2(a) + h2(x)) (a ∈ A, x ∈ X);

for some linear maps f1 : A → A, f2 : A → X, h1 : X → A and
h2 : X → X. A direct verification also reveals that f is a generalized
lie derivation with an associated linear map d (with the presentation

d(a, x) = (JA(a) + T (x), JX(a) + S(x)) (a ∈ A, x ∈ X))

if and only if the components of f and d satisfy the following assertions;
(a, b ∈ A, x, y ∈ X).
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(a) f1(a ◦ b) = f1(a) ◦ b+ a ◦ JA(b).
(b) f2(a ◦ b) = f2(a) ◦ b+ a ◦ JX(b).
(c) h1(x) ◦ y + x ◦ T (y) = 0.
(d) h1(a ◦ x) = a ◦ T (x).
(e) h2(a ◦ x) = f1(a)ox+ a ◦ S(x) = h2(x) ◦ a+ x ◦ JA(a).

This characterization leads us to the next result.

Theorem 2.1. Let A be a unital algebra (over a 2-torsion free commu-
tative unital ring) and let X be a faithful A-module. If πX(Z(A⋉X)) =
X then a Jordan generalized derivation f : A ⋉ X → A ⋉ X with
an associated linear map d is a generalized derivation if and only if
JX([a, b]) = 0 and T (x) ∈ Z(A) for all a, b ∈ A and x ∈ X.

We also present some results on certain trivial extension extending
the main result of Li and Benkovič [5].
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Abstract. Finding accurate solution of ill-conditioned systems is
very difficult.There are some methods to solve this kind of systems.
The pin-pointing method propose an alghorithm that changes the
system in two stages.This method uses the truncated singular value
decomposition of the initial coefficient matrix at the first stage and
the Gaussian elimination procedure for reduced system of linear
equations at the second stage. Using Gaussian elimination proce-
dure make a considerable error in the solution. Tikhonove method
is another way to solve ill-conditioned systems. In this paper we
proposed a new idea to overcome this kind of problems and some
numerical results are given to show the efficiency of the proposed
method.

1. Introduction

Consider an ill-conditioned linear system

Ax = b (1.1)

where A ∈ Rn×n and x, b ∈ Rn. The system (1.1) is ill-conditioned if
cond(A) =∥ A ∥∥ A−1 ∥ is dagerousely high. Some methods have been
proposed to overcome this kind of problems. One approach is to use

2010 Mathematics Subject Classification. Linear and multilinear algebra; matrix
theory Primary 15A06; Secondary 15A18.
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the scaling strategy. Another method is to consider the problem as a
least squares (LS) problem . The best known method is using singular
value decomposition (SVD) to solve it. Let

A = UΣV T =
n∑
i=1

δiuiv
T
i (1.2)

where the columns of V and U are the right and left singular vectors,
respectively and Σ = diag(δ1, δ2, ..., δn) where δ1 ≥ δ2 ≥, ...,≥ δn ≥ 0
are singular values of A. We suppose that all of singular values are
greater than zero and the solution of Equation (1.1) takes the form

x = A+b =
n∑
i=1

uTi b

δi
vi (1.3)

The SVD solution (1.3) may be inaccurate because of the appearance of
small singular values for badly conditioned matrices.The most famous
method is TSVD to solve this kind of problems that omit the small
singular values. Given ϵ > 0 is a small number, let ϵ > δr+1 ≥ δr+2 ≥
, ...,≥ δn > 0 be the dangerous small singular values of A. By neglecting
these singular values and let them be zero, the SVD changes to TSVD
and the solution (1.3) takes the form

x =
r∑
i=1

uTi b

δi
vi (1.4)

The TSVD is widely used for regularization of ill-conditioned linear
systems.
Volokh and Vilnay in [1] proposed a method for pin-pointing this so-
lution. Let U1 = [u1, u2, ..., ur] and V1 = [v1, v2, ..., vr] be the left and
right singular matrices of TSVD and U2 = [ur+1, ..., un] ≡ U⊥

1 and
V2 = [vr+1, ..., vn] ≡ V ⊥

1 be their orthogonal complements.Equation
(1.1) is written as follows:

UTAV V Tx = UT b (1.5)

by separating U1 , U2 , V1 , V2 and using UT
1 AV1 = diag(δ1, ..., δr)

equation (1.5) takes the form

∼
A z =

(
diag(δ1, ..., δr) 0

0 C

)(
z1
z2

)
=

(
b1
b2

)
(1.6)

where
∼
A= UTAV ,C = UT

2 AV2 , b1 = U1b , b2 = U2b ,z = V Tx . The
system (1.6) is equal to two systems

diag(δ1, ..., δr)z1 = b1 (1.7)

Cz2 = b2 (1.8)
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that x = V z = V1z1 + V2z2. The first system of equations is diagonal
and easily solve. It can be seen that the singular values of C are
δr+1 ≥ δr+2 ≥, ...,≥ δn and the system Cz2 = b2 is better than AX = b
because

cond(A) =∥ A ∥2∥ A−1 ∥2=
δ1
δn

cond(C) =∥ C ∥2∥ C−1 ∥2=
δr+1

δn
Volokh solved Cz2 = b2 by Gaussian elimination procedure. Although
cond(C) ≪ cond(A) but the system (1.8) remain ill-conditioned. It
seems that its better we change the system to more stages. Unfortu-
natly in practical examples its not true because the bad effects of very
small singular values is remaind.

The Tikhonove regularization method [4] proposed replacing the least
square problem by the penalized least squares problem

min ∥ Ax− b ∥2 +µ2 ∥ x ∥2 (1.9)

Choosing µ > 0 guarantees that ATA+µ2I is invertible. The explicit
solution to (1.9) is given by

xµ = (ATA+ µ2I)−1AT b (1.10)

the solution vector xµ can be expressed as

xµ = V (ΣTΣ + µ2I)−1ΣTUT b =
n∑
i=1

uTi b
δi

δ2i + µ2
vi (1.11)

that is referred to as smoothing. The most profoundly affected vectors
in V are the ones with highest index .This is because of the relative size
of the small singular values to the regularization constant µ . When δi
is much larger than µ, adding µ2 to δ2i will not have a very profound
effect on the magnitude of the sum. On the other hand, very small
singular values will be greatly affected by the addition.

2. proposed regularization method

Our proposed regularization method will use properties of both Volokh
and Vilnay method and Tikhonov regularization. In [1] Volukh and Vil-
nay suggested solving Cz2 = b2 by Gaussian elimination that is not an
accurate method for ill-conditioned systems(see table1). We proposed
solving system (1.8) by Tikhonove method that implies a good solution
for system(1.8) (see table1). Consider C = U ′diag(δr+1, · · · , δn)V ′T
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that all of singular values are dangerousely small ,the solusion of sys-
tem Cz2 = b2 by (1.8) is approximated by

z2µ =
n∑

i=r+1

u′i
T b

1

µ2 + σ2
i

v′i (2.1)

where σr < µ ≤ σr+1 we have

x = V 1z1 + V 2z2µ

Example In this example we have tested our proposed method by
badly ill-posed matrix A = Hilbert(14) that cond(A) = 2.37 × 1017.
where b = A ∗ (1, 1, ..., 1)T .As we can see in Table1 , the results of
proposed method is very better than other methods.

Table 1. Numerical results for example 1

exact proposed method Volokh-Vilnay multistage Volokh-Vilnay Tikhonove

1 1.00000000000 1.0000001 1.00000005 1.0000000002
1 0.99999999715 0.9999850 0.99999976 0.999999984
1 1.00000004146 1.0005064 0.99995743 1.00000024
1 0.99999975336 0.9927372 1.00054006 0.9999984
1 1.00000069767 1.0537086 0.99752948 1.00000424
1 0.99999910063 0.7808433 1.00513709 0.9999954
1 1.00000025583 1.4583887 0.99495015 0.99999874
1 1.00000038287 0.8472320 1.00323021 1.00000406
1 0.99999995767 -0.692613 0.99694855 1.0000025
1 0.99999979201 5.6870251 0.99817069 0.9999972
1 0.99999985983 -5.264741 1.00979225 0.9999956
1 1.00000003714 5.766978 0.99334689 1.00000053
1 1.00000026126 0.979787 0.99864940 1.00000590
1 0.99999986302 1.3497372 1.00174824 0.99999695
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Abstract. Consider an AB-affine system AAB(Ψ), in which A,B
⊆ GLn(R) and Ψ ∈ L2(Rn). By choosing A, B and Ψ appropri-
ately, it can be made AAB(Ψ) an orthonormal basisor parseval
frame for L2(Rn). In this paper, we show that, there exist a rela-
tionship between an orthonormal basis and tiling set and also, be-
tween a parsval frame and packing set. Moreover, we construct an
orthonormal AB-multiwavelet that arises from AB-multiresolution
analysis.

1. Introduction

The construction and the study of orthonormal bases and parsval
frames is of major importance in several areas of mathematics and
applications, recently. The motivation for this study comes partly from
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signal processing, where such bases are useful in image compression and
feature extraction.
The subspace L in Rn is a lattice if L = AZn, where A ∈ GLn(R).
Given a measurable set Ω ⊆ Rn and a lattice L in Rn, it to be said
Ω tiles Rn by L translation, or Ω is a fundamental domain of L if the
following properties hold :

(i) ∪l∈L(Ω + l) = Rn a.e.,
(ii) µ((Ω + l) ∩ (Ω + l′)) = 0 for any l ̸= l′ ∈ L.

It is called Ω packs Rn by L translation if only (ii) holds. In general,
Blanchard in [1] considers the deffinition of tiling sets, for an arbitrary
group G. Let G be a group acting from right on a measurable set
S ⊆ Rn. Then Ω is a G-tiling set for S, if

(i) ∪g∈GΩg = S a.e.
(ii) µ(Ωg1 ∩ Ωg2) = 0 for g1 ̸= g2 ∈ G.

Let A and B be a countable subset of GLn(R). A collection of the form

AAB(Ψ) = {DaDbTkΨ : k ∈ Zn, a ∈ A, b ∈ B},

is called Affine systems with composite dilation, or AB-Affine
system, where Ψ = {ψ1, . . . , ψL} ⊂ L2(Rn), and the operators Tk and
D are called the translations and dilations, respectively. If AAB(Ψ) is
an orthonormal basis (ON) or, more generally, a parsval frame (PF)
for L2(Rn), then Ψ is called an ON AB-multiwavelet or a PF AB-
multiwavelet, respectively.

Associated with the Affine system with composite dilation, is the
following generalization of the classical Multiresolution Analysis, that
will be useful to construct more examples of AB multiwavelets, as well
as examples with properties that are of great potentional in applica-
tions.
Let B = {bj : j ∈ Z} in which b ∈ GL2(Z), with |detbj| = 1, and
A ∈ GL2(Z). A sequence {Vi}i∈Z of closed subspaces of L2(R2) is called
an AB-Multiresolution Analysis (AB-MRA) if the following holds :

(i) DbjTkVo = V0, for any j ∈ Z, k ∈ Z2,
(ii) Vi ⊂ Vi+1, for each i ∈ Z, where Vi = D−i

a Vo,
(iii) ∩i∈ZVi = {0} and ∪i∈ZVi = L2(R2),
(iv) there exists ϕ ∈ L2(R2) such that ΦB = {DbjTkϕ : j ∈ Z, k ∈

Z2} is a semi- orthogonal Parsval frame for V0 ; that is, ΦB is
a parsval frame for Vo and in addition, DbjTkϕ ⊥ Dbj

′Tk′ϕ for
any j ̸= j′, j, j′ ∈ Z, k ̸= k′, k, k′ ∈ Z2.

The space V0 is called an AB scaling space and the function ϕ is an
AB scalling function for V0 (see [3]).
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2. Main results

We show that, there exists a relationship between an orthonormal ba-
sis and a fundamental domain. Also, there exists a relationship between
a parsval frame and packing set. Therefore, we have the following:

Proposition 2.1. Let Ω ⊆ R̂n, be a measurable set and ψ̂ = χΩ,
in L2(Ω). Then, the collection {(Tkψ)∧ = e2πiξkχΩ : k ∈ Zn} is an
orthonormal basis for L2(Ω) if and only if Ω is a fundamental domain.

Proposition 2.2. Let Ω ⊆ R̂n, be a measurable set and ψ̂ = χΩ, in
L2(Ω). Then, the collection {(Tkψ)∧ = e2πiξkχΩ : k ∈ Zn} is a parsval
frame for L2(Ω) if and only if Ω is a packing set by translation of Zn,
for R̂n. i.e. µ((Ω + k) ∩ (Ω + k′)) = 0 for k ̸= k′ ∈ Zn.

In the sequal we costruct an orthonormal AB-multiwavelet that
arises from AB-multiresolution analysis.

Example 2.3. Let a =

[
2 0
0 2

]
, and b =

[
2 1
−1 0

]
. Suppose

S0 = {ξ = (ξ1, ξ2) ∈ R̂2 : |ξ2 − ξ1| ≤ 1},

and define

V0 = L2(S0)
∨ = {f ∈ L2(R2) : suppf̂ ⊂ S0}.

Consider

Si = S0a
i = {ξ = (ξ1, ξ2) ∈ R̂2 : |ξ2 − ξ1| ≤ 2i},

and

Vi = {f ∈ L2(R2) : suppf̂ ⊂ Si}.
It is easy to check that the space {Vi}i∈Z satisfy the following properties
:
(1)DbjTkV0 = V0; (2)Vi ⊂ Vi+1, i ∈ Z; (3)D−i

a Vo = Vi; (4)∩i∈Z Vi = {0};
(5)∪

i∈ZVi = L2(R2).
Let A = {ai : i ∈ Z}, B = {bj : j ∈ Z}, and U = U1 ∪ U2, where U1

is a triangle with vertices at (0, 0), (−1, 0), (0, 1), and U2 = {ξ ∈ R̂2 :
−ξ ∈ U1}. Define φ by φ̂(ξ) = χU(ξ). Thus {Vi}i∈Z is an AB-MRA
with scaling function φ.
Assume that W0 be an orthogonal complement V0 in V1, that is, V1 =
V0⊕W0. We defineW0 = L2(S1\S0)

∨, and set : R0 := S1\S0. Consider
the following subset of R0:

E1 = E+
1 ∪ E−

1 , E2 = E+
2 ∪ E−

2 , E3 = E+
3 ∪ E−

3 ,
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where

E+
1 = {ξ = (ξ1, ξ2) ∈ R̂2 : −2 ≤ ξ1 ≤ −1, 0 ≤ ξ2 ≤ ξ1 + 2},

E+
2 = {ξ = (ξ1, ξ2) ∈ R̂2 : −1 ≤ ξ1 ≤ 0, ξ1 + 1 ≤ ξ2 ≤ 1},

E+
3 = {ξ = (ξ1, ξ2) ∈ R̂2 : −1 ≤ ξ1 ≤ 0, 1 ≤ ξ2 ≤ ξ1 + 2},

and E−
l = {ξ ∈ R̂2 : −ξ ∈ E+

l }, l = 1, 2, 3.

We then define ψl, l = 1, 2, 3, by setting ψ̂l = χEl , l = 1, 2, 3. It’s easy
to see that ∪3

l=1 ∪j∈Z Elb−j = R0. The dilations operators Di
a, for each

i ∈ Z, maps R0 into Ri, in which Ri = R0a
i. Consider L2(Ri)

∨ = Wi.
Then {Di

aD
j
bTkψ

l : k ∈ Z2, i, j ∈ Z, l = 1, 2, 3}, is an orthonormal
basis of L2(R2) = ⊕i∈ZWi, that is, Ψ = {ψ1, ψ2, ψ3} is an ON AB-
multiwavelet.

The following result establishes the number of generators needed to
obtain an orthonormal MRA AB-wavelet.

Theorem 2.4. [3] Let Ψ = {ψ1, . . . , ψL} be an orthonormal MRA
AB-multiwavelet for L2(Rn), and let N = |B/aBa−1| (= the order
of quotient group B/aBa−1). Assume that |deta| ∈ N. Then L =
N |deta| − 1.

By using this theorem, we can calculate the number ofAB-multiwavelet.

Remark 2.5. In example 2.3, the set B is considred as B = {bj :

j ∈ Z} in which, bj =

[
j + 1 j
−j −j + 1

]
. By a simple calculation, we

get abja−1 = bj, thus, aBa−1 =< b > and it is clearly B =< b >.
Then B/aBa−1 ≃ I2×2. So N = |B/aBa−1| = 1. Therefore, L =
N |deta| − 1 = 1.4− 1 = 3 .
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Abstract. In this paper under certain conditions, we calculate
extended eigenvalues and extended eigenvectors of some weighted
shift operator on ℓp(β). Also we show that ℓp(β) with generalized
Duhamel product ⊛ is a Banach algebra.

1. Introduction

Let {βn}∞n=0 be a sequence of positive numbers with β(0) = 1 and

1 ≤ p <∞. We consider the space of sequences f = {f̂(n)} such that

∥f∥pβ =
∞∑
n=0

|f̂(n)|pβ(n)p <∞.

We shall use the formal notation f(z) =
∑∞

n=0 f̂(n)z
n whether or not

the series converges for any complex values of z. These are called formal
power series. Sources on formal power series include [4, 5]. Throughout
this paper, we consider the space ℓp(β) to be defined by

ℓp(β) = {f : f(z) =
∞∑
n=0

f̂(n)zn, ∥f∥β <∞}.
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Let {δn}∞n=0 be a sequence of positive numbers with δ0 = 1. Given

arbitrary two functions f(z) =
∑∞

n=0 f̂(n)z
n and g(z) =

∑∞
n=0 ĝ(n)z

n

of the space ℓp(β), define the following generalized Duhamel product
series (see [2])

f ⊛ g =
∞∑
n=0

∞∑
m=0

δm+n

δnδm
f̂(n)ĝ(m)zm+n. (1.1)

Some results of this article is a generalization of the work done in
[2, 3]. In this paper under certain conditions, we calculate extended
eigenvalues and extended eigenvectors of some weighted shift operator
on ℓp(β). Also we show that ℓp(β) with generalized Duhamel product
⊛ is a Banach algebra.

Let X be a separable Banach space. We denote by B(X) the set of
bounded linear operators on X. An operator T ∈ B(X) is called a well
splitting operator in X if for every x ∈ X there exists a bounded linear
operator Bx such that T nx = Bxyn for every n ∈ N∪{0} and for some
complete system {yn}n≥0 of the space X. A complex number λ is called
an extended eigenvalue of T ∈ B(X) if there exists non-zero operator
A ∈ B(X) such that λAT = TA (see [1]) and references therein.

2. Main results

Let 1 < p < ∞ and let q be the conjugate exponent to p. For each
n, k,M ∈ N ∪ {0}, define

Co := sup
n≥0

n∑
k=0

(
δnβ(n)

δkδn−kβ(k)β(n− k)

)q
, (2.1)

and

bM,k := sup
n≥M+1

δn+kβ(n+ k)

δnδkβ(n)β(k)
. (2.2)

Throughout this section we assume that 1 < p < ∞, Co < ∞ and
lim bM,k = 0 when M → ∞.

Lemma 2.1. The weighted shift operator T defined on ℓp(β) as T (f) =∑∞
n=0

δn+1

δn
f̂(n)zn+1 is bounded and

∥TN ∥= sup
n≥0

β(n+N)δn+N
β(n)δn

, N ∈ N ∪ {0}.

107



DUHAMEL MULTIPLICATION OPERATORS

Let ℓ0(β) be the set of all formal power series. For each f ∈ ℓp(β),
let Df : ℓp(β) → ℓ0(β) defined by Df (g) = f ⊛ g be its corresponding
⊛-multiplication linear operator. When f(z) = z, we take Dz =M⊛,z.

It is easy to see that M⊛,z(f) =
∑∞

n=0
δn+1

δnδ1
f̂(n)zn+1 and MN

⊛,z(f) =
δN
δN1
zN ⊛ f , for all N ∈ N∪ {0} and f ∈ ℓp(β). So M⊛,z is bounded and

∥MN
⊛,z∥ = sup

n∈N∪{0}

β(n+N)δn+N
δN1 δnβ(n)

, N ∈ N ∪ {0}.

Theorem 2.2. Let T and Df be the above mentioned operators. Then
we have the following statements.

(a) For each f ∈ ℓp(β), Df is bounded on ℓp(β); that is Df (ℓ
p(β)) ⊆

ℓp(β).

(b) The weighted shift operator T is a well splitting operator on ℓp(β).

(c) Let λ be a nonzero complex number with |λ| ≤ 1, and let A ∈
B(ℓp(β)) be a nonzero operator. Then λAT = TA; i.e., λ is an ex-
tended eigenvalue of T , if and only if AΛ{λ} = DA(1), where Λ{λ}(z

n) :=
λnzn.

Proof. (a) Let f, g ∈ ℓp(β). Using (1.1), it is easy to see that

̂(f ⊛ g)(n) =
n∑
k=0

δn
δkδn−k

f̂(k)ĝ(n− k).

Let q be the conjugate exponent to p. By using Hölder inequality and
(2.1) we have

∥Df (g)∥pβ =
∞∑
n=0

| ̂(f ⊛ g)(n)|pβ(n)p

≤
∞∑
n=0

(
n∑
k=0

δnβ(n)

δkδn−kβ(k)β(n− k)
|f̂(k)||ĝ(n− k)|β(k)β(n− k)

)p

≤
∞∑
n=0

(
n∑
k=0

(
|f̂(k)|β(k)|ĝ(n− k)|β(n− k)

)p) p
p

×

(
n∑
k=0

(
δnβ(n)

δkδn−kβ(k)β(n− k)

)q) p
q

≤ C
p
q
o

∞∑
n=0

n∑
k=0

|f̂(k)|pβ(k)p|ĝ(n− k)|pβ(n− k)p
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= C
p
q
o

(
∞∑
n=0

|f̂(n)|pβ(n)p
)(

∞∑
n=0

|ĝ(n)|pβ(n)p
)

= C
p
q
o ∥f∥pβ ∥g∥pβ.

Consequently, we get that

∥Df (g)∥β = ∥f ⊛ g∥β ≤ Co
1
q ∥f∥β∥g∥β,

and so ∥Df∥ ≤ Co
1
q ∥f∥β.

(b) For f ∈ ℓp(β), since f(z) =
∑∞

n=0 f̂(n)z
n, then we have

TN(f) = f ⊛ δNz
N = Df (δNz

N).

Using (a), since Df is bounded and defined on the whole of ℓp(β), so
T is well splitting operator on ℓp(β).

(c) Let λAT = TA. Then λnAT n = T nA, for all n ∈ N ∪ {0}. In
particular, AλnT n(1) = T nA(1). By using (2.1), we obtain that

T n(1) = 1⊛ δnz
n

= δnz
n ⇒ λnA(δnz

n) = A(1)⊛ δnz
n = δnz

n ⊛ A(1).

Thus δnA(λ
nzn) = δn(z

n ⊛ A(1)) and so AΛ{λ}(z
n) = zn ⊛ A(1).

This implies that AΛ{λ}(P ) = P ⊛ A(1), for all polynomials P . Since
polynomials are dense in ℓp(β), AΛ{λ}(f) = DA(1)(f) for all f ∈ ℓp(β),
which yields AΛ{λ} = DA(1).

Conversely, suppose AΛ{λ} = DA(1). Then we have

TA(zn) = TAΛ{λ}Λ{ 1
λ
}(z

n) = TDA(1)Λ{ 1
λ
}(z

n)

= TDA(1)(
zn

λn
) = δ1z ⊛DA(1)(

zn

λn
) = Dδ1zDA(1)(

zn

λn
)

= λAΛ{λ}(λn
zn+1

λn+1
) = λAΛ{λ}Λ{ 1

λ
}(λnz

n+1) = λA(T (zn)).

Thus for any polynomial P , TA(P ) = λAT (P ) and so TA(f) =
λAT (f) for all f ∈ ℓp(β). □
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Abstract. We discuss relationships among the concepts majoriza-
tion, range inclusion and factorization for adjointable operators
acting on a Hilbert C∗-module. Indeed, we extend Douglas range
factorization theorem for bounded operators and closed densely
defined operators on a Hilbert space to the context of bounded
adjointable operators and regular operators acting on a Hilbert
C∗-module. We also give some applications of this extension.

1. Introduction

Douglas in [1] introduced two conditions for bounded operators T
and S on a Hilbert space H which are equivalent to the existence of a
bounded operator C such that S = TC. Theorem 1 of [1] states that
the following statements are equivalent:
(i) ran(S) ⊆ ran(T ).
(ii) ∥S∗(x)∥ ≤ λ2∥T ∗(x)∥ for some λ ≥ 0 and all x ∈ X.
(iii) There exists a bounded operator C on H so that S = TC.
Furthermore, Douglas extended this result to the case of unbounded
operators on Hilbert spaces in Theorem 2 of [1] as follows: suppose t
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Key words and phrases. Hilbert C∗-modules, adjointable operators, Douglas

range factorization theorem, Moore-Penrose inverse .
∗ Speaker.

110



FOROUGH

and s are closed densely defined operators on H then
(i) If ss∗ ≤ tt∗, then there is a contraction V so that s ⊆ tV .
(ii) If ran(s) ⊆ ran(t), then there exists a densely defined operator V so
that s = tV and a numberM ≥ 0 so that ∥V (x)∥2 ≤M(∥x∥2+∥s(x)∥2)
for all x ∈ Dom(V ). Moreover, if s is bounded, then V is bounded and
if t is bounded, then V is closed.
We will refer to these results as Douglas range factorization theorem.
More recently, Douglas range factorization theorem have been extended
to the context of bounded adjointable operators and regular operators
on Hilbert C∗-modules in [5] and [2], respectively.
We recall that a Hilbert C∗-module E over a C∗-algebra A is a right
A-module equipped with an A-valued inner product < ., . > and such
that E is complete with respect to the norm ∥x∥ := ∥ < x, x > ∥ 1

2 .
Although Hilbert C∗-modules are very similar to Hilbert spaces, with
C∗-algebra elements playing the role of scalars, lack of analogue of
projection theorem in Hilbert C∗-modules causes many difficulties to
obtain properties of them parallel to Hilbert spaces. In particular, one
need to employ the notion of Moore-Penrose inverse to generalize Dou-
glas range factorization Theorem to the context of operators on Hilbert
C∗-modules because of this obstruction.
In this talk, we first recall our results on Douglas range factorization
theorem for adjointable operators on Hilbert C∗-module. Then we em-
ploy these results to investigate the problem concerning the existence
of solutions for the equation t = s1X + s2Y whenever t, s1 and s2 are
regular operators on a Hilbert C∗-module E. For this, we first consider
this problem for bounded adjointable operators on a Hilbert C∗-module
and then we use the concept of bounded transform of a regualr opera-
tors to study the case of regular operators.
We conclude this section with recalling some basic definitions concern-
ing adjointable operators on Hilbert C∗-modules.
We denote the set of all A-linear maps T : E → F for which there is
a map T ∗ : F → E such that < T (x), y >=< x, T ∗(y) > for all x ∈ E
and y ∈ F by B(E,F ). The existence of adjoint operator for T implies
that T is bounded. So we call T a bounded adjointable operator. As
for Hilbert spaces, one need to study unbounded adjointable operators,
which are known as regular operators. We call a densely defined closed
operator t : D(t) ⊆ E → E on a Hilbert C∗-module E regular if its
adjoint is dense and I + t∗t has dense range.
Recall that a regular operator t† acting on a Hilbert C∗-module E is
called the Moore-Penrose inverse of regular operator t on E if tt†t = t,
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t†tt† = t†, (tt†)∗ = tt† and (t†t)∗ = t†t.

2. Main results

We begin this section with the following theorem which can be con-
sidered as an improvement of Theorem 1 of [5] by replacing the as-
sumption of ran(S) being closed with Moore-Penrose inevitability of
S.

Theorem 2.1. Let T and S be bounded adjointable operators on Hilbert
C∗-module E. Suppose S has the Moore-Penrose inverse then following
statements are equivalent:
(i) ran(T ) ⊆ ran(S);
(ii) TT ∗ ≤ λSS∗ for some λ ≥ 0;
(iii) T = SQ for some bounded adjointable operator Q on E.

The above theorem leads to the following propositions.

Proposition 2.2. Let T be a bounded adjointable operator on a Hilbert
C∗-module E admitting the Moore-Penrose inverse. Then ran(T ) =

ran((TT ∗)
1
2 ).

Proposition 2.3. Let T and S be positive bounded adjointable oper-
ators with closed range. Then T + S has closed range if and only if
ran(T ) + ran(S) is closed.

In the next two theorems, we extend Douglas range factorization to
the context of regular operators on a Hilbert C∗-module.

Theorem 2.4. Let t and s be regular operators on E. If s has a
bounded adjointable generalized inverse and tt∗ ≤ λss∗ for some λ ≥ 0,
then there exists a bounded adjointable Q on E such that Qs∗ ⊆ t∗.

Theorem 2.5. Suppose t and s are regular operators, and s has a gen-
eralized inverse. If ran(t) ⊆ ran(s), then there exists a densely defined
operator r of E such that t = sr. Moreover, if s is bounded adjointable,
then r is closed densely defined and its graph is orthogonally comple-
mented in E ⊕ E, and if t is bounded adjointable, then r is bounded
adjointable.

We remark here that our generalization of Douglas range factoriza-
tion theorem to the context of regular operators on a Hilbert C∗-module
motivated us to extend this well-known theorem of Douglas to the set-
ting of unbounded operators on a Banach space in [3].
The rest of this section is devoted to study the problem concerning the
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existence of solution for the equation t = s1X+s2Y whenever t, s1 and
s2 are regular operators on Hilbert C∗-module E (see, [4]). Lets start
with the case in which all operators are bounded adjointable.

Theorem 2.6. Let T , S1 and S2 be bounded adjointable operators on
a Hilbert C∗-module E. Suppose ran(S1) + ran(S2) is closed then fol-
lowing statements are equivalent:
(i) ran(T ) ⊆ ran(S1) + ran(S2);
(ii) TT ∗ ≤ λ(S1S

∗
1 + S2S

∗
2) for some λ ≥ 0;

(iii) T = S1X +S2Y for some bounded adjointable operators X and Y
on E.

We remark that Theorem (2.1) enable us to replace the condition of
ran(S1) + ran(S2) being closed in Theorem (2.6) by orthogonal com-

plementability of ran(S1) + ran(S2) in E.

Theorem 2.7. Let t, s1 and s2 be regular operators on a Hilbert C∗-
module E with ran(s1) + ran(s2) being closed. Suppose that ran(t) ⊆
ran(s1) + ran(s2) then there exists densely defined operators r1 and r2
on E such that t = s1r1 + s2r2.

Theorem 2.8. Let T be a bounded adjointable operator on Hilbert C∗-
module E and s1, s2 be regular operators on E with ran(s1) + ran(s2)
being closed. Suppose that ran(T ) ⊆ ran(s1) + ran(s2) then there
exist bounded adjointable operators R1 and R2 on E such that t =
s1R1 + s2R2.
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Abstract. Let N be a nest on a Banach space X and, suppose
that A is a subalgebra of B(X ) contains all rank one operators
in AlgN and identity operator I, which is a Banach algebra with
respect to some norm. Let there exists a non-trivial idempotent
P ∈ A with P (X ) ∈ N . We show that if d : A → B(X ) is an addi-
tive mapping derivable at P (i.e. d(AB) = Ad(B)+d(A)B for any
A,B ∈ A with AB = P ), then d is a derivation. As applications
of the above result, we characterize the additive mappings deriv-
able at P on Banach space nest algebras and standard operator
algebras.

1. Introduction

Throughout this article, all linear spaces and algebras are over the
complex field C. Let A be an algebra, M be an A-bimodule and
d : A →M be an additive mapping. d is said to be a derivation if
d(AB) = Ad(B)+d(A)B for all A,B ∈ A. Each linear mapping of the
form A 7→ AM −MA, where M ∈ M, is a derivation which will be
called an inner derivation. We say that d is derivable at a given point
Z ∈ A if d(AB) = Ad(B)+d(A)B for any A,B ∈ A with AB = Z. As
well known, derivations are very important mappings both in theory
and applications, and have been studied intensively (see [3] and the

2010 Mathematics Subject Classification. Primary 47B47; Secondary 47L35.
Key words and phrases. Derivable mapping, operator algebra, nest algebra.
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references therein). Clearly, a derivation from A into M is derivable
at any Z ∈ A. The converse is, in general, not true.

There have been a number of papers concerning the characterize of
derivable mappings of operator algebras. In [1, 2, 4] the authors study
the derivable mappings at zero for some algebras. In [5] Zhu and Xiong
show that every strongly operator topology continuous linear derivable
mapping at any orthogonal projection operator PN (0 ̸= N ∈ N ) from
a nest algebra AlgN into itself is a derivation, where N is a continuous
nest on a complex and separeble Hilbert space H. Also, derivable
mappings at a non-trivial idempotent are studied in [2, 3]. In this
note we study the derivable mappings at a non-trivial idempotent on
special operator algebras in Banach spaces. Indeed, if A is a subalgebra
of AlgN , contains the identity operator I and all rank one operators
in AlgN , such that A is a Banach algebra with respect to some norm
and there exists a non-trivial idempotent P ∈ A with P (X ) ∈ N and
δ : A → B(X ) is an additive mapping derivable at P or I−P , we show
that δ is a derivation. Also we give several applications of this result
for Banach space nest algebras and standard operator algebras.

Let us embark some notations. For a Banach space X with topo-
logical dual X ∗, denote by B(X ) the algebra of all bounded linear
operators on X . Note that the rank one operator x⊗f on X is defined
by (x ⊗ f)(z) = f(z)x for z ∈ X and f ∈ X ∗. A nest N on X is a
chain of closed (under norm topology) subspaces of X which is closed
under the formation of arbitrary intersection and closed linear span,
and which includes {0} and X . The nest algebra associated to the nest
N , denote by AlgN , is the weak closed operator algebra of the form

AlgN :=
{
T ∈ B(X ) | T (N) ⊆ N for all N ∈ N

}
.

When N ̸= {{0},X}, we say that N is non-trivial. It is clear that if
N is trivial, then AlgN = B(X ).

For a Banach space X denote by F(X ) the algebra of all finite rank
operators in B(X ). Recall that an standard operator algebra U on X is
a subalgebra of B(X ) containing F(X ) which is a Banach algebra with
respect to some norm.

2. Main results

From this point up to the last section X (resp. H) is a Banach
(resp. Hilbert) space, N is a nest on X (resp. H) and AlgN is the
nest algebra associated to the nest N . Also A denote a subalgebra
of B(X ) (resp. B(H)) containing all rank one operators in AlgN and
identity operator I, which is a Banach algebra with respect to some
norm.
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The following is our main result.

Theorem 2.1. Let there exists a non-trivial idempotent P ∈ A with
P (X ) ∈ N . If d : A → B(X ) is an additive mapping derivable at P or
I − P , then d is a derivation.

Note that if A = AlgN in above proposition, then any additive
mapping d : AlgN → B(X ) derivable at P or I − P is a derivation.
Indeed, each additive mapping d : AlgN → AlgN derivable at P or
I − P is a derivation.

Every additive derivation from AlgN into B(X ) is inner. So by
Theorem 2.1 we obtain the following corollary.

Corollary 2.2. Suppose that there exists a non-trivial idempotent P ∈
AlgN with P (X ) ∈ N . If d : AlgN → B(X ) is an additive mapping
derivable at P or I − P , then d is inner derivation.

If X is an infinite dimensional Banach space, then every additive
derivation of AlgN is linear. Also every linear derivation of a nest al-
gebra on a Banach space is continuous and all continuous linear deriva-
tions of a nest algebra on a Banach space are inner derivations. So we
have the following corollary.

Corollary 2.3. Suppose that there is a non-trivial idempotent P ∈
AlgN with P (X ) ∈ N . If d : AlgN → AlgN is an additive mapping
derivable at P or I − P , then:

(i) if d is linear, then d is an inner derivation.
(ii) if X is an infinite dimensional Banach space, then d is an inner

derivation.

Let there exists a non-trivial idempotent P ∈ A with P (H) ∈ N . If
δ : A →B(H) is a linear mapping, then δ is an inner derivation. Hence
by Theorem 2.1, we have the following corollary.

Corollary 2.4. Let there exists a non-trivial idempotent P ∈ A with
range P (H) ∈ N . If d : A → B(H) is a linear mapping derivable at P
or I − P , then d is an inner derivation.

Any linear derivation from a nest algebra into an ideal I of B(H) is
an inner derivation. So we conclude the next corollary.

Corollary 2.5. Suppose that I is an ideal of B(H). Let there exists a
non-trivial idempotent P ∈ AlgN with range P (H) ∈ N . Then each
linear mapping d : AlgN → I derivable at P or I − P is an inner
derivation.

From Theorem 2.1 we have the next theorem.
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Theorem 2.6. Let U be an standard operator algebra on X containing
the identity operator I and P be a non-trivial idempotent operator in
U . Let d : U → B(X ) be an additive mapping which is derivable at P .
Then d is a derivation.

For proof of Theorem 2.1 and Theorem 2.6 we refer the reader to [3].
By above theorem for any non-trivial idempotent P ∈ B(X ), every

additive mapping d : B(X ) → B(X ) derivable at P is a derivation.
Let U be an standard operator algebra on X . Any linear derivation

d : U → B(X ) is an inner derivation. So we have the following.

Corollary 2.7. Suppose that U is a standard operator algebra on X
containing the identity operator I and P is a non-trivial idempotent
operator in U . Let d : U → B(X ) be a linear mapping which is derivable
at P . Then d is an inner derivation.
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Abstract. In this paper we study the relation ship between the
decomposition of operators on the basis of the decomposition of
space into invariant subspaces. Furthermore, subspaces will be
examined by considering the bounded and unbounded operators.
At end, some equations of the non-trivial invariant subspaces will
be shown.

1. Introduction

The matter of invariant subspaces have more than one hundred years
antiquity; from when the issue of decomposition of matrixes into sim-
pler matrixes has been propounded. since each bounded operator an
be analogize with its matrix, Jordan analysis is viewed as a method of
matrix simplification. This method works on the basis of decomposi-
tion of spaces into decreasing subspaces of that matrix which itself is a
special invariant of a invariant subspaces and decomposes the operators
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in the Banach space.
Definition1 : if T is a linear operator on X in Banach spaces and W
is a subspace of X, then W under T is invariant when TW ⊆ W . In
addition, if W under any continuous operator is invariant, W is called
hyper invariant subspaces of T .
Definition2 : if T : X → X is a bounded linear operator, X =
X1

⊕
X2, that X1, X2 are subspaces of X then X1(X2) are called re-

ducing subspace of T when X1, X2 are invariant under T .
It can be shown that the existence of invariant subspaces is a neces-
sary condition for decomposition of it.In other word, The existence of
reducing subspace of a linear operator will lead to the decomposition
of that operator.[2, 3, 4]
we know that if each T operator has some closed subspace such as X1

on the Banach space, then X1 will be invariant under T if and only if
PTP = TP [2]. Also if X = X1

⊕
X2, and P is projection operator

on X1 then X1 will be a reducing subspace of T if and only TP = PT .
The issue of invariant subspaces has been started with the following
question. Does any continuous linear operator T : X → X on the
Banach space, has non-trivial invariant subspaces?
Enflo in 1987 by presenting a example [3] of a continuous linear op-
erator on separable Banach space (which has not non-trivial invariant
subspace )indicated that the invariant subspace issue had negative an-
swer in its general from,IN 1985 ,Read, defined on operator L1 which
had not non-trivial stable subspace [4] while the existence of any invari-
ant subspace for a continuous linear operator on the separable Hilbert
space has not been proved or rejected until now. In other words, this
mater is considered as unsolved problem on mathematics . Although
after that many examples of linear operators ( which have not invari-
ant subspace ) has been presented, the received negative answers do
not damage its generality. In fact these negative answers present some
special forms of the issue in a more limited condition. For some special
operators this problem have answers.
It has been shown that if T : X → X is not a one-to-one operator or
has not density , T will have non-trivial invariant subspace like kerT
and RangT .
The matter of subspace of operators can be examine from space dimen-
sion. for example, does any continuous and linear operator T : X → X
has non-trivial stable subspace on the bounded space .
operator in the real numbers space ,the operator will have non-trivial
invariant subspace because :
Example : if X is a separable infinite Banach space ,the pivot’s pro-
duced space x ̸= 0, x ∈ X or Y = span < x, Tx, Tx2, ... >is non-trivial
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invariant subspace. so it is clear that Y is invariant.
Question: if T : X → Xis a continuous linear operator in the space
with separable unbounded dimension. an we say that it has non-trivial
stable subspace?
answer : if λ is a characteristic value of T operator, the produced
subspace by λ it means Nλ < x ∈ X : Tx = λx > is a non-trivial
invariant subspace T operator . for every x ∈ Nλ we have Tx ∈ Nλ.
if σp(T ) is non-empty, T operator has non-trivial invariant subspace .
Furthermore, if σr(T ) non-empty. T has non-trivial invariant subspace

on X because if 0 ̸= λ ∈ c then T ((λI − T )x) ⊆ (λI − T )x
if σ(T ) is disconnected and A is its connected component, then we will
have separated and open sets of V and W .when A ⊆ V , σ(T )A ⊆ W
the following function is defined as
so f 2 = f and f in neighborhood of V ∪W from σ(T ) is analytic and

f(t) =
1

2πi

∫
p

f(λ)(λI − T )−1dλ

Here P is a Jordan curve and closed piece of V
∪
W . if PA = f(t)

so P 2
A = PA there fore PA is a project operator and rang PA , kerPA

are decreasing subspaces of T it can be said that they are non-trivial
invariant subspace of T . if H is a separated unbounded Hilbert space
and K is direct addition of H so we will have

K = {(x1, x2, ...); xi ∈ H,
∞∑
i=1

∥xi∥2 <∞}

left Transitional T operator T : K → K is an universal operator [14]
one of the equations of invariant subspaces is related to the geometry
of Hilbert space .
It means if two decomposition are given to the direct sum of a separable
unbounded Hilbert space ; H = K+L =M +N , then this question is
raised : is there necessarily any equal non-trivial subset decomposition?
words are there any subspaces of K0 from K , L0 from L,M0 from M
and N0 from N ,

{0} ̸= K0 + L0 ̸= H , K0 + L0 =M0 +N0

Nordgern, Radjari and Rosenthal [1,2,4], indicated that this issue is
equal with the general issue of stable subspace.
There fore, each operator has a non-trivial invariant subspace, if and
only if each pair of operator idempotent has a common non-trivial in-
variant subspaces. As the last example of this part the following issue
is presented here.
Halmos in 1968, when studied this issues defined the meaning quasi
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triangular operator.
Conway in 1977 claimed that the main issue of stable subspace is that
the biqusitriangular operators have non-trivial stable subspace.
n this part, non-trivial,invariant subspaces of empty like Dower opera-
tor will be disccussed . In 1996, enflo and Ansari [3]. used vectors for
solving the problem of stable subspace of empty like dower operators
on Hilbert space. They proved the existance of vectors for linear oper-
ators on Hilbert space in their common article.
Anyhow, this method was not extended to the ideal Banach space so
in 2003 Vladimir G.Troitsky , by considering equality of weak topology
and weak-topology on the reflex Banach space , proved the existsne of
such vectors for bounded linear operators. In addition, he presented a
general and comptrehen sive definition of these vectors on the Banach
space. According to this definition, the minimal vectors were used on
the other spaces.
The VladimirG.Troitsky definition of minimal vector:
let X is a Banach space ,T : X → X is a linear operator, ϵ > 0 as
∥ x ∥> ϵ if we suppose that n ∈ N is stable then c = T−nB(x, ϵ). In
this case C is a convex nonempty and closed set.
if d = inf{∥ z ∥: z ∈ C

¯
} , then d > 0 therefore there is {zn} subsequence

in G as ∥ T nzn − x ∥≤ ϵ, ∥zn∥ → d so there is bounded sequence in X;
so the following sequence {znk} is in X as znk → z ∈ C and because X
is a reflex space so weak topology and weak∗ topology are coinded on
X, There fore {zn} sequence in C is convex to Z so ∥ zn ∥→∥ z ∥
These two vector are called minimal vectors dependent on (T, ζ, x0)
and are shown.
corollary 5 : suppose X is a reflex space and TεL(X) which is dense
in X also let x0εX, ϵ > 0, exists as (T nxn)n≥1 , ∥X0∥ > ϵ is convergent
in norm then T is a non- trivial stable cloud subspace.
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Abstract. For a given arithmetical function f , the square matrix
[f(i, j)]n×n given by f(i, j) = f(gcd(i, j)) where gcd(i, j) denotes
the greatest common divisor of the numbers i and j, is called the
greatest common divisor matrix related by f (namely f -GCD ma-
trix), and its determinant is known as Smith’s determinant. In
this paper, we evaluate Smith’s determinant of f -GCD matrices
for some multiplicative functions, including the generalized divisor
function, Möbius function, and Euler function. Finally, we develop
a method to approximate the value of det[f(i, j)]n×n for strongly
multiplicative functions f .

1. Introduction

In 1876 Smith [5] studied the square matrix having the greatest com-
mon divisor gcd(i, j) of the integers i and j as its i, j-entry, and he
proved that det[gcd(i, j)]n×n = φ(1)φ(2) · · ·φ(n), where φ(n) is the
Euler function. His argument allows us to evaluate more general de-
terminants.

For given arithmetical function f , the square matrix [f(i, j)]n×n de-
fined by f(i, j) = f(gcd(i, j)) as its i, j-entry, is called the greatest
common divisor matrix related by f (namely f -GCD matrix), and its
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determinant is known as Smith’s determinant. Smith’s argument im-
plies that

det[f(i, j)]n×n =
n∏
k=1

g(k),

where f(n) =
∑

d|n g(d). By using the Möbius inversion formula, we

get g(n) =
∑

d|n µ(d)f(n/d), where µ is the Möbius function. Since

Smith’s paper [5] this field has been studied extensively. For a classical
and a recent account of the theory of GCD matrices we refer the reader
to [2] and [4], respectively, and the references given there.

A remarkable class of the arithmetical functions are multiplicative
function. We recall that f is multiplicative if it satisfies f(mn) =
f(m)f(n) for gcd(m,n) = 1. If f is multiplicative, then f(1) = 1,
and the above function g is multiplicative, too. Thus, for primes p and
integers α ⩾ 1 we have g(k) =

∏
pα∥k g(p

α) and g(pα) = f(pα)−f(pα−1).
Hence, for any multiplicative function f we obtain

det[f(i, j)]n×n =
n∏
k=2

∏
pα∥k

(
f(pα)− f(pα−1)

)
. (1.1)

In this paper, we evaluate Smith’s determinant of f -GCD matrices for
some multiplicative functions, including the generalized divisor func-
tion, Möbius function, and Euler function. Finally, we develop a
method to approximate the value of det[f(i, j)]n×n for strongly mul-
tiplicative functions f .

All concepts and topics used from analytic number theory in this
paper could be find in any standard book in this filed. The book [1]
covers all required matters.

2. Smith’s determinant of some multiplicative functions

1. The generalized divisor function is defined by σs(n) =
∑

d|n d
s for

any s ∈ C. It is multiplicative, and σs(p
α) = (ps(α+1) − 1)/(ps − 1) for

s ̸= 0. Also, σ0(p
α) = α+ 1. Thus, by using (1.1), for s ̸= 0 we obtain

det[σs(i, j)]n×n =
n∏
k=2

∏
pα∥k

psα =
n∏
k=2

ks = (n!)s.

Also, det[σ0(i, j)]n×n = 1. Thus, the later is valid for s = 0, too.

2. For s ∈ C we define Is(n) = ns. We write∏
pα∥k

(
Is(p

α)− Is(p
α−1)

)
=
∏
pα∥k

psα
(
1− 1

ps

)
= Js(k),
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where Js is the Jordan’s generalization of the Euler function, and it is
defined by Js(k) = ks

∏
p|k(1− p−s). Thus, for any s ∈ C we obtain

det[Is(i, j)]n×n =
n∏
k=2

Js(k).

In [3] we proved that ln det[I1(i, j)]n×n = n lnn+βn+ 1
2
lnn+O(ln lnn),

where β is an absolute constant, and it is defined by the following
summation over all prime numbers β = −1 +

∑
p(ln(1− 1/p))/p.

3. We have φ(pα)− φ(pα−1) = pα(1− 1/p2). Hence∏
pα∥k

(
φ(pα)− φ(pα−1)

)
=
∏
pα∥k

pα
(
1− 1

p2

)
= k

∏
p|k

(
1− 1

p2

)
=
J2(k)

k
.

Thus, we imply that

det[φ(i, j)]n×n =
n∏
k=2

J2(k)

k
=

det[I2(i, j)]n×n
n!

.

4. The difference µ(pα)− µ(pα−1) is −2 if α = 1, is 1 if α = 2, and
is 0 for α ⩾ 3. Since 23|n for n ⩾ 8, thus

det[µ(i, j)]n×n = 0, for n ⩾ 8.

For 1 ⩽ n ⩽ 7, a simple computation gives the following values.

n 1 2 3 4 5 6 7
det[µ(i, j)]n×n 1 −2 4 4 −8 −32 64

3. Smith’s determinant of strongly multiplicative
functions

The multiplicative function f is said to be strongly multiplicative,
if f(pα) = f(p)α for primes p and integers α ⩾ 1. If f is strongly
multiplicative, then f(pα) − f(pα−1) = f(pα)(1 − 1/f(p)), and (1.1)
becomes

det[f(i, j)]n×n = n!
n∏
k=2

∏
p|k

(
1− 1

f(p)

)
= n!

∏
p⩽n

(
1− 1

f(p)

)[n
p
]

.

Let us denote the last product by D(n). Assuming that f(p) /∈ [0, 1]
for all primes p, we write

lnD(n) =
∑
p⩽n

[
n

p

]
ln

(
1− 1

f(p)

)
= n

∑
p⩽n

h2(p) +O
(∑
p⩽n

h1(p)
)
,
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where

h1(p) = ln

(
1− 1

f(p)

)
, and h2(p) =

h1(p)

p
.

Hence, estimating D(n) and consequently det[f(i, j)]n×n for strongly
multiplicative functions f reduces to estimating sums over primes. To
evaluate Sh(n) :=

∑
p⩽n h(p) for h ∈ C1(1,∞), we use the Stieltjes

integral to write Sh(n) =
∫ n
2−
h(t)dπ(t), where π(t) counts the numbers

of primes not exceeding t. Then, integration by parts gives

Sh(n) = π(n)h(n)−
∫ n

2

π(t)h′(t)dt.

Therefore, we obtain

det[f(i, j)]n×n = n!enSh2 (n)+O(Sh1 (n)).

Some very good approximations for the prime counting function are
known in literature, and one may use them to obtain good approxima-
tions for det[f(i, j)]n×n, when f is strongly multiplicative.
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Abstract. Let A be a Banach algebra. An element a of A has
the mean value property if we have

∞∑
n=1

(βa)n

n!
−

∞∑
n=1

(αa)n

n!
= (β − α)

∞∑
n=1

cn−1
α,β an

(n− 1)!

A Banach algebra A is called M.V or M.V- Banach algebra if
every element of A has the mean value property. In this study the
following result is proved:
Let A be a unital domain and δ : D(δ) ⊆ A → A be a closed
derivation. Furthermore, assume that a is an element of D(δ)
with the mean value property. If eaδ(a) = δ(a)ea then δ(a) = 0.

1. Introduction and preliminaries

Derivations are defined by the familiar Leibnitz formula. As opera-
tors they may be bounded or unbounded. Now, we are going to recall
the definition of a derivation. Let A be a Banach algebra, δ a linear
mapping in A. Then δ is said to be a derivation in A if it satisfies the
following conditions:
1) The domain D(δ) of δ is a dense subalgebra in A;
2) δ(ab) = δ(a)b+ aδ(b) (a, b ∈ D(δ)).
If D(δ) = A, then δ is said to be a derivation on A. If A contains
a unit element 1, we will always assume 1 ∈ D(δ) and then 12 = 1.

2010 Mathematics Subject Classification. Primary 47B47; Secondary 13N15,
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Clearly, δ(1) = 0. In 1955, Singer and Wermer proved the classi-
cal theorem: Every continuous derivation on a commutative Banach
algebra maps into Jacobson radical. They conjectured that the as-
sumption of continuity is unnecessary and Thomas proved this con-
jecture. Indeed, he proved that every derivation on a commutative
Banach algebra maps into its Jacobson radical. Clearly, if the algebra
A is also semi-simple, then every derivation on A is identically zero.
Next, some attempts have been also made to eliminate the commuta-
tivity assumption of Singer-Wermer’s Theorem. As a generalization of
a derivation, a linear mapping d : A → A is called a σ-derivation if
d(ab) = d(a)σ(b)+σ(a)d(b) for all a, b ∈ A, where σ : A → A is a linear
mapping. Hosseini et al ([2], [3]) have presented some results about the
range of a σ-derivation and derivation. The following assertions are of
the most famous conjectures about derivations on Banach algebras:
(1) Every derivation on a Banach algebra has a nilpotent separating
ideal.
(2) Every derivation on a semi-prime Banach algebra is continuous.
(3) Every derivation on a prime Banach algebra is continuous.
(4) Every derivation on a Banach algebra leaves each primitive ideal
invariant.
Obviously, if (1) is true, then the same for (2) and (3). Mathieu and
Runde in [4] proved that (1), (2) and (3) are equivalent. The conjec-
ture (4) is known as the non commutative Singer-Wermer conjecture,
and it has been proved in [1] that if each of the conjectures (1), (2),
or (3) holds, then (4) is also true. Moreover Runde [5] proved that the
following four statements are equivalent:
(R1) Every derivation on a commutative Banach algebra has a nilpo-
tent separating space.
(R2) Every derivation on a semi-prime Banach algebra is continuous.
(R3) Every derivation on a Banach algebra which ia an integral domain
is continuous.
(R4) Every derivation on a topologically simple, commutative Banach
algebra other than C is continuous.
In this paper, we prove the following theorem:
Let C∗ − algebra A be a unital domain and let δ : D(δ) ⊆ A → A be
a closed derivation. Suppose that a ∈ D(δ) is a self-adjoint element
such that aδ(a) = δ(a)a and C∗(a) ⊆ D(δ). Then there is a continuous
function h : Sp(a) → (0, 1) such that ex−1 = xexh(x) for all x ∈ Sp(a).
If δ(G−1(h)) = 0, where G is the Gelfand transform, then δ(a) = 0.
Moreover, we define the mean value property for an element a of a
Banach algebra A as follows:
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An element a of A has the mean value property if for every closed
interval [α, β] ⊆ R there exists an element cα,β ∈ (α, β) such that

∞∑
n=1

(βa)n

n!
−

∞∑
n=1

(αa)n

n!
= (β − α)

∞∑
n=1

cn−1
α,β a

n

(n− 1)!

In the caseA is unital, the above condition is translated into eβa−eαa =
(β − α)aeacα,β . A Banach algebra A is called M.V or M.V- Banach
algebra if every element of A has the mean value property. In this
article, we show that every closed derivation on an M.V-Banach algebra
which is an integral domain is identically zero. By using the above-
mentioned theorem, we prove that ifA is an M.V-Banach algebra which
is an integral domain and δ : A → A is a derivation, then the following
statements are equivalent:

(H1) δ(ea) =
∑∞

n=0
δ(an)
n!

for all a ∈ A;
(H2) δ is identically zero;
(H3) δ is continuous.

2. Main results

Throughout this paper, A denotes a complex Banach algebra. If the
algebra A is unital then 1 will show its unit element. Let G be an
open subset of C. A map f : G ⊆ C → A is said to be differentiable

at point z0 of G if limz→z0
f(z)−f(z0)

z−z0 exists. This limit is called the

derivative of f at point z0 and is denoted by f
′
(z0). If a is an element

of A then the spectrum of a is denoted by Sp(a) and Sp(a) = {λ ∈
C | λ1− a is not invertible}.
Definition 2.1. An algebra A is a domain if A ≠ {0} and either
a = 0 or b = 0 whenever ab = 0 in A. A commutative algebra which is
a domain is called an integral domain.

Theorem 2.2. Let C∗− algebra A be a unital domain and δ : D(δ) ⊆
A → A be a closed derivation. Suppose that a ∈ D(δ) is a self-adjoint
element of A such that aδ(a) = δ(a)a and C∗(a) ⊆ D(δ). Then, there
is a continuous function h : Sp(a) → (0, 1) such that ex − 1 = xexh(x)

for all x ∈ Sp(a). If δ(G−1(h)) = 0, where G is the Gelfand transform,
then δ(a) = 0.

Definition 2.3. An element a of A has the mean value property if for
every closed interval [α, β] ⊆ R there exists an element cα,β ∈ (α, β)
such that

∞∑
n=1

(βa)n

n!
−

∞∑
n=1

(αa)n

n!
= (β − α)

∞∑
n=1

cn−1
α,β a

n

(n− 1)!
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In the case A is unital, the above-mentioned condition is translated
into eβa − eαa = (β − α)aeacα,β . An algebra A is called M.V or M.V-
algebra if every element of A has the mean value property.

For example, let a be an idempotent element of a unital Banach
algebra A, has the mean value property.

Proposition 2.4. Let A be a unital Banach algebra and a an element
of A. Suppose that the resolvent function of a has the following prop-
erty: fa(β) − fa(α) = (β − α)f

′
a(c) for some c ∈ (α, β). Then there

exists a real number t0 such that a = t01

Theorem 2.5. Let A be a unital domain and δ : D(δ) ⊆ A → A be a
closed derivation. Furthermore, assume that a is an element of D(δ)
with the mean value property. If eaδ(a) = δ(a)ea then δ(a) = 0. In
particular, if A is an M.V-Banach algebra and eaδ(a) = δ(a)ea for all
a ∈ D(δ) then δ is identically zero.

Theorem 2.6. Suppose that the M.V-Banach algebra A is a unital
integral domain and let δ : A → A be a derivation. Then the following
assertions are equivalent:

(1) δ(ea) =
∑∞

n=0
δ(an)
n!

for all a ∈ A;
(2) δ is identically zero;
(3) δ is continuous.

Theorem 2.7. Suppose that A is a unital domain and a is an element
in A with the mean value property. If b is an element in A such that
(ab − ba)ea = ea(ab − ba) then ab = ba. In particular, if A is an
M.V-Banach algebra and (ab− ba)ea = (ab− ba)ea for all a ∈ A, then
b ∈ Z(A), where Z(A) is the center of A.
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Abstract. Let B(X ) be the algebra of all bounded linear opera-
tors on a complex Banach space X with dimX ≥ 3 and let F (A)
be the space of all fixed points of an operator A ∈ B(X ). We char-
acterize the forms of additive maps ϕ : B(X ) → B(X ) satisfying
F (A) = F (ϕ(A)).

1. Introduction

The study of maps on operator algebras preserving certain properties
is a topic which attracts much attention of many authors. Some of
these problems are concerned with preserving a certain property of
products of operators (see [3] and [4]). Let B(X ) denotes the algebra
of all bounded linear operators on a complex Banach space X . For A ∈
B(X ), denote by LatA the lattice of A, that is, the set of all invariant
subspaces of A. X ∗ denotes the dual space of X . The main motivation
for our paper is the following result from Jafarian and Sourour [1].
They proved that a linear map ϕ : B(X ) → B(X ) satisfying Lat(A) =
Lat(ϕ(A)), for every A ∈ B(X ) if and only if it is of the form ϕ(A) =
αA + ρ(A)I for every A ∈ B(X ), where α is a complex number and
ρ ∈ X ∗.
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Recall that x ∈ X is a fixed point of an operator A ∈ B(X ), whenever
we have Ax = x. Denote by F (A), the set of all fixed points of A. It
is clear that F (A) ∈ LatA. We denote by dimF (T ), the dimension of
F (T ). Let dimX ≥ 3. In [2], we characterized the forms of surjective
maps ϕ : B(X ) → B(X ) such that dimF (AB) = dimF (ϕ(A)ϕ(B)),
for every A,B ∈ B(X ).

In this lecture, we characterize the forms of additive maps ϕ : B(X ) →
B(X ) which satisfy F (A) = F (ϕ(A)), for every A ∈ B(X ).

2. Main results

In order to prove the main result of this section, first we prove some
auxiliary lemmas.

Lemma 2.1. Let x ∈ X and A ∈ B(X ). If x and Ax are linear
independent vectors, then there exists a rank one idempotent P such
that x ∈ F (A+ P ).

Suppose ϕ : B(X ) −→ B(X ) is a surjective additive map which
satisfies the following condition:

F (A) = F (ϕ(A)) (A ∈ B(X )).

Lemma 2.2. ϕ(P ) = P for every rank one idempotent operator P .

Lemma 2.3. For any rank one idempotent P , there exists an η(P ) ∈ C
such that ϕ(A) + P = η(P )(A+ P ), for every A ∈ B(X ).

Theorem 2.4. Let X be a complex Banach space with dimX ≥ 3.
Suppose ϕ : B(X ) −→ B(X ) is a surjective additive map which satisfies
the following condition:

F (A) = F (ϕ(A)) (A ∈ B(X )).

Then ϕ(A) = A, for every A ∈ B(X ).
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Abstract. A matrix is said to be doubly substochastic if it has
nonnegative components and each row and each column sum is at
most 1. A square nonnegative and symmetric matrix P with zero
diagonal elements is called a predistance matrix. For x, y ∈ Rn

(x, y ∈ Rn), it is said that x p-majorized (rp-majorized) by y and
denoted by x ≺p y (x ≺rp y) if there exists a predistance doubly
substochastic matrix P such that x = Py (x = yP ). In the present
work, we characterize the structure of all (strong) linear preservers
of ≺p (≺rp) on R2 (R2).

1. Introduction

Majorization is a topic of much interest in various areas of mathe-
matics and statistics that has studied more in linear algebra and its
applications. Although, this notion is rather old, it is also an active
field in researches. Some new kinds of majorization have been intro-
duced in [1, 2, 3].

Some of our notations and symbols are explained the following.
Mm,n: the set of all m× n real matrices.
Rn: the set of all n× 1 real column vectors.
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Rn: the set of all 1× n real row vectors.
Dps
n : the collection of all n × n predistance doubly substochastic ma-

trices.
{e1, . . . , en}: the standard basis of Rn.
{ε1, . . . , εn}: the standard basis of Rn.
Nk: the set {1, . . . , k} ⊂ N.
At: the transpose of a given matrix A.
[T ]: the matrix representation of a linear function T : Rn → Rn

(T : Rn → Rn) with respect to the standard basis.
Co(A): the set {

∑m
i=1 λiai | m ∈ N, λi ≥ 0,

∑m
i=1 λi = 1, ai ∈ A, i ∈ Nm}

where A ⊆ Rn (Rn).
Let ∼ be a relation on Mm,n. A linear function T : Mm,n −→ Mm,n is
said to be a linear preserver (or strong linear preserver) of ∼ if x ∼ y
implies that T (x) ∼ T (y) (or x ∼ y if and only if T (x) ∼ T (y)).

1.1. Doubly substochastic and p-majorization(rp-majorization).
Here, we introduce p-majorization (rp-majorization) on Rn (Rn) and
we investigate some properties of this relation on R2 (R2).

Definition 1.1. A matrix is said to be doubly substochastic if it has
nonnegative components and each row and each column sum is at most
1.

Definition 1.2. An n× n nonnegative and symmetric matrix P with
zero diagonal elements is called a predistance matrix.

We consider the predistance doubly substochastic matrices and in-
troduce the following new type of majorization.

Definition 1.3. For x, y ∈ Rn (x, y ∈ Rn), we say x is p-majorized
(rp-majorized) by y and we write x ≺p y (x ≺rp y), if there exists P
∈ Dps

n such that x = Py (x = yP ).

The following proposition provides a criterion for p-majorization (rp-
majorization) on R2 (R2).

Proposition 1.4. Let x = (x1, x2)
t, y = (y1, y2)

t ∈ R2 (x = (x1, x2),
y = (y1, y2) ∈ R2). Then x ≺p y (x ≺rp y) if and only if x1 ∈ Co{0, y2},
x2 ∈ Co{0, y1}, and x1y1 = x2y2.

Proof. If x ≺p y, then there exists P ∈ Dps
2 such that x = Py. We

observe that P =
[
0 α
α 0

]
, for some 0 ≤ α ≤ 1. So x1 ∈ Co{0, y2},

x2 ∈ Co{0, y1}, and x1y1 = x2y2.
Next, assume that x1 ∈ Co{0, y2}, x2 ∈ Co{0, y1}, and x1y1 = x2y2.

Then there exist α, β (0 ≤ α, β ≤ 1) such that x1 = αy2 and x2 = βy1.
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If y1y2 ̸= 0, as x1y1 = x2y2, then α = β. Put P =
[
0 α
α 0

]
. If y1 = 0,

then set P =
[
0 α
α 0

]
, and if y2 = 0, then put P =

[
0 β
β 0

]
. We see in

each case p ∈ Dps
2 and x = Py. So x ≺p y.

In a similar process, we can prove the statements for ≺rp . □
Now, we bring some properties of ≺p on R2. Also, these statements

hold about ≺rp on R2.

Proposition 1.5. Let x = (x1, x2)
t, y = (y1, y2)

t ∈ R2. Then

(a) x ≺p y ⇏ y ≺p x.
(b) x ≺p y and y ≺p x ⇏ x = y.
(c) x ≺p y and y ≺p z ⇏ x ≺p z.

Proof. The proof is easy. □

2. Main results

In this section, the structure of all (strong) linear preservers of p-
majorization (rp-majorization) on R2 (R2) will be characterized. The
following theorem characterizes all the linear preservers of ≺p (≺rp) on
R2 (R2).

Theorem 2.1. Let T : R2 → R2 (T : R2 → R2) be a linear function,

and let [T ] =
(
a b
c d

)
. Then T preserves ≺p (≺rp) if and only if a = d

and b = c. That is, [T ] =
(
a b

b a

)
.

Proof. First, assume that T preserves ≺p. Since e1 ≺p e2 and e2 ≺p e1,
so Te1 ≺p Te2 and Te2 ≺p Te1, and hence a ∈ Co{0, d}, c ∈ Co{0, b},
and d ∈ Co{0, a}, b ∈ Co{0, c}. Then a = d and b = c.

Next, suppose that a = d and b = c. Let x = (x1, x2)
t, y = (y1, y2)

t ∈
R2, and let x ≺p y. Then Tx = (ax1 + bx2, bx1 + ax2)

t and Ty =
(ay1+by2, by1+ay2)

t. Since x1y1 = x2y2, we observe that (Tx)1(Ty)1 =
(Tx)2(Ty)2. By the hypothesis, x1 = αy2 and x2 = βy1 for some
0 ≤ α, β ≤ 1. If y1y2 ̸= 0, then α = β. So (Tx)1 ∈ Co{0, (Ty)2}
and (Tx)2 ∈ Co{0, (Ty)1}. Thus Tx ≺p Ty. If y1y2 = 0, then clearly
Tx ≺p Ty.
As a similar fashion, the case ≺rp can proved. □
Lemma 2.2. Let T : R2 → R2 (T : R2 → R2) be a linear function. If
T strongly preserves ≺p (≺rp), then T is invertible.

Proof. Let x ∈ R2 (R2) and let Tx = 0. Since Tx = T0 and T strongly
preserves ≺p (≺rp), it shows that x ≺p 0 (x ≺rp 0). So x = 0 and hence
T is invertible. □
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The following theorem finds the structure of strong linear preserves
of p-majorization (rp-majorization) on R2 (R2).

Theorem 2.3. Let T : R2 → R2 (T : R2 → R2) be a linear function.

Then T strongly preserves ≺p (≺rp) if and only if [T ] =
(
a b
b a

)
, where

a2 − b2 ̸= 0.

Proof. First, suppose that T strongly preserves ≺p. So T is invertible

and T preserves ≺p, and hence by Theorem 2.1, [T ] =
(
a b
b a

)
, where

a2 − b2 ̸= 0.
For the converse, it is enough to prove that x ≺p y whenever T (x) ≺p

T (y). Let x,y ∈ R2 such that T (x) ≺p T (y). Thus there exists P ∈ Dps
2

such that T (x) = PT (y). Hence x = (T−1PT )y. Since T−1PT = P ,
we have x = Py. Therefore, x ≺p y.
One can prove the theorem for ≺rp in a similar fashion. □
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Abstract. In this talk we introduce an extension of H∗-algebras
and show that they have a C∗-algebraic structure.

1. Introduction

An H∗-algebra E is a Banach algebra which satisfies the following
properties:

i) The underlying Banach space of E is a Hilbert space.
ii) For each x ∈ E there is an element of E, denoted by x∗ and

called the adjoint of x, such that ⟨xy, z⟩ = ⟨y, x∗z⟩ and ⟨yx, z⟩ =
⟨y, zx∗⟩ for all y, z ∈ E.

An H∗-algebra E is called proper if it satisfies the following two equiv-
alent conditions

i) The only x in E such that xE = 0 is x = 0
ii) The only x in E such that Ex = 0 is x = 0

where xE = {xy : y ∈ E} and Ex = {yx : y ∈ E}. In a proper H∗-
algebra every element has a unique adjoint, so the map ∗ : E −→ E
which maps x to its adjoint (i.e. x∗) is an involution on E. If E is a
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proper H∗-algebra and D = {
∑n

i=1 xiyi : n ∈ N, xi, yi ∈ E}, then D is
dense in E and for every x ∈ E and y ∈ D we have ⟨x, y⟩ = ⟨y∗, x∗⟩ =
⟨y, x⟩. Since D is dense in E we conclude that ⟨x, y⟩ = ⟨y∗, x∗⟩ = ⟨y, x⟩
for every x, y ∈ E. For more details about H∗-algebras see [1].

Hilbert C∗-modules are extensions of Hilbert spaces, where the scalar
field C is replaced by a C∗-algebra.

Definition 1.1. Suppose A is a C∗-algebra andM is a right A-module.
M is called pre-Hilbert A-module or pre-Hilbert C∗-module over C∗-
algebra A, if there exists a sesquilinear form ⟨ , ⟩ :M×M −→ A with
the following properties

i) ⟨x, x⟩ ≥ 0 (i.e. ⟨x, x⟩ is a positive element of C∗-algebra A);
ii) ⟨x, x⟩ = 0 implies x = 0;
iii) ⟨y, x⟩ = ⟨x, y⟩∗;
iv) ⟨x, ya⟩ = ⟨x, y⟩a,

for each x, y,∈M and a ∈ A.

The map ⟨ , ⟩ is called A-valued inner product. LetM be a pre-Hilbert

A-module and x ∈M . Put ||x||M = ||⟨x, x⟩|| 12 . The function ||.||M is a
norm on M . A pre-Hilbert A-module M is called a Hilbert A-module
or a Hilbert C∗-module over C∗-algebra A, if it is complete with respect
to the norm ||.||M . For details see [3].

It is natural to ask what happens if one replace the C-valued inner
product of an H∗-algebra, with an A-valued inner product, where A is
a C∗-algebra. In fact if we do this, the underlying Banach space of E
(which is a Hilbert space) will be a Hilbert A-module.

Definition 1.2. An extended H∗-algebra E over C∗-algebra A is a
Banach algebra which satisfies the following properties:

i) The underlying Banach space of E is a Hilbert A-module.
ii) For each x ∈ E there is an element of E, denoted by x∗ and

called the adjoint of x, such that ⟨xy, z⟩ = ⟨y, x∗z⟩ and ⟨yx, z⟩ =
⟨y, zx∗⟩ for all y, z ∈ E.

iii) ⟨xa, y⟩ = ⟨x, ya∗⟩ for every x, y ∈ E and a ∈ A.

A proper extended H∗-algebra over C∗-algebra A is an extended H∗-
algebra over C∗-algebra A which satisfies the following two equivalent
properties:

i) The only x in E such that xE = 0 is x = 0
ii) The only x in E such that Ex = 0 is x = 0

In a proper extendedH∗-algebra, every element has a unique adjoint,
so the map ∗ : E −→ E which maps x to its adjoint (i.e. x∗) is an
involution on E. If E is a proper extended H∗-algebra over C∗-algebra
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A and D = {
∑n

i=1 xiyi : n ∈ N, xi, yi ∈ E}, then D is dense in E and
⟨x, y⟩ = ⟨y∗, x∗⟩ = ⟨y, x⟩∗ for every x, y ∈ E.

Definition 1.3. An element x in a proper extended H∗-algebra over
C∗-algebra A is called self-adoint if x∗ = x.

Remark 1.4. If E is a proper extended H∗-algebra over C∗-algebra
A and x, y ∈ E then if for every z ∈ E we have ⟨x, z⟩ = ⟨y, z⟩ or
⟨z, x⟩ = ⟨z, y⟩ then x = y. Also if y, z ∈ E and for every x ∈ E,
xy = xz then y = z

Lemma 1.5. If E is a proper extended H∗-algebra over C∗-algebra A
then for every x, y ∈ E and a ∈ A we have (xy)a = x(ya) = (xa)y.

Proof. For every z in E we have

⟨(xy)a, z⟩ = a∗⟨xy, z⟩ = a∗⟨x, zy∗⟩ = ⟨xa, zy∗⟩ = ⟨(xa)y, z⟩,
now by above remark (xy)a = (xa)y. On the other hand

⟨(xy)a, z⟩ = a∗⟨xy, z⟩ = a∗⟨y, x∗z⟩ = ⟨ya, x∗z⟩ = ⟨x(ya), z⟩.
So (xy)a = x(ya). □
Lemma 1.6. If E is a proper extended H∗-algebra over C∗-algebra A
then for every x ∈ E and a ∈ A we have (xa)∗ = x∗a∗.

Proof. We have

⟨y, z(xa)∗⟩ = ⟨y(xa), z⟩ = ⟨(yx)a, z⟩ = ⟨yx, za∗⟩ = ⟨y, (za∗)x∗⟩
= ⟨y, z(x∗a∗)⟩.

□

2. Main results

If M is a proper extended H∗-algebra over C∗-algebra A, then M
has a self adjoint element e such that ||e|| = 1, since if x is a non-zero
element of M , then xx∗ is self adjoint and if one put e = xx∗

||xx∗|| then e

is self adjoint. Moreover for every such element the map φe :M −→ A
which maps x to ⟨e, x⟩ is a bounded A-linear map since

||φe(x)|| = ||⟨e, x⟩|| ≤ ||e||||x|| = ||x||,
so we have ||φe|| ≤ 1. A-linearity of φe is straightforward.

Lemma 2.1. If M is a proper extended H∗-algebra over C∗-algebra A
and e is a unital self adjoint element ofM and one define . :M×M −→
M ; (x, y) 7→ x.y = xφe(y) = x⟨e, y⟩, then with the above multiplication
M is a normed algebra.
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Lemma 2.2. If M is a proper extended H∗-algebra over C∗-algebra A
and . :M ×M −→M ; (x, y) 7→ x.y = x⟨e, y⟩, then (x.y)∗ = x∗.y∗

Theorem 2.3. Suppose M is a proper extended H∗-algebra over C∗-
algebra A, then M or a quotient of M has a C∗-algebraic structure.

Remark 2.4. If M is a C∗-algebra, then it is an extended H∗-algebra.
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Abstract. Interval matrix is one of the new branches of applied
mathematics that in recent years are studied many in papers. We
extend this theory to matrices with entries belong special C*-
algebras.

1. Introduction

By defining a relation on a C*-algebra we tried that extend an inter-
val matrix to the interval matrix whose entries belong to an arbitrary
C*-algebra. In general this relation is not a totally ordered set, but
with regarding an special C*-algebra we obtain an extended interval
matix , Such that we can extend the results of the interval matrix to
this extended theory. T. Nimala and et.al in 2011, presented a paper on
interval matrix [5] . In this paper for instance we extend some results
of Nirmala’s paper to this theory.
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2. Main results

Definition 2.1. Let A is an algebra, We say that a ∈ A is invertible
if there is an element b in A such that ab = ba = 1 . In this case b is
unique and written a−1 .

Definition 2.2. An involution on an algebra A is a conjugate-linear
map a 7→ a∗ on A, such that a∗∗ = a and (ab)∗ = b∗a∗ for all a, b ∈ A.
The pair (A, ∗) is called an involutive algebra, or a *-algebra. A Banach
*-algebra is a *-algebra A together with a complete submultiplicative
norm such that ∥ a∗ ∥=∥ a ∥ (a ∈ A). If in addition, A has a unit 1
such that ∥ 1 ∥= 1 , we call A a unital Banach *-algebra.
A, C*-algebra is a Banach *-algebra such that ∥ a∗a ∥=∥ a ∥2 (a ∈
A).An element a of a C*-algebra A is called hermitian if a = a∗ and
is called positive if is hermitian and σ(a) ⊆ R+. We write a ≥ 0 to
mean that a is positive, and denote by ASa and A

+ respectively, the set
of hermitian elements and positive elements of A, if A is a C*-algebra,
we make ASa a poset by defining a ≤ b to be mean b− a ∈ A+.

Lemma 2.3. The sum of two positive elements in a C*-algebra is a
positive element.

Proof. See [4] □
Note that if Ω is any compact Hausdorff space and C(Ω) the algebra

of all continuous real function on Ω with componentwise operation and
conjulate as involution and supremum norm, then f(Ω) is positive if
and only if f(ω) ≥ 0 for all ω ∈ Ω and f is invertible if and only if
f never vanishes on Ω and in this case we denote the inverse of such
f ∈ C(Ω) by f−1 = 1

f
. from lemma 2.3, the relation ≤ on a C*-

algebra is transitive and obviously is reflexive and furtheremore since
A+ ∩ −A+ = {0} this relation is antisymmetric and therefore is a
partially ordered set .Note that if f, g ∈ C(Ω), then the function h1, h2
defined by

h1(x) = min{f(x), g(x)} =
f(x) + g(x)− |f(x)− g(x)|

2

and

h2(x) = max{f(x), g(x)} =
f(x) + g(x) + |f(x)− g(x)|

2

are in C(Ω).
In this paper, Mm×n denotes the set of all m × n matrices with entry
belong C(Ω)+ and never vanishes on Ω ,in which C(Ω)+ is the set of
all positive element in C(Ω) .
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Definition 2.4. Let A, A are two matrices in Mm×n such that A ≤ A
, then the set of matrices A = ⌈A,A⌉ = {A : A ≤ A ≤ A}, is called an
extended interval matrix, and the matrices A , A are called its bounds.
Comment : If A = (fi,j) and A = (fi,j), then A is the set of all matrices

A = (fi,j) satisfying

fi,j ≤ fi,j ≤ fi,j (i = 1, . . . ,m, j = 1, . . . , n) (∗)

It is worth noting that each coefficient may attain any value in its
interval (*) independently of the values taken on by other coefficients.
Notice that interval matrices are typeset in boldface letters.

Notation: In many cases it is more advantageous to express the data
in terms of the center matrix and radius matrix Ac =

1
2
(A+A) (1)

and ∆ = 1
2
(A− A) (2)

which is always nonnegative.
Comment : From (1), (2) we easily obtain that A = Ac + ∆ and
A = Ac −∆.
So that A can be given either as ⌈A,A⌉, or as A = ⌈Ac −∆, Ac +∆⌉ .
In the sequel we employ both forms and we switch freely between them
according to which one is more useful in the current context. If both
X and Y are arbitrary intervals in C(Ω) , the most important bases
arithmetic operators are summarized as follows:
(a)X + Y = ⌈f, f⌉+ ⌈g, g⌉ = ⌈f + g⌉+ ⌈f + g⌉
(b)X − Y = ⌈f, f⌉ − ⌈g, g⌉ = ⌈f, f⌉+ ⌈−g, g⌉ = ⌈f − g, f − g⌉
(c)S(x) = {f(x)g(x), f(x)g(x), f(x) g(x), f(x) g(x)}
h1(x) = min{S(x) : x ∈ Ω}
h2(x) = max{S(x) : x ∈ Ω}
(d)X.Y = ⌈h1, h2⌉
(e) 1

X
= ⌈ 1

f
, 1
f
⌉ in which for each x ∈ Ω , f(x) < 0, f(x) > 0 i.e an

interval X is invertible if and only if for each x ∈ Ω, 0 is not element
of ⌈f(x), f(x)⌉.
(f)X

Y
= X.( 1

Y
).

Definition 2.5. Let A be a square interval matrix. The adjoint matrix
A∗ of A is the transpose of the matrix of cofactors of the elements of
A. That is, A∗ = adj(A) = (gij), where gij = (−1)i+j|Aij| for all
i, j = 1, 2, . . . , n. We set detA = |A| =

∑
fijAijwhere Aij is the (i, j)−

cofactor of with usual meaning. It is easy to see that most of the
properties of determinants of classical matrices are hold good (up to
equivalent) for the determinants of extended interval matrices under
the modified interval arithmetic.
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Definition 2.6. A square interval matrix A is said to be non singular
or regular if |A| is invertible. Alternatively, a square matrix A is said
to be invertible if |A| is invertible .

Example 2.7. Let A = ⌈A,A⌉ =
(

⌈1, 2⌉ ⌈3, 4⌉
⌈−9, 1⌉ ⌈8, 10⌉

)
We extended in-

terval matrix with constant function as entries .Then |A| = ⌈1, 2⌉⌈8, 10⌉−
⌈3, 4⌉⌈−9, 1⌉ = ⌈8, 20⌉− ⌈36, 4⌉ = ⌈8, 20⌉+ ⌈−4, 36⌉ = ⌈4, 54⌉. We see
0 is not element of |A| = ⌈4, 54⌉ and hence |A| is invertible. So that A
is regular.

Definition 2.8. For any A ∈ Mm×n, if |A| is invertible, then the
common solution of equations AX = I and XA = I is called the

inverse of |A| and is denoted by A−1 = adj(A)
|A| = A∗

|A| =
A∗

dual(|A|)

Theorem 2.9. Let A∗ be the adjoint matrix of A ∈ Mm×n . Then
AA∗ = A∗A = |A|I.

Proof. Let A = (fij),A∗ = (gij) so that gij = Aji. Then for i, j =
1, . . . , n, we have

(AA∗)ij =
n∑
k=1

fikgkj =
n∑
k=1

fikAkj = |A|δij = |A|I (∗)

and

(AA∗)ij =
n∑
k=1

gikfkj =
n∑
k=1

fkjAki = |A|δij = |A|I (∗∗)

From equations (*) and (**), we see that AA∗ = A∗A = |A|I. □
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Abstract. By real matrices which have the Perron-Frobenius
(resp. strong Perron-Frobenius) property, we have two collections
of real matrices WPFn and PFn. We extend here the collections
WPFn and PFn to complex matrices. Also, we state here some
sufficient conditions and some necessary and sufficient conditions
for a complex matrix to be in WPFn or PFn.

1. Introduction

In 1907, Perron [5] proved that, if A is an n × n entrywise positive
matrix, then ρ(A) > 0 is an eigenvalue of A and it has an entrywise
positive eigenvector with respect to ρ(A). Later in 1912, Frobenius
[2] extend this result to irreducible n × n matrices with all nonnega-
tive entries, and the associated eigenvectorx is now called the Perron-
Frobenius eigenvector. Recently, in 2012, Noutsos and Varga [4] stated
two extensions of this property to complex matrices.

As in [4], there are two types (Type I and Type II) of extensions of
the Perron-Frobenius property to complex matrices. By λi, i = 1, . . . n,
we mean n eigenvalues of an n × n complex matrix. For extension of
Type I, we have

2010 Mathematics Subject Classification. Primary 15A18.
Key words and phrases. Perron-Frobenius property, eventually positive matrices,

eventually nonnegative matrices.
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Definition 1.1. We say that λ1 is a dominant eigenvalue of A ∈ Cn×n

if it is a largest in modulus eigenvalue, i.e., |λ1| ≥ |λi|, i = 1, . . . , n so
that |λ1| = ρ(A).

Definition 1.2. A matrix A ∈ Cn×n has the Perron-Frobenius property
if it has an eigenvalue λ1 = ρ(A) > 0, and an associated nonzero column
eigenvector x, which has all nonnegative components. This vector is
called right Perron-Frobenius eigenvector of A.

Definition 1.3. A matrix A ∈ Cn×n has the strong Perron-Frobenius
property if it has a simple eigenvalue λ1, with |λ1| > |λi|, for all re-
maining eigenvalues λi, i = 2, . . . , n, of A, so that λ1 = ρ(A) > 0, and
to λ1, there corresponds a column eigenvector x, which has all posi-
tive components. this vector is called a strong right Perron-Frobenius
eigenvector.

For extension of Type II, we have the following two definitions from
[4],

Definition 1.4. A matrix A ∈ Cn×n has the complex Perron-Frobenius
property if it has a dominant eigenvalue λ1, which is positive and its
associated (nonzero) eigenvector x can be chosen so that Rex ≥ 0, i.e.,
if x = [x1 x2 . . . xn], then Rexj ≥ 0 for all j = 1, . . . , n. The vector x
is called the complex right Perron-Frobenius eigenvector.

Definition 1.5. A matrix A ∈ Cn×n has the strong complex Perron-
Frobenius property if it has a dominant eigenvalue λ1 which is positive,
simple, with λ1 > |λi|, i = 2, . . . , n, and for the associated eigenvector
x, there holds: Rex > 0, i.e., Rexj > 0 for all j = 1, . . . , n. This vector
x is called a strong complex right Perron-Frobenius eigenvector.

2. main results

We define two collections of complex matrices which have the Perron-
Frobenius or complex Perron-Frobenius property. Actually, these are
extensions of WPFn and PFn of real matrices. For more information
about WPFn and PFn of real matrices, we refer the reader to [1] and [3].
We denote by WPFn the set of all matrices A ∈ Cn×n such that ρ(A)
is an eigenvalue of A and A has left and right nonnegative eigenvectors
with respect to ρ(A). Also, we define PFn, the collection of all matrices
A ∈ Cn×n such that ρ(A) is a positive, simple and strictly dominant
eigenvalue of A, also, A has left and right positive eigenvectors with
respect to ρ(A).

The superscript∗ stands for the conjugate transpose of a matrix or a
vector.
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Theorem 2.1. The following assertions are true
(i) A ∈ WPFn if and only if A and A∗ posses the Perron-

Frobenius property.
(ii) A ∈ PFn if and only if A and A∗ posses the strong Perron-

Frobenius property.

The results of this paper depends on Theorem 2.2 from [4], which
follows.

Theorem 2.2. [4] Assume that both the matrices A ∈ Cn×n and A∗

have the Perron-Frobenius property, with the dominant eigenvalue λ1 =
ρ(A) = ρ(A∗) being simple with λ1 > |λi(A)| = |λi(A∗)|, for all i =
2, 3, . . . , n, and that X and Y are, respectively, the normalized right
and left Perron-Frobenius. Then,

lim
k→∞

1

λk1
Ak = xyT ≥ 0.

Moreover, if A and A∗ both have the strong Perron-frobenius property,
then there exists a positive integer k0 such that Re(Ak) > 0 for all
k ≥ K0.

Following, we introduce two types (Type I and Type II) of extensions
of eventually nonnegative (or positive) to complex matrices.

Definition 2.3. (Type I) A complex n×nmatrix A is called eventually
nonnegative (resp. positive) if there exists a nonnegative integer k0 such
that Ak ≥ 0 (resp. Ak > 0) for all k ≥ k0.

Definition 2.4. (Type II) A complex n×n matrix A is called complex
eventually nonnegative (resp. positive) if there exists a nonnegative
integer k0 such that Re(A)k ≥ 0 (resp. Re(A)k > 0) for all k ≥ k0.

Following, we extend Theorem 1 from [3].

Theorem 2.5. A complex matrix A is in PFn if and only if A is
eventually positive.

Theorem 2.6. Assume that A ∈ Cn×n and ρ(A) is simple and strictly
dominant then A ∈ WPFn if and only if A is eventually nonnegative.

Theorem 2.7. Let A ∈ Cn×n be nonnilpotent, and let A be complex
eventually nonnegative. Then, A and A∗ have the complex Perron-
Frobenius property.
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Abstract. In this paper we introduce the concept of b-bounded
linear operator on a b-Hilbert space and investigate adjointability
of it. Then we define b-numerical range of these operators and
state some properties of them.

1. Introduction

The concept of 2-inner product spaces have been extensively studied
by many authors ([2, 4, 5]). Let X be a linear space of dimension
greater than 1 over the field k(= R or C). Suppose ∥., .∥ is a real-
valued function on X ×X satisfying the following conditions:
a) ∥x, y∥ ≥ 0 and ∥x, y∥ = 0 if and only if x and y are linearly
dependent.
b) ∥x, y∥ = ∥y, x∥ for all x, y ∈ X.
c) ∥λx, y∥ = |λ|∥x, y∥ for all λ ∈ k and all x, y ∈ X.
d) ∥x+ y, z∥ ≤ ∥x, z∥+ ∥x, z∥ for all x, y, z ∈ X.
Then ∥., .∥ is called a 2-norm on X and (X, ∥., .∥) is called a linear 2-
normed space. For a fixed b ∈ X, pb(x) = ∥x, b∥, x ∈ X is a seminorm
on X. If A ⊆ X, is closed in the seminormed space (X, ∥., b∥), then we
say A is b-closed.
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Let b, x, y ∈ X and A be a subspace of X. Then x is said to be b-
orthogonal to y if ∥x, b∥ ̸= 0 and for all scalars α, ∥x, b∥ ≤ ∥x+ αy, b∥
and y ̸= b. In this case we write x ⊥b y. If M1 and M2 are subsets of
X, then we say M1 is b-orthogonal to M2 if x ⊥b y for each x ∈ M1

and y ∈ M2. If b ∈ X\x − A, then we say y0 is b-best approximation
for x ∈ X, if x− y0 ⊥b A. The set A is called b-Chebyshev if for every
x ∈ X\A + Lb (the subspace generated by b is denoted by Lb),there
exists a unique b-best approximation for x.
Let X be a linear space with dim(X) > 1. Suppose that ⟨., .|.⟩ is
a k-valued function defined on X × X × X satisfying the following
conditions:
a) ⟨x, x|z⟩ ≥ 0 and ⟨x, x|z⟩ = 0 if and only if x and z are linearly
dependent,
b) ⟨x, x|z⟩ = ⟨z, z|x⟩,
c) ⟨x, y|z⟩ = ⟨y, x|z⟩,
d) ⟨αx, y|z⟩ = α⟨x, y|z⟩,
e) ⟨x+ x′, y|z⟩ = ⟨x, y|z⟩+ ⟨x′, y|z⟩,
where α ∈ k and x, y, z ∈ X. Then ⟨., .|.⟩ is called a 2-inner product
on X and (X, ⟨., .|.⟩) is called a 2-inner product space. We can define

a 2-norm on X ×X by ∥x, y∥ = ⟨x, x|y⟩ 1
2 , where x, y ∈ X. Let b ∈ X,

x, y ∈ X−Lb and A ⊆ X. Then x ⊥b y if and only if ⟨x, y|b⟩ = 0 and we
mean by b-orthogonal complement of A which is denoted by A⊥

b , the set
of elements x ∈ X in which ⟨x, y|b⟩ = 0, for all y ∈ A. Also we have the
Cauchy-Schwarz inequality ⟨x, y|b⟩2 ≤ ∥x, b∥2∥y, b∥2 for every x, y ∈ X.
A sequence {xn}n∈N in X is b-Cauchy (b-convergent) sequence if it is
Cauchy (convergent) in the seminormed space (X, ∥., b∥). We call X is
b-Hilbert if every b-Cauchy sequence is b-convergent. Recall that every
non empty b-closed, convex A in a b-Hilbert space X with A ∩ ⟨b⟩ = ∅
is b-Chebyshev and if A is a b-Chebyshev subspace of X with A∩⟨b⟩ =
{0}, then X = A⊥

b ⊕ A ([5]).

Example 1.1. The set R2 of all ordered pairs on R with the point-
wise addition and scalar multiplication and ⟨(a1, a2), (b1, b2)|(c1, c2)⟩ =
a1b1c

2
2 + a2b2c1, is a (1, 0)-Hilbert space, where a1, a2, b1, b2, c1, c2 ∈ R.

In fact we have
(i) ⟨(a1, a2), (a1, a2)|(1, 0)⟩ = a22 ≥ 0 and it is equal to zero if and only
if a2 = 0. This implies that (a1, a2), (1, 0) are linearly dependent.
(ii) ⟨λ(a1, a2) + (a3, a4), (b1, b2)|(1, 0)⟩ = λ⟨(a1, a2), (b1, b2)|(1, 0)⟩+
⟨(a3, a4), (b1, b2)|(1, 0)⟩ = λa2b2 + a4b2.

(iii) ⟨(a1, a2), (b1, b2)|(1, 0)⟩ = ⟨(b1, b2), (a1, a2)|(1, 0)⟩ = a2b2.
(iv) ⟨(a1, a2), (a1, a2)|(1, 0)⟩ = ⟨(1, 0), (1, 0)|(a1, a2)⟩ = a22.

Also ∥(a1, a2), (1, 0)∥ = ⟨(a1, a2), (a1, a2)|(1, 0)⟩
1
2 = |a2|.
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Now if {(an, bn)}n∈N is a (1, 0)-Cauchy sequence, then {bn}n∈N is a
Cauchy sequence in R and so limn→∞ bn = b0 for some b0 in R. An
easy verification shows that ∥(an, bn) − (0, b0), (1, 0)∥ = |bn − b0| → 0
as n tends to infinity.

Let X be a vector space and b, y1, y2 ∈ X. Then y1 is said to be b-
congruent to y2, if y1−y2 ∈ Lb. In this paper we introduce the concept
of b-bounded linear operator on a b-Hilbert space and investigate ad-
jointability of it. Then we define b-numerical range of these operators
and state some properties of them.

2. Main results

Definition 2.1. Let X be a b-Hilbert space and T : X → X be a linear
operator. We say that T is b-bounded if T invariants the subspace
generated by b, i.e. T (Lb) ⊆ Lb and there exists M > 0, in which
∥T (x), b∥ ≤ ∥x, b∥ for each x ∈ X. In this case we define ∥T∥, infimum
of such M . One can see that ∥T∥ = sup{∥T (x), b∥ : ∥x, b∥ ≤ 1}. Also
the linear functional f : X → C is b-bounded if T (Lb) = {0} and there
exists M > 0, in which |f(x)| ≤ ∥x, b∥ for each x ∈ X.

Example 2.2. Let X be (1, 0)-Hilbert space in the Example 1.1 and
T : X → X be defined by T ((a1, a2)) = λ(a1, a2) for some λ ∈ R
and S : X → X be defined by S((a1, a2)) = (a1 + a2, 0). Obviously
T, S are linear operators and invariants L(1,0). On the other hand
∥T ((a1, a2), (1, 0))∥ = ∥λ(a1, a2), (1, 0)∥ = |λa2| = |λ|∥(a1, a2), (1, 0)∥
and ∥S((a1, a2)), (1, 0)∥ = ∥(a1 + a2, 0), (1, 0)∥ = 0. So T, S are (1, 0)-
bounded.

Slightly modification in the proof of Theorem 3.5. of [4] gives the
following theorems.

Theorem 2.3. Let A be a b-closed subspace of a b-Hilbert space X, in
which A∩Lb = {0}, and T be a b-bounded linear functional on X with
f(A⊥

b ) = {0}. Then there exists a unique y ∈ A up to b-congruent such
that f(x) = ⟨x, y|b⟩ and ∥f∥ = ∥y, b∥.

Theorem 2.4. Let A be a b-closed subspace of a b-Hilbert space X, in
which A ∩ Lb = {0}, and T : X → X be a b-bounded linear operator
with T (A⊥

b ) = {0}. Then there exists a b-bounded linear operator T ∗ :
X → X in which ⟨T (x), y|b⟩ = ⟨x, T ∗(y)|b⟩ for every x, y ∈ X.

The operator T ∗ in the above theorem is called b-adjoint of T and
b-adjointable operator U is called b-unitary, if UU∗ = U∗U = I. Let X
be a b-Hilbert space and Mb the algebriac complement of Lb in X. So
Lb ⊕Mb = X. We define semi definite inner product ⟨x, y⟩b = ⟨x, y|b⟩
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on X for each x, y ∈ X. It is well known that this semi inner product
induced an inner product on the quotient space X

Lb
as ⟨x+Lb, y+Lb⟩ =

⟨x, y⟩b for each x, y ∈ X. By identifying X
Lb

by Mb in obvious way, we

obtain an inner product on Mb. Define ∥x∥ = ⟨x, x⟩
1
2
b for each x ∈ X.

Then (Mb, ∥.∥) is a normed space. LetXb be the completion of the inner
product spaceMb ([1]). Let T : X → X be a b-bounded linear operator,
then Tb : Xb → Xb defined by Tb(limn→∞ xn+Lb) = limn→∞ T (xn)+Lb
is well defined. Since {xn + Lb} is a Cauchy sequence in Xb. We show
that {Tb(xn+Lb)} is a Cauchy sequence in Xb and so convergent. For,
∥T (xn − xm) + Lb∥ = ∥T (xn − xm)∥b = ∥T (xn − xm), b∥ ≤ ∥T∥∥xn −
xm, b∥ → 0 as n→ ∞.

Definition 2.5. Let X be a b-Hilbert space and T : X → X be a b-
bounded linear operator. We define b-numerical range of T and denote
it by Wb(T ), the set {⟨T (x), x|b⟩ : ∥x, b∥ = 1}. It is obvious that
Wb(T ) = Wb(Tb).

In the Example 2.2, W(1,0)(T ) = {λ2} and W(1,0)(S) = {0}. Note
that T(1,0) = ((a1, a2) + L(1,0)) = λ(0, a2) + L(1,0). So by relating every
b-bounded linear operator T to a bounded linear operator Tb, one can
see that the results of numerical ranges hold in the b-Hilbert spaces.
For instance we have the following theorem.

Theorem 2.6. Let T : X → X be a b-bounded linear operator a b-
Hilbert space X. Then we have
(a) Wb(α + βT ) = α + βWb(T ).
(b) if T has a b-adjoint, then Wb(T

∗) = {λ : λ ∈ Wb(T )}.
(c) if U is a b-unitary operator, then Wb(U

∗TU) = Wb(T ).
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Abstract. Here, we show how we can improve the efficiency of
the QR based Turnback method, for computing a sparse null space
basis of a large and sparse matrix, by using the concepts of the
matching theory of bipartite graphs. Then, we present numerical
results to justify the efficiency of the resulting algorithm.

1. Introduction

Let A ∈ Rm×n be a sparse and large matrix that has full rank, where
m < n. If N ∈ R(n−m)×n has full rank and satisfies AN = 0, then N is
called a null space basis of A. In the following we will call the individ-
ual columns of N , a null vector. One efficient algorithm for computing
a sparse null space basis is the Turnback method [4]. Here, we examine
the effect of the Dulmage-Mendelsohn decomposition on the efficiency
of the QR-based Turnback method. The Dulmage-Mendelsohn decom-
position is a canonical decomposition of bipartie graphs, which gives
us some sparse submatrices of A, named the Head part and the Body
part. On the other hand, if we compute a null space basis for the Head
part of A, then, we can use it to derive a null space of A. Therefore, one
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idea for improving the efficiency of the Turnback method is to first ap-
ply the Dulamge-Mendelsohn decomposition of A to compute its Head
part and apply the Turnback method to compute a sparse null space
basis for the Head part of A. In section 1, we describe the QR-based
Turnback method. In section 2, we explain the Dulmage-Mendelsohn
decomposition and consider its relation to the null space basis algo-
rithms. In section 3, we present some Tables of numerical results to
justify the efficiency of our proposed algorithm.

2. QR-based Turnback method

In this section, we describe the QR-based Turnback method. Let A =
(a1, a2, · · · , an), where aj denotes the jth column of A. The column as
is called a start column, if it is linearly dependent on the lower-indexed
columns .i.e if the ranks of (a1, a2, · · · , as) and (a1, a2, · · · , as−1) are
equal. Note that the coeficients of this linear dependency give a null
vector whose highest-indexed nonzero is in position s. It is easy to
see that the number of start columns is n −m .i.e. the dimension of
the null space of A. For more explanation, let the scalars λ1, · · · , λs−1

be so that λ1a1 + · · · + λs−1as−1 = as. Set x = (x1, ..., xn)
T , where,

if j = 1, ..., s − 1 then xj = λj, xs = 1 and for j = s + 1, · · · , n we
have xj = 0. Clearly, the vector x is a null vector of A. We can use
the QR decomposition algorithm, to obtain the start columns of A.
Let A = QR, then, as is a start column if the higest nonzero position
in column s of R is no larger than the highest nonzero position in
earlier columns of R. After the determination of the start columns,
the QR-based Turnback method finds one null vector for each start
column. Let as be the start column, then, the Turnback method starts
with the column s and finds thee smallest k for which columns as,
as−1, ..., as−k are linearly dependent. The nonzero entries of the null
vector are among positions s− k through s. If the value of k is small,
for most of the start columns, then, the resulting null basis have small
number of nonzero entries. To guarantee the linear independency of
generated null vectors we do not let the start column as to participate
in the dependency, relating to the sequent null vectors. Based on the
above considerations, in the QR-based Turnback method, we apply
the QR decomposition algorithm, to find the start columns and for
each start column, we compute a null vector so that the computed
null vectors are linearly independent. To find a null vector, using the
start column as, we form a set of active columns Ac. At first Ac just
contains the start column as. Then, we choose an inactive column ac,
c < s. If ac is linearly independent of the columns in Ac − {as}, then,
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we add ac to Ac. Otherwise, we stop, Ac is the desired set of indices
of independent columns. The linear dependence or independence is
determined by using the QR factorization algorithm. Note that small
cardinality of the active sets Ac, will lead to sparse null vectors.

3. Dulmage-Mendelsohn decomposition

In this section we explain the Dulmage-Mendelsohn decomposition
and its relation to sparse null space problem. Given a large and sparse
matrix A ∈ Rm×n (m < n) with rank(A) = m, assume that we can

partition A so that the resulting algorithm has the form A =

[
B 0
0 H

]
where, B ∈ Rm1×n1 , H ∈ Rm2×n2 , m2 < n2, m1+m2 = m and n1+n2 =
n. The Dulmage-Mendelsohn decompsition, provide us with such a
partition [1, 2]. B is called he Body part and H is called the head part
of A. To explain the Dulmage- Mendelsohn decomposition let M be
an arbitrary matching of A and G = (C,R,E) be the nipartite graph
of A, where the vertex set C, corresponds to the columns of A and the
vertex set R corresponds to rows of A. The edge e = (i, j) belongs to
E iff the entry of A in row i and column j is nonzero. let CU be the set
of unmatched column indices, RU be the set of unmatched row indices.
RM(CU) be the set of all row indices that are reachable from some
unmatched column, CM(RU) be the set of all column indices that are
reachable from some unmatched row, CM(CU) be the set of all column
indices that are reachable from some unmatched column, RM(RU) be
the set of all row indices that are reachable from some unmatched row.
Let

CMM = C(C∪CM(CU)∩CM(RU)), RMM = R−(R∩RM(RU)∩RM(RU)).

Moreover, for simplicity in notation let C1 = CM(RU), C2 = CMM ,
C3 = CU ∩ CM(RU), R1 = RU ∩ RM(RU), R2 = RMM , R3 = RM(CU).
It can be shawn that the submatrix of A corresponding to R2 and C2

is the Body of A and the submatrix corresponding to R3 and C3 is the
Head part of A. If we compute a null space for the Head part of A i.e.
H, then we can use it to obtain a null space of A. Moreover, assuem
that v ∈ Rn2 is a null vector of H i.e. Hv = 0.Then, if we let v = [0, v]T
then, Av = 0 and v is a null vector for A.

4. Numerical results

In this section we present numerical results to investigate the effi-
ciency of the proposed algorithm of this manuscript. We implemented
the algorithms in Matlab envronment, using an 2.8 GHz Intell Corei7
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processor with 4 GB memory. In Table 1, we provided 19 coefficient
matrices, arising from real world applications, for which our proposed
algorithm generates a null space basis with less number of nonzero ele-
ments than the QR-based Turnback method as applied to the original
coefficient matrix. These 19 instances, are coefficient matrices from the
NETLIB set of test problems [3]. The NETLIB is a set of standard test
problems, arising from real world applications. In this table, m and n
denote the number of rows and number of columns of the coeffi- cient
matrix. nnz1 and t1 denote the number of nonzero elements and the
computing time (in seconds) for the null space generated by the QR-
bsed Turnback method when applied to the original coefficient matrix.
Similarly, nnz2 and t2 denote the number of nonzero elements and the
computing time for the null space generated by the the proposed al-
gorithm of this manuscript. For example for problem sc205, the QR-
based turnback method computes a nul space basis with 4724 number
of nonzeros while our proposed algorithm computes a nul space basis
with 1102 number of nonze- rosin approximately the same computing
time. For all test problems, the computing time os both algortihms are
aproximately, the same. This justifies the efficiency of our proposed
algorithm.

Table 1. Comparison between two algorithms

problem m n nnz1 t1 nnz2 t2
25fv47 821 1876 14005 1.84 11032 1.83
adlittle 56 118 861 0.03 763 0.04
sc205 205 317 4724 0.09 1102 0.10
sc105 105 163 1643 0.06 436 0.05

greenbeb 50 78 243 0.01 155 0.02
share1b 117 253 2780 0.27 1902 0.23
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Abstract. We present an efficient iterative method for solving
linear systems which the skew-symmetric part of their coefficient
matrix is dominant. This method is actually inner/outer iterations,
which employs the CGNR method as inner iteration to approxi-
mate each outer iterate. Convergence conditions of this method
are studied and numerical experiments show the efficiency of this
method and it’s preconditioned version.

1. Introduction

Consider system of linear equations

Ax = b, (1.1)

where A ∈ Rn×n is a large sparse matrix. The iterative solution of this
system requires some forms of splitting. Among these forms of splitting
which named Hermitian and skew-Hermitian splitting is

A = H + S, (1.2)
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where H = (A + AT )/2 and S = (A − AT )/2. When H dominates S,
we have ||H−1S||2 < 1 and may use nested splitting conjugate gradient
(NSCG) method [1]. But if S dominates H, it means that ||H−1S||2
is large and we cannot guarantee convergence of the NSCG method.
When the skew-symmetric part S is dominant, it is typically harder
to solve the linear system (1.1) and it is challenging from a numerical
point of view.

In this paper, we present an efficient iterative method, named NS-
CGNR, for case which the skew-symmetric component S dominates
the symmetric component H.

2. Main results

Consider the Hermitian and skew-Hermitian splitting (1.2). Since
the matrix S may be singular, we introduce a shift (α > 0) and define

A = (H − αI) + (S + αI) = Hα + Sα. (2.1)

Then the system of linear equations (1.1) is equivalent to

Sαx = b−Hαx.

Given an initial guess x(0) ∈ Rn, suppose that we have computed ap-
proximations x(1), x(2), · · · , x(l) to the solution x∗ ∈ Rn of the system
(1.1). Then the next approximation x(l+1) may be defined as either an
exact or an inexact solution of the system of linear equations

Sαx = b−Hαx
(l). (2.2)

Now we solve the system of linear equations (2.2) by the CGNR
method [3]. The parameter α should be chosen as the splitting (2.1)
satisfies the condition ρ(S−1

α Hα) < 1. The following lemma states an
inequality for the spectral radius of product of matrices.

Lemma 2.1. [2] Let H ∈ Rn×n (respectively S ∈ Rn×n) be a symmetric
(respectively skew-symmetric) matrix. If Hα = H−αI and Sα = S+αI
with α ∈ R+

0 , then

ρ(S−1
α Hα) ≤ ρ(S−1

α )ρ(Hα).

Now, consider the function f(α) = ρ(S−1
α )ρ(Hα). Assume that the

largest and the smallest eigenvalues of H are denoted by λmax and λmin,
respectively and let iν be the eigenvalue of S with smallest modulus.
Therefore, the spectral radii of Hα and S−1

α are

ρ(Hα) = max{|λmax − α|, |λmin − α|} and ρ(S−1
α ) = |ν2 + α2|−1.
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Without loss of generality we can assume that λmax > 0. Then,

f(α) =
1

2|α + iν|
(|2α− (λmax + λmin)|+ (λmax − λmin)) ,

and f has a single critical point at αc =
λmax+λmin

2
and

f(αc) =
λmax − λmin√

(λmax + λmin)2 + 4ν2
.

For a symmetric positive definite matrix B, we denote by κ(B) =
||B||2||B−1||2 its Euclidean condition number, and we define the || · ||B
norm of a vector x ∈ Rn as ||x||B =

√
xTBx. Then the induced || · ||B

norm of a matrix H ∈ Rn×n is define as ||H||B = ||B 1
2HB− 1

2 ||2. A =
B − C is called a contractive splitting if ||B−1C|| < 1 for some matrix
norm.

We can prove the following theorem for convergence of the NS-CGNR
method.

Theorem 2.2. Let A ∈ Rn×n be a nonsingular and non-symmetric
matrix, and A = Hα + Sα a contractive (with respect to the || · ||STαSα-
norm). Suppose that the NS-CGNR method is started from an initial
guess x(0) ∈ Rn, and produces an iterative sequence {x(l)}∞l=0, where
x(l) ∈ Rn is the lth approximation to the solution x∗ ∈ Rn of the system
of linear equations (1.1), obtained by solving the linear system (2.2)
with kl steps of CGNR iterations. Then
(a) ||x(l) − x∗||STαSα ≤ γ(l)||x(l−1) − x∗||STαSα , l = 1, 2, 3, · · · ,
(b) ||b− Ax(l)||STαSα ≤ γ̃(l)||b− Ax(l−1)||STαSα , l = 1, 2, 3, · · · ,
where

γ(l) = 2

(
κ(Sα)− 1

κ(Sα) + 1

)kl
(1+ϱ)+ϱ, γ̃(l) = γ(l)κ(Sα)

1 + ϱ

1− ϱ
, l = 1, 2, 3, · · ·

and ϱ = ||S−1
α Hα||STαSα = ||HαS

−1
α ||2.

Moreover, for some γ ∈ (ϱ, ϱ1) with ϱ1 = min{1, 2 + 3ϱ}, and

kl ≥
ln((γ − ϱ)/(2(1 + ϱ)))

ln((κ(Sα)− 1)/(κ(Sα) + 1))
, l = 1, 2, 3, · · · ,

we have γ(l) ≤ γ (l = 1, 2, 3, · · · ), and the sequence {x(l)}∞l=0 converges
to the solution x∗ of the system of linear equations (1.1). For ϱ ∈ (0, r),
which r is the positive root of quadratic equation κ(Sα)ϱ

2 + (κ(Sα) +
1)ϱ− 1 = 0, and some γ̃ ∈ ((1 + ϱ)ϱκ(Sα)/(1− ϱ), 1), and

kl ≥
ln(((1− ϱ)γ̃ − ϱ(1 + ϱ)κ(Sα))/(2(1 + ϱ)2κ(Sα)))

ln((κ(Sα)− 1)/(κ(Sα) + 1))
, l = 1, 2, 3, · · · ,

159



KHORSAND ZAK, TOUTOUNIAN, TOHIDI

we have γ̃(l) ≤ γ̃ (l = 1, 2, 3, · · · ), and the residual sequence {b −
Ax(l)}∞l=0 converges to zero.

To improve the performance of the NS-CGNR method, we use the
IC(0) preconditioner [3] and denote this preconditioned method with
PNS-CGNR. In the following example, we show the efficiency of the
NS-CGNR and PNS-CGNR methods versa the GMRES(20) method.

Example 2.3. The constant coefficient advection-diffusion equation is

−△u+ β
∂u

∂x
= f, (2.3)

with β ≥ 0 on the unit square (0, 1) × (0, 1) and Dirichlet conditions
prescribed on the boundary. The domain is discredited with mesh size
h and solved by the finite difference method. In the following table, we
report the number of total outer iterations and CPU time (in paren-
theses), and compare the NS-CGNR method and its preconditioned
variant with the GMRES(20) method. All iterations started from the
zero vector for initial x(0) and terminated when the current itrate sat-
isfies ||r(k)||2 ≤ 10−10||r(0)||2.

Table 1. Results for problem (2.3) with β = 105

h ||H||2 ||S||2 NS-CGNR PNS-CGNR GMRES(20)
1/32 6.3706e+3 3.1863e+6 5(0.018) 8(0.006) 21(0.047)
1/64 2.5566e+4 6.3927e+6 6(0.034) 9(0.010) 92(0.418)
1/128 1.0236e+5 1.2796e+7 27(0.109) 13(0.024) 391(1.953)
1/256 4.0956e+5 2.5598e+7 66(0.624) 17(0.063) 227(1.447)
1/512 1.6383e+6 5.1199e+7 67(1.652) 37(0.514) 140(1.738)

By focusing on the results presented in the Table 1, one can observe
that the NS-CGNR method is superior to the GMRES(20) method in
both term iteration numbers and CPU time. Moreover, the use of the
IC(0) precondition can induce accurate and effective.
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Abstract. In this paper we introduce the concept of fractional
derivatives and prolongation formula for this kind of derivatives.
Method of Lie group analysis are applied to investigate symmetry
properties of the fractional diffusion equations Dα

t u = (k(u)ux)x
for different orders of α(0 < α ≤ 1) and different types of deriva-
tives(integer, Riemann-Liouville and Caputo).

1. Introduction

Lie symmetry group theory is one of the most important methods
in analysis of differential equations in order to constructing the exact
solutions, mapping them to another solutions by linear transforma-
tions and symmetry reductions. Such Lie groups are invertible point
transformations that causing movement dependent and independent
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variables of the differential equations. Many PDEs in the applied sci-
ences are continuity equations which appear mathematical modeling.
In recent years, the fractional calculus is increasingly used as effective
tool to describe physical, chemical and biological processes. Most of
numerical method allows one to find solutions only for limited classes
of linear equations, but modern group analysis can be effectively used
to find exact solutions of this type of equations. Recently Gazizov et
al.(2007) adapted methods of Lie group for symmetry analysis to frac-
tional differential equations(FDE) and proposed prolongation formulas
for fractional derivatives. In this paper nonlinear fractional diffusion
equations Dα

t u = (k(u)ux)x, are considerd whit α(0 < α ≤ 1), that de-
scribe the processes of subdiffusion for α ∈ (0, 1) and normal diffusion
for α = 1, It is noteworthy, we utilize of Riemann-Liouville type for
fractional derivative .

2. Main results

Suppose ∆(x, un, uα) be a fractional differential equation defined over
the total space M = X ×U , whose coordinates represent the indepen-
dent and dependent variables and the derivatives of dependent variables
up to integer order n and faractional value α, that is called the n+α-th
order jet space on the underlying space X ×U . In nonlinear fractional
diffusion equations

Dα
t u = (k(u)ux)x, (2.1)

u is a function of independent variables t and x, ux =
∂u
∂x

and Dα
t u is

fractional derivatives of u with respect to t which can be of Riemann-
Liouville type

Dα
t u(x, t) =

1

Γ(m− α)

∂m

∂tm

∫ t

0

u(x, z)

(t− z)α+1−mdz,

that Γ(z) =
∫∞
0

exp(−t)tz−1dt, Specially for n ∈ Z Γ(n + 1) = n!
also 0 < m − 1 < α ≤ m for m ∈ N. one of important property is
the generalized Leibnitz rule in fractional derivatives [4]

Dα
t (f(t)g(t)) = Σ∞

n=0C(α, n)D
α−n
t f(t)Dn

t g(t). (2.2)

A local invertible group transformation acting on M is given by one
parameter Lie group

G : I ×M −→M I ⊆ R,

(a, (x, u)) 7→ φ(a) = (x1 + aξ1(x, u) +O(a2), ...).
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Let C−curve is the graph of G onM , that at each it’s point the tangent
vector

v = φ̇(a) =
dφ

da

∣∣∣
a=0

=

p∑
i=1

ξi(x, u)∂xi +

q∑
α=1

ηα(x, u)∂uα ,

be infinitesimal transformation of G in g that act on independent and
dependent variables and the derivatives of dependent variables, namely
M×U (1). G is a symmetry group which transforms solutions of the sys-
tem to other solutions. According to Lie theory, the construction of the
symmetry group G is equivalent to determination of it’s infinitesimal
transformations

x = t+ aξ1(x, t, u), t = t+ aξ2(x, t, u), u = t+ aη(x, t, u), (2.3)

so v = ξ1(x, t, u) ∂
∂x

+ ξ2(x, t, u) ∂
∂t
+η(x, t, u) ∂

∂u
is in g. For determining

symmetry group through the classical infinitesimal symmetry condi-
tion, we must check the following system

Pr(n+α)v
[
∆(x, un, uα)

]
= 0 whenever ∆(x, un, uα) = 0, (2.4)

where Pr(n+α)v that called (n+ α)− th prolongation of v is

Pr(n+α)v = ξ1
∂

∂x
+ ξ2

∂

∂t
+ η

∂

∂u
+ ξ3

∂

∂ux
+ ξ4

∂

∂uxx
+ ξα

∂

∂Dα
t u
, (2.5)

To construct prolongation V we must apply generalization of (2.3) to
usual partial derivatives ux, uxx and Dα

t u, according to [4] we have

ux(x, t) = ux(x, t) + a(ξ3) + o(a),
uxx(x, t) = uxx(x, t) + a(ξ4) + o(a),

where ξ3 and ξ4 are defined by prolongation formula

ξ3 = Dxη − utDxξ
2 − uxDxξ

1,
ξ4 = Dxξ

3 − uxtDxξ
2 − uxxDxξ

1,

now according to [5] we can determine infinitesimal transformations
of fractional derivatives, that depend on the type of derivatives. In
Riemann-Liouville type we have

Dα
t u(x, t) = Dα

t u(x, t) + aξα + o(a),

where
ξα = Dα

t (η) + ξ1Dα
t (ux)− Dα

t (ξ
1ux)

+Dα
t (Dt(ξ

2)u)− Dα+1
t (ξ2u) + ξ2Dα+1

t (u),

The general case ξα depends on x, t, u, derivatives ut, utt,... and
on an infinite set of the fractional derivatives Dα−n

t u, Dα−n
t ux(n =
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0, 1, 2, ...).Therefore

Prn+αv
[
∆(x, un, uα)

]
= Prn+αv(−Dα

t u+ (k(u)ux)x
= Prn+αv(−Dα

t u+ k′(u)u2x + k(u)uxx)
=
[
− ξα + η(k′′(u)u2x + k′(u)uxx) + 2uxk

′(u)ξ3 + k(u)ξ4
]∣∣

∆
= 0

this equation defines all infinitesimal symmetries of equation (2.1), and
it is called determining equation. It is a linear FDE for unknown func-
tions ξ1, ξ2 and η. Coefficients of this equations depend on variables
ux, uxx, uxt, ut, utt, ... and Dα−n

t u , Dα−n
t ux for n=0, 1, 2,..., which are

considered independent. Now by properties of fractional derivatives,
the determining equation are as below

−Dα
t (Dt(ξ

2)u) + Dα+1
t (ξ2u)− ξ2Dα+1

t (u) = 0,
−ξ1Dα

t (ux) + Dα
t (ξ

1ux) = 0,
−Dα

t (η) + (k′′(u)u2x + k′(u)uxx)η = 0,
2k′(u)uxξ

3 = 0,
k(u)ξ4 = 0,

so
D1
t (ξ

1) = 0, D2
t (ξ

2) = 0, ξ3 = 0, ξ4 = 0,

and η = 0 but if k(u) = exp(u) then η = f(x).
Theorem 2.1. The Lie algebras of infinitesimal projectable symmetries
of fractional diffusion equations are spanned by the vector fields

X1 = ∂x, X2 = x∂x + t∂t, X3 = x∂x, (2.6)

where C1 is arbitrary constant, and if α = 1 we have X4 = ∂t.
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Abstract. In this note, we investigate two problems about k-
subdirect sum of matrices. The first one is whether the k subdirect
sum of inverse-positive matrices forms an inverse positive matrix?
and the second one is, whether an inverse-positive matrix can be
written of the form of k-subdirect sum of two inverse-positive ma-
trices.

1. Introduction

The notation of subdirect sum was introduced by Fallat and Johnson
[1] as follows:

Let 0 ≤ k ≤ m,n and suppose that

A =

[
A11 A12

A21 A22

]
∈ Mn(C) & B =

[
B11 B12

B21 B22

]
∈ Mm(C)

in which A22, B11 ∈ Mk(C). Then we call the matrix

C =

 A11 A12 0
A21 A22 +B11 B12

0 B21 B22

 ∈ Mm+n−k(C),

the k-subdirect sum of A and B, which we denote by A⊕k B.

2010 Mathematics Subject Classification. Primary 16D70; Secondary 15A09,
15B48.

Key words and phrases. Subdirect sum, inverse-positive matrices, generalized
inverse.
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This definition is the generalization of direct sum and has some ap-
plications in various problems such as matrix completion problems.

An interesting problem about subdirect sum of matrices is that if
A,B belong to a special class of matrices, Does A⊕k B? Furthermore
the converse of this problem is discussed. That is, if C belongs to a
special class of matrices and k is a positive number, can we write C as
the k-subdirect sum of two matrices in that class? For giving answer
to the above questions, one should note that there is some difference
between the case k = 1 and k > 1.

In [1], Fallat and Johnson consider some different class of matrices
such as:

• positive (semi)-definite matrices (PD, (PSD));
• P-matrices (positive principal minors) (P);
• P0-matrices (nonnegative principal minors) (P0);
• M-matrices (nonpositive off-diagonal entries and positive prin-
cipal minors) (M);

• totally nonnegative matrices (all minors nonnegative) (TN);
• completely positive matrices (matrices of the form BBT with
B entry-wise nonnegative) (CP);

• doubly nonnegative matrices (positive semidefinite and entry-
wise nonnegative) (DN);

• symmetric M-matrices (SM).

It is well-known that the answers of the above questions for these classes
of matrices are affirmative for direct sum of two matrices. Also for the
case that k = 1, they are true. But if k > 1, then some of the questions
have negative answers.

In this note, we focuss on the class of inverse-positive matrices and
the answer of the above questions.

2. main results

Definition 2.1. Let A be a non-singular real matrix. The matrix A
is called an inverse-positive matrix if all the entries of A−1 are non-
negative.

The inverse-positivity is preserved by multiplication.
Berman and Plemmons [3] state some equivalent conditions for inverse-

positivity. As an example, a matrix A is inverse positive if and only if
for all vector x, the vector Ax has positive entries only if x has positive
entries (i.e. A is monotone).

If A,B are two inverse-positive matrices, the subdirect sum A⊕k B
is not necessarily inverse-positive.
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Example 2.2. Let

A =


−1 2 0 0
3 −1 0 0
−1 −1 6 −4
−1 −1 −1 1

 & B =


−2 1 0 0
8 −1 0 0
−1 −1 −1 2
−1 −1 3 −1


are inverse positive, but A⊕2 B is not.

In 2011, Abad et.al. [2] proved that the 1-subdirect sum of inverse-
positive matrices is inverse-positive and conversely, every inverse-positive
matrix can be written as a 1-subdirect sum of two inverse-positive ma-
trices.

Every non-singular M-matrix is an inverse-positive matrix. So by
the results mentioned in introduction the k-subdirect sum of two non-
singular M-matrix is M-matrix which is inverse-positive.

Now we summarize some other conditions under which this relation
holds. Here we state the results for k > 1. See [2].

Theorem 2.3. Let

A =

[
A11 0
A21 A22

]
∈ Mn(C) & B =

[
B11 0
B21 B22

]
∈ Mm(C)

such that A22, B11 ∈ Mk(C).
• If H = A−1

22 + B−1
11 is inverse-positive, then C = A ⊕k B is

inverse positive.
• If A21, B21 have non-positive entries and H ′ = A22 + B11 is
inverse-positive, then C = A⊕k B is inverse-positive.

Theorem 2.4. Let

A =

[
A11 0
A21 A22

]
∈ Mn(C) & B =

[
B11 B12

0 B22

]
∈ Mm(C)

such that A22, B11 ∈ Mk(C). If A21, B12 have non-positive entries and
H ′ = A22+B11 is inverse-positive, then C = A⊕kB is inverse-positive.

For the converse, we have this theorem.

Theorem 2.5. The inverse-positive matrices of the form

C =

 C11 0 0
C21 C22 0
0 C32 C33

 or C =

 C11 0 0
C21 C22 C23

0 0 C33

 ,
where C22 ∈ Mk can be expressed as a k-subdirect sum of two inverse-
positive matrices.
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Abstract. It is shown that for a continuous convex function f ,
the inequality f(A) + f(B) ≤ f(A+B) holds true for self-adjoint
operators A and B under proper conditions. Some convexity in-
equalities for Hilbert space operators are also presented.

1. Introduction

Assume that B(H) is the C∗-algebra of all bounded linear operators
on a complex Hilbert space H and I denote the identity operator. If
dimH = n, then we identify B(H) with the C∗-algebra Mn of all n×n
matrices with complex entries.

If f : [0,∞) → R is a convex function with f(0) = 0, then

f(a) + f(b) ≤ f(a+ b) (1.1)

holds for all positive scalars a, b. But in the case when a, b are replaced
by positive matrices (operators), the inequality (1.1) may not hold,
although f be operator convex. For example if f(t) = t2 and A,B are
the following two positive matrices

A =

 1 0 0
0 1 1
0 1 2

 and B =

 1 1 1
1 2 0
1 0 2

 ,

2010 Mathematics Subject Classification. Primary 47A63; Secondary 26D15.
Key words and phrases. Convex function, self-adjoint operator, sub-additive
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then there is no relationship between A2 +B2 and (A+B)2 under the
operator order. Many authors tried to establish an operator version of
inequality (1.1), see e.g. [4, 5].

A continuous real function f : J → R is said to be operator convex if
f(tA+(1−t)B) ≤ tf(A)+(1−t)f(B) for all self-adjoint operators A,B
with spectra in J and every t ∈ [0, 1]. If f : J → R is operator convex,
then the so-called Choi–Davis–Jensen inequality f(Φ(A)) ≤ Φ(f(A))
holds for every unital positive linear map Φ on B(H). However, it is
easy to see that this inequality may not hold if f is convex in the usual
sense, see [?].

We give some conditions under which inequality (1.1) holds true for
positive operators. Also we introduce a subset Ω of B(H)×B(H) such
that if f is convex, then f(tA + (1 − t)B) ≤ tf(A) + (1 − t)f(B) for
every (A,B) ∈ Ω.

2. Main results

We start this section by the following operator extension of (1.1).

Theorem 2.1. If f : [0,∞) → R is a continuous convex function with
f(0) ≤ 0, then

n∑
i=1

f(Ai) ≤ f

(
n∑
i=1

Ai

)
(2.1)

for all positive operators Ai such that Ai ≤M ≤
∑n

i=1Ai (i = 1, . . . , n)
for some scalar M ≥ 0. If f is concave, then a reverse inequality holds.
In particular, if f is convex, then

f(A) + f(B) ≤ f(A+B) (2.2)

for all positive operators A,B such that A ≤ MI ≤ A + B and B ≤
MI ≤ A+B for some scalar M ≥ 0.

For every positive operator A, assume that Ã = 1
2
− 1

M−m

∣∣A− m+M
2

∣∣.
If f : [0,M ] → R is convex, then the scalar δf = f(0)+f(M)−2f

(
M
2

)
is positive. With this notation, we give a refinement of (2.2).

Theorem 2.2. if f : [0,∞) → R is convex and f(0) ≤ 0, then

f(A) + f(B) ≤ f(A+B)− δfX̃ ≤ f(A+B)

for all positive operators A,B such that A ≤ MI ≤ A + B and B ≤
MI ≤ A+B for some scalar M ≥ 0, where

X̃ = 1−
∣∣∣∣ AM − 1

2

∣∣∣∣− ∣∣∣∣ BM − 1

2

∣∣∣∣ .
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Next, we give some conditions under which the Choi–Davis–Jensen
inequality holds true for continuous convex functions. Let the subset
Ω of B(H)× B(H) be defined [2] by

Ω =

{
(A,B)

∣∣ A ≤ m ≤ A+B

2
≤M ≤ B, for some m,M ∈ R

}
.

Theorem 2.3. [3] Let f be a continuous convex function on an interval
J containing m,M . Let Φi, i = 1, . . . , n, be positive linear mappings
on B(H) with

∑n
i=1Φi(I) = I. If (Ai, Bi) ∈ Ω, i = 1, . . . , n, then

f

(
n∑
i=1

Φi

(
Ai +Bi

2

))
≤

n∑
i=1

Φi

(
f(Ai) + f(Bi)

2

)
. (2.3)

If f is concave, then (2.3) is reversed.

As a corollary, we give a converse of (2.3).

Corollary 2.4. under the same assumptions as in the Theorem 2.3,

n∑
i=1

Φi

(
f

(
Ai +Di

2

))
≤ 1

2

[
f

(
n∑
i=1

Φi(Ai)

)
+ f

(
n∑
i=1

Φi(Di)

)]
.

Corollary 2.5. If f is a convex function on an interval J containing
m,M , then

f(tA+ (1− t)B) ≤ tf(A) + (1− t)f(B) (2.4)

for all (A,B) ∈ Ω and all t ∈ [0, 1]. If f is concave, then inequality
(2.4) is reversed.

Note that in Theorem 2.3, Corollary 2.4 and Corollary 2.5, the func-
tion f need not to be operator convex.

Corollary 2.6. Let A,B,C,D ∈ B(H) be such that I ≤ A ≤ m ≤
B,C ≤ M ≤ D for two real numbers m < M . If one of the following
conditions

(i) B + C ≤ A+D and p ≥ 1

(ii) A+D ≤ B + C and p ≤ 0

is satisfied, then

Bp + Cp ≤ Aq +Dq

for each q ≥ p.
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Abstract. For an n×nmatrix A and a set of given complex num-
bers Λ = {λ1, λ2, · · · , λk} such that k ≤ n, we compute a spectral
norm distance from A to the set of matrices that Λ included in
their spectrum. Also construction of optimal perturbation, ∆, to
matrix A such that spectrum of A+∆ consist of Λ is considered.

1. Introduction

Let A be a complex n × n matrix and let L be the set of complex
n× n matrices with a multiple zero eigenvalue. In 1999, Malyshev has
computed the spectral norm distance from A to L as following [4]

ρ2(A,L) = min
B∈L

∥A−B∥2 = max
γ≥0

s2n−1

([
A γIn
0 A

])
,

where si is the ith singular value of the corresponding matrix that
ordered in nonincreasing order. Also he obtain a matrix ∆, such that
A + ∆ ∈ L and ∆ is the optimal perturbation of A. The spectral
norm distance from an n × n matrix A to the set of matrices that
have two prescribed eigenvalues and nearest matrix with two prescribed
eigenvalues were studied by Gracia [2]. In 2003, Ikramov and Nazari [3]
obtain a spectral norm distance from A to the set of matrices that have

2010 Mathematics Subject Classification. Primary 15A18; Secondary 65F35.
Key words and phrases. Matrix, eigenvalue, singular value, perturbation.
∗ Speaker.
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triple zero eigenvalue. Mengi [5] extends the Malyshev formula and
finds nearest matrix to A with an eigenvalue of prespecified algebraic
multiplicity. In this paper we study the norm distance from an n × n
matrix A to the set Mk of matrices that have k ≤ n perspecified
distinct eigenvalues. Also the optimal perturbation of A with minimum
norm is constructed.

Suppose that a set of complex numbers Λ = {λ1, λ2, · · · , λk} such
that k ≤ n and an n× n matrix A, are given. For

γ = [γ1,1, γ1,2, · · · , γ1,k−1, γ2,1, γ2,2, · · · γ2,k−2, · · · , γk−1,1] ∈ C
k(k−1)

2

define the nk × nk upper triangular matrix Q(γ) as

Q(γ) =


B1 γ1,1In · · · γ1,k−1In
0 B2 γ2,k−2In
... 0

. . . γk−1,1In
0 · · · 0 Bk

 ,
where Bi = A− λiIn, (i = 1 . . . k), and γi,1, (i = 1, . . . , k − 1) are pure
real variables.

It is clear that Q(γ) can be assume as a matrix function of variables
γi,j such that i = 1 . . . k−1, j = 1 . . . k−i. Also hereafter, for simplicity
the positive integer nk − (k − 1) will be denoted by κ.

If we denote the norm distance from an n × n matrix A to the set
Mk by ρ2(A,Mk), then is proved that

ρ2(A,Mk) = min
M∈Mk

∥A−M∥2 = sκ (Q(γ
∗)) ,

where γ∗ is a point that the singular value sκ (Q(γ)) attains its maxi-

mum value, such that
k−1

Π
i=1

γ∗i,1 ̸= 0.

2. Properties of sκ (Q(γ)) and its corresponding singular
vectors

In this section some properties of sκ (Q(γ)) and its corresponding
singular vectors are studied. This properties are applied in next section
to obtain an optimal perturbation and the minimum norm distance
from A to Mk. In this section, some definitions and lemmas of [1, 2,
3] are applied and rewritten but for our purpose.

Lemma 2.1. If A ∈ Cn×n has λ1, λ2, · · · , λk as some of its eigenvalues,
then sκ (Q(γ)) = 0.
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Definition 2.2. Let γ∗ be a point where the singular value sκ (Q(γ))
attains its maximum value (if any). If γ = γ∗, then we set

s∗ = max
γ

sκ (Q(γ)) = sκ (Q(γ∗)) ,

If s∗ = 0, then we can see that A has λ1, λ2, · · · , λk as some of its
eigenvalues. So, in remainder of paper we assume that s∗ > 0.

Definition 2.3. Let vectors u(γ) =

 u1(γ)
...

uk(γ)

 , v(γ) =

 v1(γ)
...

vk(γ)

 ∈

Cnk(uj(γ), vj(γ) ∈ Cn, j = 1, · · · , k) be a pair of left and right singular
vectors of sκ (Q(γ)) respectively, (for some γ). We define the two n×k
matrices

U(γ) = [u1(γ), · · · , uk(γ)], and V (γ) = [v1(γ), · · · , vk(γ)].
Without less than generality we can assume that u(γ) and v(γ) are

unit vectors. Also note that γi,1, (i = 1, . . . , k − 1) are real variables,
while other components of the vector γ are complex variables. Thus,
if for j > 1, we set γi,j = γi,j,R + iγi,j,I then we can assume that γ has
(k − 1)2 real components.

Next lemma obtained by applying the Lemma 2.10 of [5] for Q(γ)
(see also [4], Lemma 5).

Lemma 2.4. Let γ∗ and s∗ are such as defined in Definition 2.2 and
let γ∗i,1, (i = 1, . . . , k − 1) are real nonzero variables. Then there exist

a pair u(γ∗) =

 u1(γ∗)
...

uk(γ∗)

 , v(γ∗) =
 v1(γ∗)

...
vk(γ∗)

 ∈ Cnk(uj(γ∗), vj(γ∗) ∈

Cn, j = 1, · · · , k) of left and right singular vectors of s∗ respectively,
that verifies following relations

1. u∗i (γ∗)vi+j(γ∗) = 0, i = 1, · · · k − 1, j = 1, · · · , k − i, and
2. u∗i (γ∗)uj(γ∗) = v∗i (γ∗)vj(γ∗), i, j = 1, . . . , k.

Corollary 2.5. For matrices U(γ∗) and V (γ∗), we have

U∗(γ∗)U(γ∗) = V ∗(γ∗)V (γ∗).

This equation implies that U(γ∗) and V (γ∗) have the same nonzero
singular values and the same associated right singular vectors. Thus,
there exists an n × n unitary matrix W such that U(γ∗) = WV (γ∗).
Consequently if V (γ∗) is full rank matrix, then∥∥U(γ∗)V †(γ∗)

∥∥
2
=
∥∥WV (γ∗)V

†(γ∗)
∥∥
2
= ∥W∥2 = 1.

Lemma 2.6. The two matrices U(γ∗) and V (γ∗) are full rank.
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3. Finding ρ2(A,Mk) and construction of perturbation

According to the Lemma 2.1 and considering the Weyl inequalities
for singular values (for example, see [1, Corollary 5.1]), a lower bound
for minimum norm of perturbation is obtained in next lemma.

Lemma 3.1. Let an n × n matrix A and a set of complex numbers
Λ = {λ1, λ2, · · · , λk} such that k ≤ n, are given. If ∆ is a matrix such
that A+∆ ∈ Mk, then

∥∆∥2 ≥ sκ (Q(γ)) .

Finally in the next lemma, optimal perturbation ∆ under the con-
dition A+∆ ∈ Mk is constructed.

Lemma 3.2. Let γ∗ be a point where the singular value sκ (Q(γ)) at-

tains its maximum value, such that
k−1

Π
i=1

γ∗i,1 ̸= 0. Suppose that U(γ∗)

and V (γ∗) be as in Corollary 2.5 and define

∆ = −s∗U(γ∗)V †(γ∗),

where V (γ∗)
† is the Moore-Penrose pseudoinverse of V (γ∗). Then for

the distance ρ2(A,Mk) we have ∥∆∥2 = s∗ (= ρ2(A,Mk)) , and also
A+∆ ∈ Mk.
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Abstract. In this note we characterize all n×n nonsingular nor-
mal matrices A such that GMRES(A,b) stagnates completely for
some vector b. A necessary and sufficient condition for the non-
existence of real stagnation vector for real normal matrices was
studied. Moreover, we characterize all the eigenvalues of nonsingu-
lar normal matrices A ∈ M3(C) such that GMRES(A,b) stagnates
completely for some b ∈ C3.

1. Main Results

The iterative method GMRES is a Krylov method based on the
Arnoldi orthogonalization process for solving the system of linear equa-
tions Ax = b. The initial residual is r0 = b − Ax0, where x0 is the
starting vector and the Krylov subspace of order m based on A and
r0 is Km(A, r0) = span{r0, Ar0, ..., Am−1r0}. The approximate solution
xm at iteration m is of the form xm ∈ x0 + Km(A, r0), and mini-
mizes the norm of the residual vector rm = b − Axm. It is readily
seen that the residual norms are monotonically nonincreasing and the
GMRES method terminates with the exact solution in at most n it-
erations. In this paper we study the problem of stagnation of the
GMRES algorithm. For a given matrix A and right hand side vec-
tor b, we say there is partial stagnation if, for some 1 ≤ m ≤ n − 1,

2010 Mathematics Subject Classification. Primary 65F10; Secondary 15A60.
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∥b∥ = ∥r0∥ = · · · = ∥rm∥. In other words, the norms of the first m
residuals are equal. In this case we say that GMRES(A,b) has partial
stagnation of order m. Complete stagnation corresponds to m = n−1,
so we have ∥b∥ = ∥r0∥ = · · · = ∥rn−1∥ > ∥rn∥ = 0. In this case we say
that GMRES(A,b) stagnates completely and the degree of the mini-
mal polynomial of A equals n. A vector b ∈ Rn(or Cn) is called a real
(or complex) stagnation vector for A ∈ Mn(C), if ∥b∥ = 1 and GM-
RES(A,b) stagnates completely. Note that, for normal matrix A, the
GMRES completely stagnates only if A has distinct eigenvalues since
otherwise the minimal polynomial has degree less than n. Complete
stagnation of GMRES has been studied in [2, 3, 5]. Motivated by the
study of convergence of iterative methods for solving linear systems, O.
Nevanlinna in [4] introduced the notion of the polynomial numerical
hull of order m of a matrix A ∈ Mn(C), which is defined and denoted
by V m(A) = {ξ ∈ C : |p(ξ)| ≤ ∥p(A)∥ for all p(z) ∈ Πm[C]}, where
Πm[C] is the set of complex polynomials with degree at most m (for
details see [1]).

2. Main results

Let A ∈Mn(C) be a nonsingular normal matrix. It is clear that the
origin is not in the numerical range of A if and only if there exists a unit
vector b such that GMRES(A, b) has a partial stagnation of order 1.
The joint numerical range for (A1, A2, . . . , Am) ∈Mn(C)×· · ·×Mn(C)
is defined and denoted by W (A1, . . . , Am) := {(x∗A1x, . . . , x

∗Amx) :
x ∈ Cn, x∗x = 1}. Now, we state a characterization of partial stagna-
tion of GMRES.

Lemma 2.1. Suppose that A ∈Mn(C) is a nonsingular matrix. Then
there is a partial stagnation of GMRES of order m if and only if
(0, . . . , 0) ∈ W (A,A2, . . . , Am).

By the above lemma we obtain the following.

Proposition 2.2. Suppose that A ∈ Mn(C) is a nonsingular normal
matrix. Then there exists a vector b ∈ Cn such that GMRES(A,b) has
a partial stagnation of order m if and only if 0 ∈ V m(A).

There exists a vector b ∈ Cn such that GMRES(A,b) has a partial
stagnation of order m if and only if the vector b is orthogonal to the
subspace AKm(A, b), or equivalently, b

∗Ajb = 0, j = 1, . . . ,m. Then,
0 ∈ V m(A). □
Theorem 2.3. Let A ∈ Mn(C) be a nonsingular normal matrix and
n ≥ 3. Then the following assertions are equivalent:
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(i) V n−1(A) = σ(A) ∪ {0}.
(ii) There is a vector b ∈ Cn such that GMRES(A, b) stagnates com-
pletely.

In the following example we show that the condition n ≥ 3 is neces-
sary in Theorem 2.3.

Example 2.4. Let A = diag(−1, 1) ∈M2(R). It is clear that V 1(A) =
[−1, 1] ̸= {−1, 0, 1} = σ(A)∪{0}. But (1/

√
2, 1/

√
2)A(1/

√
2, 1/

√
2)T =

0. This means that there exists a vector b ∈ Cn such thatGMRES(A, b)
stagnates completely.

Theorem 2.5. Let A ∈ Mn(R) be a normal matrix. Then the matrix
A has a complex stagnation vector if and only if A has a real stagnation
vector.

Now, by using the results of G. Meurant in [3, Theorem 2.2], we
state a necessary and sufficient condition for real stagnation vector of
normal matrices A ∈Mn(R).

Theorem 2.6. Let A ∈ Mn(R) be a normal matrix and n ≥ 2. Then
the following assertions are equivalent:
(i) There is no real vector b ∈ Rn such that GMRES(A,b) stagnates
completely.
(ii) There exist real numbers a1, . . . , an−1 such that a1A1+· · ·+an−1An−1

is definite, where Ai = Ai + (Ai)T , i = 1, . . . , n− 1.

In the case n ≤ 4, the above Theorem is true for any matrix A ∈
Mn(R). But an open and interesting question is to prove or disprove
(i) → (ii) for any matrix A ∈ Mn(R), n > 4, see [3]. In the following
example, we will show that there exists a nonsingular normal matrix
A ∈ Mn(R) with distinct eigenvalues such that A has infinitely many
real stagnation vectors.

Example 2.7. Let A = A11⊕A22 ∈M4(R), where A11 = [ 1 1
−1 1 ] , A22 =[ −1 1

−1 −1

]
and let S = {(x1, x2, x3, x4)T ∈ R4 : x21 + x22 = x23 + x24 = 1/2}.

Easy computation shows that xTAx = xTA2x = xTA3x = 0, ∀x ∈ S.
Hence A has infinitely many real stagnation vectors.

We now characterize the eigenvalues of all nonsingular normal matri-
ces A ∈M3(C) such that GMRES(A,b) stagnates completely for some
b ∈ C3.

Theorem 2.8. Suppose that A ∈M3(C) is a nonsingular normal ma-
trix. Then the following assertions are equivalent:
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(i) There exists a vector b ∈ C3 such that GMRES(A,b) stagnates
completely.
(ii) σ(A) = {eiθ(α− iη), ei(θ+π)(β + iη), γei(θ+π/2)}, where α, β, γ, θ are

positive numbers and η =
−γ+

√
γ2+4αβ

2
.

Now, we state a characterization for all nonsingular normal matrices
A ∈ M3(R) such that GMRES(A,b) stagnates completely for some
b ∈ R3.

Proposition 2.9. Suppose that A ∈ M3(R) is a nonsingular, normal
matrix with distinct eigenvalues. Then there exists a real stagnation
vector b if and only if there exists a real orthogonal matrix W such that
Wen = b and A =WBW T , where B has one of the following forms

B1 =
[
s s r
δ s 0
0 r 0

]
or B2 =

[
s −s r
δ s 0
0 −r 0

]
, r, s ∈ R, r ̸= 0 and δ = ±

√
s2 + r2.

Remark 2.10. It would be nice to characterize all the eigenvalues of
those (normal) matrices A ∈ Mn(C), n ≥ 4, such that GMRES(A,b)
stagnates completely for some vector b ∈ Cn.
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Abstract. An m×n matrix A is called totally positive (TP) if all
its minors of all sizes are positive. Totally positive matrices have
been studies in great detail and occur in many applications. For ex-
ample there is an interesting connection between totally positivity
and canonical basis for quantum groups. A a real-valued function
f is a tatally positive preserving function if f(A) is totally positive
whenever A is an m×n totally positive matrix . We will introduce
totally positive matrices and will show that under some conditions
the function f(t) = tα is a totally positive preserving function.

1. Introduction

Remarkable properties of square matrices with positive enteries were
discovered by Perron in 1907. Frobenius later generalized this work by
extending Perron’s results to non-negative matrices [5]. The class of
totally positive matrices arises in a variety of important applications.
For example, in statistics, mathematica biology, combiatories, dynam-
ics, approximation theory, operator theory, and geometry [3]. Since
there has been a considerable amount of work accomplished on totally
positivity, some of which is contained in the exaceptional survey paper
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by T. Ando [1]. One more recent paper [2] take the point of view of
bidiagonal factorization of totally nonegative matrices.

2. Totally positive matrices

The set of all m-by-n matrices over field F will be denoted byMm,n(F).
If F = R the set of real numbers, then we will use the notation Mm,n.
For matrix A ∈Mm,n(F), α ⊆ {1, 2, 3, . . . ,m} and β ⊆ {1, 2, 3, . . . , n},
A[α , β] will denote the submatrix of A lying in rows indexed by α
and columns indexed by β. A(α , β) will denote the submatrix of A
delating the rows indexed by α and columns indexed by β. That is

A(α , β) = A[αc , βc].

If α = β, then A[α] is called the principal submatrix of A. A(α) is
cllaed complementary submatrix of A. detA[α , β] where |α| = |β|
is called the minor of A.

Definition 2.1. A matrix A ∈Mm,n is called Totally Positive(TP) or
Totally Nonnegative(TNN) if all minors are positive or nonnegative.

Example 2.2. Matrices A =
(
1 2 3

)
and A =

 1 1 1
1 2 3
1 4 8

 are

TP. Vandermond matrix, Cauchy matrix, and Pascal matrix are totally
positive.

Theorem 2.3. Let A ∈ Mn ba a TP matrix. Then A has n positive
distinct eigenvalues.

Theorem 2.4. Let A ∈ Mn ba a TP matrix. Suppose that the eigen-
values of A are given by λ1 > λ2 > · · · > λn > 0 and let eigenvalues of
A(k) where 1 ≤ k ≤ n be µ1 > µ2 > · · · > µn−1 > 0 then

λj−1 > µj > λj+1 , λ0 = λ1.

Theorem 2.5. If λ1 > λ2 > · · · > λn > 0, then there is an n-by-n TP
matrix A whose eigenvalues are λ1, λ2, · · · , λn > 0.

One can see the proof of above theorems in [3].

3. Totally positive preserving functions

Definition 3.1. The Hadamard(Shur) product of two m×n matrices
A = [aij] and B = [bij] is defined and denoted by A ◦B = [aijbij]. The
Hadamard power of A is defined by A(t) = [atij]. Let f be a real function.
Then the Hadamard matrix fuction f(A) is defined f(A) = [f(aij)].
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We are interested in characterizing positive functions that preserve
totally positivity that is f(A) is totally positive whenever A is totally
positive. We try to test the function f(t) = tα. It is clear that if A
is an m × n totally positive matrix where m = 2 or n = 2, then the
Hadamard power A(α) is totally positive for every α ≥ 0.

It was shown that if A ∈ Mn(R) is a positive semi-definite matrix
with nonnegative entries, then A(α) is positive semi-definite for every
α ≥ n − 2. Moreover, the lower bound is sharp[4]. We will show that
the same result does not hold for a totally positive m × n matrix A
when m and n are greater than 3.

Theorem 3.2. Let A be a totally positive m× n matrix where m = 3
or n = 3. Then the Hadamard power A(t) is totally positive for t ≥ 1.

The following examples show that n − 2 is not the lower bound in
general,

Example 3.3. Let

A =


1 11 22 20
6 67 139 140
16 182 395 445
12 138 309 375

 .

Then A is TP but the graph for the function f(t) = detA(t) shows that
A(t) is not totally positive for every t ≥ 2.

Proposition 3.4. Let A be a totally positive and symmetric 4 × 4
matrix. Then A(t) is TP for t ≥ 2.

Example 3.5. Let

A =


31626 453445 3758022 16959141 12065898
453445 6502215 53893656 243222036 173052633
3758022 53893656 446729566 2016161339 1434547607
16959141 243222036 2016161339 9099415347 6474561371
12065898 173052633 1434547607 6474561371 4606954729

 .

A is a totally positive symmetric matrix. We draw the following graph
for the function f(t) = detA(t). As we see f(t) is negative from some
t ≥ 3 that means A is not totally positive for every t ≥ 3.
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From Theorem 6.4 in [1] we understand A(α) is totally positive for
sufficiently large α. It will be interesting if we could find a sharp lower
bound for α.
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Abstract. Pauli channel is a central class of quantum operations
in quantum computing. For a noisy quantum channel, a quantum
error correcting code of dimension k exists if and only if the joint
rank-k numerical range associated with the error operators of the
channel is non-empty. In the present paper, joint higher rank nu-
merical range of three Pauli matrices are completely characterized.

1. Introduction

Quantum computation is a fast-growing and a multi-disciplinary re-
search field. If large-scale quantum computers can be manufactured,
they will be able to solve certain problems much faster than any cur-
rent classical ones. For example, Shor’s algorithm can be used to break
public-key cryptography schemes such as the widely used RSA scheme.
One of the biggest hurdles faced by quantum computing researchers
is called ”decoherence” (i.e. the tendency of quantum systems to be
disturbed). There are several proposals to resolve this. Quantum er-
ror correction codes (QECC) along with the celebrated Knill-Laflamme
(KL) conditions [3] totally form one of the most promising candidates to
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suppress environmental noise, which leads to decoherence [2]. KL con-
ditions assert that given a quantum channel Φ : Mn → Mn with error
operators {Ei}1≤i,j≤r, subspace V ⊂ Cn is a QECC of Φ if and only if
there exist scalars λij and orghogonal projection operator P ∈Mnwith
the range space V such that PE∗

iEjP = λijP.
KL conditions prompted the Choi et.al. [1] to introduce the notion

of (joint) higher rank numerical range of an (m−tuple of) operator(s).
For 1 ≤ k < n joint rank-k numerical range of A1, . . . , Am ∈ Mn is
defined by

Λk (A1, . . . , Am) =
{(λ1, . . . , λm) : ∃U ∈Mk,n, UU

∗ = Ik,∀j, UAjU∗ = λjIk} .

In fact, there is a QECC of dimension k for quantum channel Φ de-
scribed above if and only if Λk (A1, . . . , Am) is non-empty for

(A1, . . . , Am) = (E∗
1E1, E

∗
1E2, . . . , E

∗
rEr) .

There are many open problems for joint higher rank numerical range.
In the 9th Workshop on ”Numerical Ranges and Numerical Radii”,
researchers presented some open problems [4] about this set, showing
their interest in characterizing it for Pauli matrices, which are matrices
in the form P1 ⊗ P2 ⊗ . . .⊗ Pm where

m ∈ N, {P1, . . . , Pm} ⊂ {I,X, Y, Z} ,

and

I =

[
1 0
0 1

]
, X =

[
0 1
1 0

]
, Y =

[
0 −i
i 0

]
, Z =

[
1 0
0 −1

]
.

Li et.al. [5] recently studied emptiness of

Λk

(
n
⊗
i=1

X,
n
⊗
i=1

Y,
n
⊗
i=1

Z

)
.

But that problem is still open. The main purpose of the present paper is
to determine joint higher rank numerical range of three Pauli matrices.

Throughout our paper, the following notations will be fixed:
Let n > 2 be a power of 2, and In be Identity matrix of size n− by−n.
Define

I1 = [1] , I = I2,
P1 = {I1} ,

Pn =

{
H ∈Mn : H∗ = H, σ (H) = {−1, 1} , algebraic multiplicity

of each eigenvalue ofH is n
2

}
.
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Also consider that P,Q ∈ Pn, P ̸= ±Q and define

SI (P,Q) = {R ∈ Pn : RP = PR,RQ = QR,±R /∈ {P,Q}} ,
SZ (P,Q) = {R ∈ Pn : RP = PR,RQ = −QR,R ̸= ±P} ,
SY (P,Q) = {R ∈ Pn : RP = −PR,RQ = −QR} .

2. Main results

Theorem 2.1. Let n > 2 and k ≤ n
2
be positive integers and P,Q ∈ Pn

be Pauli matrices such that P ̸= ±Q.
(a) If PQ = −QP. Then

Λk (P,Q) =
{
(x, z) : x, z ∈ R, x2 + z2 ≤ 1

}
.

(b) Let PQ = −QP,R ∈ SI (P,Q) . If k ≤ n
4
, then

Λk (P,Q,R) =
{
(x, y, z) : x, y, z ∈ R, x2 + y2 ≤ 1, z ∈ [−1, 1]

}
.

Otherwise

Λk (P,Q,R) = {(0, 0, 0)} .
(c) Let PQ = −QP,R ∈ SZ (P,Q) . If k ≤ n

4
, then

Λk (P,Q,R) =
{
(x, y, z) : x, y, z ∈ R, y2 +max

{
x2, z2

}
≤ 1
}
.

Otherwise

Λk (P,Q,R) = {(0, y, 0) : y ∈ [−1, 1]} .
(d) Let PQ = −QP,R ∈ SY (P,Q) . Then

Λk (P,Q,R) =
{
(x, y, z) : x, y, z ∈ R, x2 + y2 + z2 ≤ 1

}
.

(e) Let P,Q ∈ Pn be Pauli matrices and PQ = QP. If k ≤ n
4
, then

Λk (P,Q) = {(x, y) : x, y ∈ R,max (|x| , |y|) ≤ 1} .

Otherwise

Λk (P,Q) = {(0, 0)} .
(f) Let P1, P2, P3 ∈ Pn be Pauli matrices such that P1P2P3 = ±In

and for any i, j ∈ {1, 2, 3} ,

PiPj = PjPi,±Pi /∈ {P1, P2, P3} \ {Pi} .

If k ≤ n
4
, then

Λk (P1, P2, P3) =
{(x, y,±z) : x, y, z ∈ R, x+ y + z ∈ [−1, 1 + 2min {x, y, z}]} .

Otherwise

Λk (P1, P2, P3) = ∅.
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(g) Let P1, P2, P3 ∈ Pn be Pauli matrices such that P1P2P3 ̸= ±In
and for any i, j ∈ {1, 2, 3} ,

PiPj = PjPi,±Pi /∈ {P1, P2, P3} \ {Pi} .
If k ≤ n

8
, then

Λk (P1, P2, P3) = {(x, y, z) : x, y, z ∈ R,max (|x| , |y| , |z|) ≤ 1} .
If k ∈

[
n
8
+ 1, n

4

]
, then

Λk (P1, P2, P3) = {(x, y, z) : x, y, z ∈ R, |x|+ |y|+ |z| ≤ 1} .
Otherwise

Λk (P1, P2, P3) = {(0, 0, 0)} .
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Abstract. In this paper we study the root-approximable of free
holomorphic function on

[B(H)n1 ] = {(X1, · · · , Xn) ∈ B(H)n : ∥X1X
∗
1+· · ·+XnX

∗
n∥ < 1},

where B(H) is the algebra of all bounded linear operators on a
Hilbert space H.

1. Introduction

In [1] a generalization of Jensen and Bernstein-Doetsch theorem has
been proved for the nonlinear structure of a topological group. For this
end, the authors introduced the notion of a root-approximable group.

Definition 1.1. Let G be a group endowed with a topology τ . An
element x ∈ G is said to be root-approximable if there exists a sequence
(yn) in G such that

lim
n→∞

yn = e , y2
n

n = x.

For all n ∈ N, where e is the identity element of G. The topological
group G is called root-approximable if every element of G is root-
approximable.
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Let Ω ⊂ G be an open set, a function f : Ω −→ R is said to be
midconvex on Ω, if each a ∈ Ω and ay, ay−1 in Ω for a y in G,

2f(a) ≤ f(ay) + f(ay−1).

The authors in [1] presented a generalization of Bernstein-Doetsch the-
orem a midcovex real-valued function in an open subset of a root-
approximable topological group which is bounded from above in some
neighborhood of a point is everywhere continuous. Many classical
group, but not all are root-approximable. For instance Gln(C) has
this property while Gln(R) has not. In [2] we showed that the Aut(Bn)
is root-approximable group.
If L = [aij]n×n is a bounded linear operator on Cn, it generates a free
holomorphic function on [B(H)n1 ] by setting

ΦL(X1, . . . , Xn) = [X1, . . . , Xn]L =

[
n∑
i=1

ai1Xi, . . . ,

n∑
i=1

ainXi

]
where L = [aijIH]n×n by abuse of notation we also write ΦL(X) = XL.
The automorphism group of [B(H)n1 ] denoted by Aut(B(H)n1 ), con-
sists of all free biholomorphic functions of [B(H)n1 ]. It is clear that
Aut(B(H)n1 ) is a group with respect to the composition of free holo-
morphic functions.
Now, we consider an important case: Let λ = (λ1, . . . , λn) ∈ Bn,
we define ∆λ = (1 − ∥λ∥2)IC and ∆λ∗ = (IH − λ∗λ)1/2. Suppose
Θλ(X1, . . . , Xn) = −λ+∆λ(IH −

∑
λ̄iXi)

−1[X1, . . . , Xn]∆λ∗ , Θλ is an
automorphism on [B(H)n1 ], also ΦU(X1, . . . , Xn) = [X1, . . . , Xn]U ∈
Aut(B(H)n1 ), for any unitary operator U on Cn.

Theorem 1.2. [4] If Ψ ∈ Aut(B(H)n1 )and λ = Ψ−1(0),then there is
a unique unitary operator U on Cn such that Ψ = ΦU ◦ Ψλ where
Ψλ = −Θλ.

In [4] Popescu showed that Aut(B(H)n1 ) and Aut(Bn) are isomor-
phism by Γ : Aut(B(H)n1 ) −→ Aut(Bn), [Γ(Ψ)](z) = ϕλ(z)U where U
is an unitary operator on Cn and Ψ = ΦU ◦Ψλ, λ = Ψ−1(0) ∈ Bn.

Corollary 1.3. Γ(Θλ) = ψλ and Γ(ΦU) = U .

2. Main results

In this section we show that the Aut(B(H)n1 ) is root-approximable.
Since Γ is a group isomorphism, then Γ(Θλ) = ψλ therefore Γ(ΘUλ) =
ψUλ = UψλU

−1 and hence ΘUλ = ΦUΘλΦ
−1
U . Suppose that 0 < r < 1,
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λ = re1 = (r, 0′) then ∆λ =
√
1− r2IC,

∆λ∗ =

(
ICn −

(
r2, 0
0, 0

))1/2

IH =

( √
1− r2 0
0 1

)
IH

since (IH −
∑
λ̄iXi)

−1 = (IH − rX1)
−1 we have Θre1(X1, · · · , Xn) =

(−r, 0′) + ((1− r2)(IH − rX1)
−1(

√
1− r2X1, X

′), therefore
Θre1(e1) = (−r, 0′) +

√
1− r2(1 − r)−1(

√
1− r2, 0′)IH = e1, in a sim-

ilar way Θre1(−e1) = −e1. Conversely, suppose that 0 < r < 1 and
Θre1(X1, · · · , Xn) = (X1, · · · , Xn) then we have

(−r, 0′) + ((1− r2)(IH − rX1)
−1X1,

√
1− r2(IH − rX1)

−1X ′) = (X1, X
′),

(1− r2)(IH − rX1)
−1X1 = r +X1 ⇒ X1 = ±IH,

√
1− r2(IH − rX1)

−1X ′ = X ′ ⇒ Xj = 0, j = 2, 3, . . . , n.

Hence X = (X1, · · · , Xn) = ±e1.
Since Θλ = ΦUΘre1Φ

−1
U where λ = U(re1), r = ∥λ∥2, therefore Θλ(X) =

X ⇒ Θre1(Φ
−1
U (X)) = Φ−1

U (X) thus Φ−1
U (X) = ±e1 and hence X =

±Φ−1
U (e1) ∈ ∂Bn. Therefore we show that:

Theorem 2.1. Θλ has only two fixed points ± λ
∥λ∥2 .

As a consequence of the Brouwer fixed point theorem every Ψ ∈
Aut(B(H)n1 ) fixes at least one point of B(H)n1 . By Heyden-Suffridge
theorem (see [3, 5]), if Ψ ∈ Aut(B(H)n1 ) and Ψ fixes three points of S,
then Ψ fixes at least one fix point of B(H)n1 . Therefore if Ψ has not
any fixed point in B(H)n1 , it has at most two fixed point in S, hence
we can propound the following definition:

Definition 2.2. Assume that Ψ ∈ Aut(B(H)n1 ). We say Ψ is

(a) elliptic if it has some fixed points in B(H)n1 .
(b) hyperbolic if it has no fixed point inB(H)n1 and has two distinct

fixed points in S
(c) parabolic if it has no fixed point in B(H)n1 and has only one

fixed point in S.

Lemma 2.3. For each ζ ∈ S, Tζ = {Θrζ ; −1 < r < 1} is root-
approximable abelian group.

The following Theorem is main result of this paper.

Theorem 2.4. The group Aut(B(H)n1 ) is root-approximable.
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Abstract. Suppose T is a bounded adjointable operator in a
Hilbert C*-module. It is well known that an operator T has closed
range, if and only if its Moore-Penrose inverse (T )† exists. In this
article we find a relation between T with (T )†.

1. Introduction

Hilbert C∗-modules are essentially objects like Hilbert spaces, ex-
cept that the inner product, instead of being complex-valued, take its
values in a C∗-algebra. Throughout the paper A is a C*-algebra (not
necessarily unital). A (right) pre-Hilbert module over a C∗-algebra
A is a complex linear space X , which is an algebraic right A-module
and λ(xa) = (λx)a = x(λa) equipped with an A-valued inner product
⟨., .⟩ : X × X → A satisfying,
(i) ⟨x, x⟩ ≥ 0, and ⟨x, x⟩ = 0 iff x = 0,
(ii)⟨x, y + λz⟩ = ⟨x, y⟩+ λ⟨x, z⟩,
(iii)⟨x, ya⟩ = ⟨x, y⟩a,
(iv) ⟨y, x⟩ = ⟨x, y⟩∗.
for each x, y, z ∈ X , λ ∈ C, a ∈ A. A pre-Hilbert A-module X is
called a Hilbert A-module if it is complete with respect to the norm
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∥x∥ = ∥⟨x, x⟩∥
1
2 . Left Hilbert A-modules are defined in a similar way.

For example every C∗-algebra A is a Hilbert A-module with respect
to inner product ⟨x, y⟩ = x∗y, and every inner product space is a left
Hilbert C-module.

Suppose that X and Y are Hilbert A-modules. Then L(X ,Y) is the
set of all maps T : X → Y for which there is a map T ∗ : Y → X such
that ⟨Tx, y⟩ = ⟨x, T ∗y⟩ for each x ∈ X , y ∈ Y . It is known that any
element T of L(X ,Y) must be a bounded linear operator, which is also
A-linear in the sense that T (xa) = (Tx)a for x ∈ X and a ∈ A [1,
Page 8]. We use the notations L(X ) in place of L(X ,X ), and ker(·)
and ran(·) for the kernel and the range of operators, respectively.

Suppose that X is a Hilbert A-module and Y is a closed submodule
of X . We say that Y is orthogonality complemented if X = Y ⊕ Y⊥,
where Y⊥ := {y ∈ X : ⟨x, y⟩ = 0 for all x ∈ Y} denotes the orthogonal
complement of Y in X . The reader is referred to [1, 4] and the references
cited therein for more details.

Recall that a closed submodule in a Hilbert module is not neces-
sarily orthogonally complemented, however Lance proved that certain
submodules are orthogonally complemented as fallows.

Theorem 1.1. (see [1, Theorem 3.2]) Let X , Y be Hilbert A-modules
and T ∈ L(X ,Y) has closed range. Then

• ker(T ) is orthogonally complemented in X , with complement
ran(T∗).

• ran(T) is orthogonally complemented in Y , with complement
ker(T ∗).

• The map T ∗ ∈ L(Y ,X ) has closed range.

If T ∈ L(X ,Y), then an operator S ∈ L(Y ,X ) is called an inner
inverse of T if TST = T . If T ∈ has an inner inverse S, then the
operator T× = STS in L(Y ,X ) is called a generalized inverse of T if

T T×T = T and T×T T× = T×. (1.1)

It is known that a bounded adjointable operator T has generalized
inverse if and only if ran(T) is closed.

Definition 1.2. Let T ∈ L(X ,Y). The Moore-Penrose inverse T † of
T (if it exists) is an element of L(Y ,X ), which satisfies

TT †T = T, T †TT † = T †, (TT †)∗ = TT †, (T †T )∗ = T †T. (1.2)

Motivated by these conditions T † is unique and T †T and T T † are
orthogonal projections. (Recall that an orthogonal projection is a self-
adjoint idempotent operator, that its range is closed.) Clearly, T is
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Moore-Penrose invertible if and only if T ∗ is Moore-Penrose invertible,
and in this case (T ∗)† = (T †)∗ .

Theorem 1.3. (see [5, Theorem 2.2]) Let X , Y be Hilbert A-modules
and T ∈ L(X ,Y). Then the Moore-Penrose inverse T † of T exists if
and only if T has closed range.

By (1.2), we have

ran(T) = ran(TT†) ran(T†) = ran(T†T)

ker(T ) = ker(T †T ) ker(T †) = ker(T T †)

and by Theorem 1.1, we know that

X = ker(T )⊕ ran(T†) = ker(T†T)⊕ ran(T†T)

Y = ker(T †)⊕ ran(T) = ker(TT†)⊕ ran(TT†).

In this article we find relation between T with (T )†, in this cases that
ran(T) make with other orthogonal submodules. If T has closed range,
By theorem 1.3 T † exists, but for composition T , T †, T ∗ and (T †)∗ and
more property, similarly invertible, closed range, injective in Hillbert
C∗-module remained. we like to admit some results with let conditions
on lemma and theorems.

Since every C∗-algebra is a Hilbert C∗-module over itself, our results
are also remarkable in the case of bounded adjointable operators on
C∗-algebras.

Definition 1.4. Let X and Y are HilbertA-modules, just as for Hilbert
spaces (see [3, Page 50]) V ∈ L(X ,Y) is called a partial isometry if for
each x ∈ (kerV )⊥, we have ∥V x∥ = ∥x∥.

Similarly [3, Theorem 2.3.4], each T ∈ L(X ,Y) has a polar decom-
position T = V |T |, where V ∈ L(X ,Y) is a partial isometry and

|T | = (T ∗T )
1
2 and ker(V ) = ker(T ), ran(V) = ran(T), ker(V∗) =

ker(T∗), ran(V∗) = ran(|T|) and V ∗T = |T |.

2. main result

In this section we like to admit some results with Moore-Penrose
inverse property and orthogonal submodules.

Lemma 2.1. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range the following assertions are equivalent:

(1) T = Pran(T)P(ker(T ))⊥ = Pran(T)Pran(T∗) = P(ker(T ∗))⊥P(ker(T ))⊥ .
(2) T 2 = TT ∗T ;
(3) |Tx|2 = ⟨Tx, x⟩, for all x ∈ (ker(T ))⊥.
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Theorem 2.2. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range, then T 2 = TT ∗T if and only if T ∗ = T †T 2T †.

Lemma 2.3. Let X be a Hilbert A-module, T ∈ L(X ) and M a closed
submodule of X and PM the orthogonal projection ontoM . ThenM⊥⊕
(M ∩ kerT ) ⊂ ker(P(kerT )⊥PM).

Corollary 2.4. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range and T 2 = TT ∗T . Then (ker(T ∗)⊕ (ran(T) ∩ kerT)) ⊂ ker(T∗).

Lemma 2.5. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range, then the following assertions are equivalent:

(1) ran(T)⊕ ran(T∗) = X
(2) T †T + TT † = 1
(3) (T †T − TT †)2 = 1

Theorem 2.6. Suppose that X is a Hilbert A-module and T ∈ L(X ) is
a self adjoint operator with closed range. Then 1−T †T+T is invertible.

Theorem 2.7. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range. If ran(T)⊕ ran(T∗) = X , then TT † − TT ∗ is invertible.

Theorem 2.8. Let X be a Hilbert A-module, T ∈ L(X ) has a closed
range and ker(T ∗) = ker(T ). Then T †T 2 = T 2T †.

Theorem 2.9. Let X and Y are Hilbert A-modules and T ∈ L(X ,Y)
be an operator with closed range and T = V |T |, be the polar decompo-
sition of T . Then V = T |T |†.

Proposition 2.10. Suppose X , Y, Z are Hilbert A-modules, S ∈
L(X ,Y) , T ∈ L(Y ,Z), TS has closed ranges and T is an isomet-
ric with complemented range then S has closed range.
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Abstract. In this paper we describe the real interpolated spaces
between two quasi-normed Lorentz spaces ΛP

∥m∥(φ) with respect to

the vector measure m.

1. Introduction

Let m : Σ → X be a vector measure defined on a σ-algebra of
subsets of a nonempty set Ω, this will always means thatm is countably
additive on Σ with range in real Banach space X. We denote by X∗ its
dual space and byX∗∗ its bidual. Also B(X) denotes the unit ball ofX.
The semivariation ofm is the set function ∥m∥(A) = sup{|⟨m,x∗⟩|(A) :
x∗ ∈ B(X∗)}, for each A ∈ Σ, where |⟨m,x∗⟩| is the variation of
the scalar measure ⟨m,x∗⟩. A measurable function f : Ω → R is
called weakly integrable (with respect to m) if f ∈ L1(|⟨m,x∗⟩|) for all
x∗ ∈ X∗ and for each A ∈ Σ there exists an element

∫
A
fdm ∈ X∗∗ such

that ⟨
∫
A
fdm, x∗⟩ =

∫
A
fd⟨m,x∗⟩ for all x∗ ∈ X∗. The space L1

w(m)
of all weakly integrable functions becomes a Banach lattice when it is

2010 Mathematics Subject Classification. Primary 46G10; Secondary 46E30,
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endowed with the norm

∥f∥1 = sup

{∫
Ω

|f |d|⟨m,x∗⟩| : x∗ ∈ B(X∗)

}
.

We say that a weakly integrable function f is integrable (with respect
to m) if the vector

∫
A
fdm ∈ X for all A ∈ Σ.

Let 1 < p < ∞. We say that a measurable function f is p–integrable
with respect to m, if |f |p ∈ L1(m). We denote by Lp(m) the corre-
sponding spaces of p–integrable function with respect to m, which is a
Banach space when equipped with the norm

∥f∥p = sup

{(∫
Ω

|f |pd|⟨m,x∗⟩|
) 1

p

: x∗ ∈ B(X∗)

}
.

see [4] for a detailed study of vector measures.

2. Lorentz spaces with respect to a vector measure

For the measurable function f on a measure space (Ω,m) where m
is a vector measure, we define its distribution function by ∥m∥f (t) :=
∥m∥({w ∈ Ω : |f(w)| > t}), where ∥m∥ is the semivariation of the
measure m. Also, the decreasing rearrangement of f , defined for all
s > 0, as the function f∗(s) := inf{t > 0 : ∥m∥f (t) ≤ s}.
Now we define the Lorentz spaces with respect to a vector measure
m and derive some of their elementry properties. The Lorentz spaces
Λp∥m∥(φ) with respect to a vector measure m, 0 < p ≤ ∞, φ(t) ≥ 0, is

defined to be the collection of all functions f for which the quantity

∥f∥Λp∥m∥(φ)
=

(∫ ∞

0

(f∗(t)φ(t))
pdt

t

) 1
p

0 < p <∞,

is finite. Moreover (see [1]), integration by parts yields∫ ∞

0

(f∗(t)φ(t))
pdt

t
) = p

∫ ∞

0

yp−1

{∫ ∥m∥f (y)

0

φp(t)
dt

t

}
dy 0 < p <∞,

and hence∫ ∞

0

(f∗(t)φ(t))
pdt

t
) =

∫ ∞

0

yp−1wp(∥m∥f (y))dy.

Where w(t) = {
∫ t
0
φp(s)ds

s
}

1
p is a positive, non-decreasing. From now

on, we delete the subscript ∥m∥.
for p = ∞ we define

∥f∥Λ∞(φ) = ∥f∥Λ∞(w) = supsf∗(s)w(s) <∞
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Theorem 2.1. Λp(φ) is a quasi-Banach space if its “fundamental func-

tion” w(t) = {
∫ t
0
φp(s)ds

s
}1/p satisfied the ∆2-condition w(2t) ≤ cw(t)

for some c > 0.

Theorem 2.2. Λp(φ0) ⊂ Λp(φ1) if w1(t) < cw0(t), for all t > 0

3. interpolation with a parameter function with respect
to a vector measure

Let (A0, A1) be a couple of quasi-Banach spaces. For every f ∈
A0 + A1, we define the k-functional

k(t, f, A0, A1) = k(t, f) = inff0+f1=f (∥f0∥A0 + t∥f1∥A1),

where fi ∈ Ai, i = 0, 1 and 0 < t < ∞. For each f , 0 < q ≤ ∞ and
each measurable function ϱ, the space

(A0, A1)ϱ,q =

{
f ; f ∈ A0 + A1,

∫ ∞

0

(
k(t, f)

ϱ(t)

)q
dt

t
<∞

}
is an interpolation space. Now we collect properties that we will need
in what follows. The following lines A ⪯ B means that A ≤ cB for
some positive constant c.

Proposition 3.1. Let f be a measurable function and 1 ≤ p, q < ∞.
Then ∫ ∞

0

tp−1(∥m∥f (t))
p
q dt =

1

q

∫ ∞

0

(s
1
q f∗(s))

pds

s
.

Proposition 3.2. Let f be a function in L1(m). Then

(1) tf∗(t) ⪯ k(t, f, L1(m), L∞(m)), t > 0,

(2) k(t, f, L1(m), L∞(m)) ⪯
∫ t
0
f∗(s)ds, t > 0.

For the proof of above propositions you can see [2].

Proposition 3.3. Let 0 < q ≤ ∞, 0 < p < ∞ and h(t) be a positive
and nonincreasing function. Then(∫ ∞

0

(φ(t))q
(∫ t

0

(h(u)ψ(u))p
du

u

) q
p dt

t

) 1
q

≤ c

(∫ ∞

0

(φ(t)h(t)ψ(t))q
dt

t

) 1
q

.

For the proof see[3]

Lemma 3.4. Let 0 < q ≤ ∞. Then (L1(m), L∞(m))ϱ,q = Λq( t
ϱ(t)

).
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Now we have the following fundamental interpolation theorem associ-
ated with vector measures.

Theorem 3.5. Let φ0, φ1 be two weights and ϱ be a parameter function.
If 0 < p0, p1 <∞, 0 < q <∞, then

(Λp0(φ0),Λ
p1(φ1))ϱ,q = Λq(φ),

where φ(t) = t
ϱ(t)
.
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Abstract. We investigate Lie derivations and generalized Lie
derivations on unital rings with a non-trivial idempotent. It is
shown under some mild conditions that each Lie derivation and
generalized Lie derivation on this kind of rings is proper. Some
applications to triangular algebras are also presented.

1. Introduction

Throughout the paper, R is a unital ring with a non-trivial idempo-
tent e. Recall that such a ring has the following presentation

R =

(
R11 R12

R21 R22

)
,

where R11 = eRe,R12 = eR(1 − e), R21 = (1 − e)Re and R22 = (1 −
e)R(1− e).

Set [x, y] = xy − yx for x, y ∈ R. An additive map d on R is called
a derivation if

d(xy) = d(x)y + xd(y), (x, y ∈ R).

2010 Mathematics Subject Classification. Primary 16W25; Secondary 47B47.
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For a fixed element b ∈ R, the map δb : x −→ [x, b] is a derivation of
R, which is called an inner derivation implemented by b.

An additive map L of R is said to be a Lie derivation if

L([x, y]) = [L(x), y] + [x, L(y)] (x, y ∈ R).

A Lie derivation L is called proper, if there exist a derivation d and a
mapping τ : R −→ Z(R) such that L = d+ τ .

Definition 1.1. Let f : R −→ R be an additive map.
If there is a derivation d : R −→ R such that f(xy) = f(x)y+ xd(y)

for all x, y ∈ R, then f is called a generalized derivation associated to
d.

If there is an additive Lie derivation L : R −→ R such that f([x, y]) =
f(x)y − f(y)x + xL(y) − yL(x) for all x, y ∈ R, then f is called a
generalized Lie derivation associated to L.

Hvala [4] proved that every additive generalized Lie derivation on a
prime ring R with characteristic not 2 and deg(R) > 3 is in the form of
τ+ξ, where τ : R −→ RC is a generalized derivation and ξ : R −→ R is
an additive map sending commutators to zero, where R is the extended
centroid and RC is the central closure of R.

In this talk we present Lie derivations and generalized Lie derivations
on a general ring with a non-trivial idempotent.

2. Main results

For a unital ring R with a non-trivial idempotent e, if R12 is faithful
as a (R11, R22)-module. Then a direct verification reveals that the
center Z(R)of R is

Z(R) =

{(
a 0
o b

)
; am = mb, bn = na for each m ∈ R12, n ∈ R21

}
.

Furthermore , πR11(Z(R)) ⊆ Z(R11) and πR22(Z(R)) ⊆ Z(R22)
and there exists a unique algebraic isomorphism φ from πR11(Z(R))
to πR22(Z(R)) such that am = mφ(a) and φ(a)n = na for every
m ∈ R12, n ∈ R21.

The next result shows the structure of Lie derivations on such a ring.

Proposition 2.1. Let R be a unital ring with nontrivial idempotent e.
A Lie derivation L on R is of the form

L

(
a m
n b

)
=

(
S1(a)−mn0 −m0n+W1(b) am0 −m0b+ T3(m)

n0a− bn0 + U2(n) S4(a) + n0m+ nm0 +W4(b)

)
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where m0 ∈ R12 , n0 ∈ R21 and S1 : R11 −→ R11 , W1 : R22 −→
Z(R11) , S4 : R11 −→ Z(R22) , W4 : R22 −→ R22 , T3 : R12 −→ R12

and U2 : R21 −→ R21 are additive maps satisfy the following conditions,

(1) S1 and W4 are Lie derivations.
(2) S4[a, a

′] = 0 and W1[b, b
′] = 0.

(3) T3(am) = S1(a)m−BmS4(a) + aT3(m),

T3(mb) = mW4(b)−W1(b)m+ T3(m)b.

(4) U2(na) = nS1(a)− S4(a)n+ U2(n)a,

U2(bn) = W4(b)n− nW1(b) + bU2(n).

(5) S1(mn)−W1(nm) = mU2(n) + T3(m)n,

W4(nm)−S4(mn) = U2(n)m+nT3(m).

Proposition 2.2. Let R be a unital ring with a non-trivial idempotent
such that R12 is faithful as a (R11, R22)-module. A Lie derivation L on
R of the form

L

(
a m
n b

)
=

(
S1(a)−mn0 −m0n+W1(b) am0 −m0b+ T3(m)

n0a− bn0 + U2(n) S4(a) + n0m+ nm0 +W4(b)

)
can be written as d+ τ , where d is a derivation and τ maps into Z(R)
if and only if

S4(A) ⊆ πR22(Z(R)), W1(B) ⊆ πR11(Z(R)) and
W1(n

′m) + S4(mn
′) ∈ Z(R)

We give some sufficient conditions under which every Lie derivation
on a unital ring with a non-trivial idempotent is proper.

Theorem 2.3. Let R be a unital ring with a non-trivial idempotent
such that R12 is faithful as a (R11, R22)-module. A Lie derivation L on
R of the form

L

(
a m
n b

)
=

(
S1(a)−mn0 −m0n+W1(b) am0 −m0b+ T3(m)

n0a− bn0 + U2(n) S4(a) + n0m+ nm0 +W4(b)

)
can be written as d+ τ , where d is a derivation and τ maps into Z(R)
if and only if

(1) there exist x, y ∈ R11 such that [x, y] ∈ Z(R11) and is invertible
in R11 or S4(R11) ⊆ πR22(Z(R)) or πR22(Z(R)) = Z(R22) or
R11 is generated as an algebra by commutators and idempotents.

(2) there exist s, t ∈ R22 such that [s, t] ∈ Z(R22) and is invertible
in R22 or W1(R22) ⊆ πR11(Z(R) or πR11(Z(R11)) = Z(R11) or
R22 is generated as an algebra by commutators and idempotents.

(3) W1(n
′m) + S4(mn

′) ∈ Z(R) or either Z(R11) or Z(R22) is a
field.
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Now, we are ready to characterize generalized Lie derivations on
rings with a non-trivial idempotent.

Theorem 2.4. Consider a unital 2-torsion free ring R with a non-
trivial idempotent e where R12 is faithful (R11, R22)-module and
πii(Z(R)) = Z(Rii), (i = 1, 2). If L : R −→ R be a generalized Lie
derivation with an associated linear map d, then L = ∆ + τ , where
∆ : A −→ A is a generalized derivation and τ : R −→ Z(R) is a linear
map that vanishes on all commutators of R.
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Abstract. Space-time coding is a coding way introduced for mul-
tiple input multiple output (MIMO) communication systems. Af-
ter orthogonal space-time codes, linear dispersion codes were in-
troduced to increase rate of transmission and decrease loss of in-
formation. In this talk we introduce a new approach to design
square linear dispersion space-time codes. The introduced codes
are full-rate, full-diversity and information lossless.

1. Introduction

The use of multiple antennas in wireless communication systems is a
powerful method in order to increase rate of transmission and per-
formance of the system. A space-time code provides a scheme for
data transmission from a multiple antennas transmitter by transmit-
ting copies of information symbols in different time slots from different

2010 Mathematics Subject Classification. Primary 94A05; Secondary 05B20,
62K10.

Key words and phrases. Space-time coding, Diversity, Information lossless.
∗ Speaker.

205



MOMENAEE KERMANI, TALEBI, NEKOUEI

antennas. In the receiver side, each antenna receives faded replicas of
transmitted symbols. In [4] orthogonal space-time codes were intro-
duced. These codes are full-diversity and easily decodable but their
rate of transmission does not exceed 3/4 for more than two antennas.
Furthermore, orthogonal space-time codes are not information lossless
in general. Hassibi and Hochwald [2] have proposed high date rate
codes named linear dispersion space time block codes or simply LD
codes for arbitrary number of transmit and receive antennas with high
rate of trnsmission. Here, we introduce a family of LD codes which
satisfy three important criteria. That is, the proposed family of codes
are full-diversity, full rate and information lossless.

Definition 1.1. A linear dispersion (LD) space-time code with vari-
ables s1 , s2 , · · · , sk is an n× t matrix whose entries are complex linear
combinations of s1 , s2 , · · · , sk and s̄1 , s̄2 , · · · , s̄k .

An LD space-time code can be written in the form

X(s) =
k∑
i=1

A
i
s
i
+

k∑
i=1

B
i
s̄
i
. (1.1)

Here, k denotes the total number of information symbols, s denotes a
k × 1 transmission symbol vector s = (s1 , s2 , · · · , sk)T and each of Ai

and Bi denotes an n × t complex matrix. the rate of X(s) is defined
as R = k/t. X(s) is called full-rate if R = n.
For a subset S of complex numbers (constellation set), each matrix
obtained by X(s) when taking values from S is called a codeword. The
set of all codewords is called a codebook. The LD-code X(s) is said to
be full-diversity over S if for any two distinct codewords C1, C2 the
matrix (C1 −C2)

∗(C1 −C2) is full rank.
For an n×m matrix A by Vec(A) we mean the nm× 1 column vector
obtained by columns of A. An LD code is called information lossless
or simply lossless if it uses the capacity of the channel completely. In
matrix language for the code X(s) defined in (1.1) we let

A = [Vec(A1),Vec(A2), · · · ,Vec(Ak
)]

B = [Vec(B1),Vec(B2), · · · ,Vec(Bk
)]

F =

(
A B
B∗ A∗

)
.

It was shown in[1] that in case k = nt if F is a unitary matrix then the
LD code X(s) is lossless.
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2. Main results

As mentioned before we construct an LD code for a MIMO system
with n transmit antennas and m receive antennas. The designed code
transmits the information in t = n time slots.
Let S be an arbitrary finite subset of the complex field which will
play the role of constellation set for our designed code. Consider the
field generated by S over the field of rational numbers, F = Q(S). In
order to design a code it suffices to construct the matrices A and B
introduced in the previous section. Here we set B = 0 and to design A,
we start with a unitary matrix U ∈ Mn2(Q) with rows u1 ,u2 , . . .un2
where u

(i−1)n+i
has nonzero entries for 1 ≤ i ≤ n. For instance one may

let U be the matrix

1

n2


n2 − 2 2 2 · · · 2
−2 −(n2 − 2) 2 · · · 2
−2 2 −(n2 − 2) · · · 2
...

...
...

. . .
...

−2 2 2 · · · −(n2 − 2)

 .
Now, we choose the complex number ω with |ω| = 1 such that for

any nonzero polynomial P of degree less than n2 with coefficients in F ,
P (ω) ̸= 0. This is possible since F is a finitely generated extension of
Q. Define

U1 = U.diag(1, ω, ω2, . . . , ωn
2−1).

Notice that U1 is a unitary matrix with coefficients in the field K =
F (ω). The next step is to choose the complex number α with |α| = 1
such that for any nonzero polynomial P of degree less than n+ 1 with
coefficients in K, P (α) ̸= 0. As mentioned before, it is possible to
choose such an α. For instance, one may choose ω and α such that
the set {ω, α} be algebraically independent over Q. Note that each of
the numbers ω and α may be an algebraic or a transcendental number.
Now define

A = diag(d1, d2, · · · , dn2 )U1 (2.1)

where dr = α for all r of the form r = (i − 1)n + i, i = 1, 2, · · · , n
and dr = 1 otherwise.

Theorem 2.1. For any finite subset S of complex numbers, the pro-
posed code is an information lossless, full-rate square LD-code which is
full diversity over S.

Example 2.2. In this section we consider a system with two anten-
nas in the transmitter and one or two antennas in the receiver. The
information symbols are selected from a constellation set S which is a
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finite subset of Z[i] and two transmission time slots is considered. In
this case F = Q(S) = Q[i]. Following our construction algorithm if we
let

U =
1

2


1 1 1 1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1


then the related space-time code is the matrix

A =

[
α(s1 + ωs2 + ω2s3 + ω3s4) −s1 + ωs2 − ω2s3 + ω3s4
−s1 − ωs2 + ω2s3 + ω3s4 α(−s1 + ωs2 + ω2s3 − ω3s4)

]
.

In this code ω is a complex number of absolute value 1 which does
not satisfy any polynomial of degree less than 4 over the field Q[i] and
α is also a complex number of absolute value one which does not satisfy
any polynomial of degree less than 3 over the field K = Q(i, ω).
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Abstract. In this paper, by using of the convexity of the function
f(A) = log det(I+A)− log det(I−A) over the set of positive semi
definite contractions, we present two new version of Lewent type
determinantaly inequality by a Jensen-Mercer type inequality.

1. Introduction and Preliminaries

A. McD. Mercer in [4], proved that if 0 < x1 ≤ x2 ≤ · · · ≤ xn and
wk(1 ≤ k ≤ n) are positive weights associated with these xk such that∑n

k=1wk = 1, and f is a convex function on an interval containing the
xk then

f

(
x1 + xn −

n∑
k=1

wkxk

)
≤ f(x1) + f(xn)−

n∑
k=1

wkf(xk) . (1.1)
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The following numerical inequality is due to Lewent [1]

1 +
∑n

j=1 λjxj

1−
∑n

j=1 λjxj
≤

n∏
j=1

(
1 + xj
1− xj

)λj
, (1.2)

where xj ∈ [0, 1) and
∑n

j=1 λj = 1, λj ≥ 0 (j = 1, · · · , n) are scaler
weights.

In what follows we assume that H and K are Hilbert spaces, B(H)
and B(K) are C∗-algebras of all bounded linear operators on the appro-
priate Hilbert space and P[B(H),B(K)] is the set of all positive linear
maps from B(H) to B(K). When dimH = n, we identify B(H) with
the full matrix algebra Mn(C) of all n×n matrices with entries in the
complex field C and denote its identity by In.

A positive operator A (written A ≥ 0) has a unique positive square
root B with B2 = A; we write B = A1/2. For two selfadjoint operators
A and B, we say A ≥ B whenever A − B ≥ 0. For any operator A,
one defines its absolute value |A| = (A∗A)1/2. We say that A is strictly
contractive if ∥A∥ < 1, such an A is called a contraction. An operator
A is said to be trace class operator if

∥A∥1 :=
∑
x∈E

⟨|A|(x), x⟩ < +∞ ,

where E is an orthonormal basis of H.
In [3], Matković, Pečarić and Perić extended the (1.1) as follows: Let

A1, · · · , An ∈ B(H) be selfadjoint operators with spectra in [m,M ] for
some scalers m < M and ϕ1, · · · , ϕn ∈ P[B(H),B(K)] positive linear
maps with

∑n
j=1 ϕj(IH) = IK. If f is continuous convex function on

[m,M ], then

f

(
mIK +MIK −

n∑
j=1

ϕj(Aj)

)
≤ f(m)IK + f(M)IK −

n∑
j=1

ϕj(f(Aj)) .

(1.3)
In [2], Lin proved that if Aj (j = 1, · · · , n) are contractive trace class
operators, then∣∣∣∣∣det

(
I +

∑n
j=1 λjAj

I −
∑n

j=1 λjAj

)∣∣∣∣∣ ≤
n∏
j=1

det

(
I + |Aj|
I − |Aj|

)λj
, (1.4)

where
∑n

j=1 λj = 1, λj ≥ 0 (j = 1, · · · , n).
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2. Main results

All the operators considered in this paper are trace class operators
over a separable Hilbert space H and I is the identity operator. First,
we state an important proposition for main theorem.

Proposition 2.1. [2, Proposition 5] Let A,B be positive trace class
operators with A ≥ B and C be any selfadjoint trace class operator.
Then tr(AC)2 ≥ tr(BC)2.

Lemma 2.2. [2, Lemma 6] The function f(A) = log det(I + A) −
log det(I − A) is convex over the set of positive semi definite contrac-
tions.

In the next theorems, by using an idea of [2, Lemma 6], we present
two new version of Lewent determinantal inequality as follows:

Theorem 2.3. Let 0 < A1 ≤ A2 ≤ · · · ≤ An be contractive trace class
operators. Then

det

(
I + A1 + An −

∑n
j=1 λjAj

I − A1 − An +
∑n

j=1 λjAj

)
(2.1)

≤ det

[(
I + A1

I − A1

)(
I + An
I − An

) n∏
j=1

(
I + Aj
I − Aj

)−λj
]
,

where
∑n

j=1 λj = 1, λj ≥ 0 (j = 1, · · · , n).

Theorem 2.4. Let A1, · · · , An ∈ Mℓ(C) be Hermitian matrices with
spectra in [m,M ] for some scalers m < M and ϕ1, · · · , ϕn ∈
P[Mℓ(C),Mk(C)] positive linear maps with

∑n
j=1 ϕj(Iℓ) = Ik. Then

det

(
(1 +m+M)Ik −

∑n
j=1 ϕj(Aj)

(1−m−M)Ik +
∑n

j=1 ϕj(Aj)

)
(2.2)

≤ (1 +m)(1 +M)

(1−m)(1−M)

n∏
j=1

det

(
ϕj

(
Iℓ − Aj
Iℓ + Aj

))
.

This research was supported in part by the Shahid Beheshti Excep-
tional Talents Training Center 2 of Zanjan.
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Abstract. For a noisy quantum channel, a quantum error cor-
rection code of dimension k exists if and only if the joint rank-k
numerical range associated with the error operators of the channel
is non-empty. In this paper, we obtained the largest k, for which
the joint rank-2k numerical range associated with error operators
of some given commutative Pauli channel is nonempty.

1. Introduction

Four extremely useful matrices in the study of quantum computation
and quantum information are known as the Pauli matrices, represented
as follows

σ0 := I2 =

(
1 0
0 1

)
, σ1 :=

(
0 1
1 0

)
, σ2 :=

(
0 −ı
ı 0

)
, σ3 :=

(
1 0
0 −1

)
,

where ı =
√
−1. These four matrices form an orthogonal basis for

the algebra of 2× 2 complex matrices with the Hilbert–Schmidt inner
product ⟨A,B⟩ = trace(B∗A).

LetN be a natural number and n = 2N . TheN-qubit Pauli group PN
is defined to consist of all N -fold tensor products of Pauli matrices(say

2010 Mathematics Subject Classification. Primary 15A60; Secondary 81P45,
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N-qubit Pauli matrices), with multiplicative factors ±1 and ±ı, as
follows

PN :=
{
ασ(j1,j2,...,jN ) : jl ∈ {0, 1, 2, 3}, α ∈ {±1,±ı}

}
,

where σ(j1,j2,...,jN ) := σj1 ⊗ σj2 · · · ⊗ σjN .
LetMn be the algebra of n×n complex matrices. A quantum channel

is a trace preserving completely positive linear map Φ : Mn →Mn. By
the structure of completely positive linear maps, there are E1, . . . , Em ∈
Mn with

∑m
j=1E

∗
jEj = In such that

Φ(ρ) =
m∑
j=1

EjρE
∗
j .

The matrices E1, . . . , Em are interpreted as the error operators of the
quantum channel Φ := {E1, . . . , Em}. A k-dimensional subspace V of
Cn is called a quantum error correction code for the quantum channel
Φ, if there exists another quantum channel Ψ : Mn → Mn such that
Ψ ◦ Φ(ρ) = ρ, for all ρ ∈ PMnP , where P is the orthogonal projection
of Cn onto V.

By the result in [1], this happens if and only if there are scalars γij
with 1 ≤ i, j ≤ r such that

PE∗
iEjP = γijP.

Motivated by the above discussion, researchers study the (joint)
higher rank numerical range defined as follows;

Definition 1.1. Given A = (A1, . . . , Am) ∈ Mm
n . The joint rank-

k numerical range Λk(A) is defined as the collection of vectors a =
(a1, . . . , am) ∈ C1×m such that PAP = aP for some rank-k orthogonal
projection P ∈ Mn, where PAP = (PA1P, . . . , PAmP ) and aP =
(a1P, . . . , amP ).

Let Φ = {E1, . . . , Em} be a quantum channel. Then Φ has a 2k-
dimensional quantum error correction code if and only if

Λ2k(E
∗
1E1, E

∗
1E2, . . . , E

∗
1Em, E

∗
2E1, . . . , E

∗
mEm) ̸= ∅.

In the context of quantum error correction, this means that there
exists an N -qubit encoding which accommodates a k-qubit data states.
A quantum channel is called a Pauli channel if each of its error op-

erators are scalar multiple of elements in Pauli group PN . The Pauli
channels are a central class of quantum channels in quantum comput-
ing, see [2, Problem 1].
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We say that A1, . . . , Am ∈ PN are completely independent, if the
set
{
Ai1Ai2 · · ·Aij : 1 ≤ i1 < i2 < · · · < ij ≤ m, 1 ≤ j ≤ m

}
is indepen-

dent.
Let Hn be the real linear space of Hermitian matrices in Mn. The

joint spectrum of Hermitian m-tuple A ∈ Hm
n is defined as

spec(A) :=
{
λ = (λ1, . . . , λm) ∈ R1×m : ∃ 0 ̸= x ∈ Cn s.t. Ax = λx

}
.

2. Main results

Let Φ = {I2N , E1, E2, . . . , Em} be a commutative Pauli channel. In
this section, we are looking to find the largest k such that joint rank-2k

associated with Φ is nonempty.

Proposition 2.1 ([4]). Let {A1, . . . , Am} be a commuting family in
Hn, and let A = (A1, . . . , Am). If spec(A) = {λ1, . . . ,λn}, then

Λk(A) ⊆ Ωk(A) =
∩

Γ⊆{1,...,n}
|Γ|=n−k+1

conv {λj : j ∈ Γ} .

Let {A1, . . . , Am} be a commuting family in Hn, and let

A = (A1, . . . , Am), with spec(A) = {λ1, . . . ,λn}.
We define ∆k(A) as the set of those a ∈ Rm such that for k disjoint
subsets S1, S2, . . . , Sk of {1, 2, . . . , n} we have a ∈ conv ({λj : j ∈ Si})
for each i. By this definition we have the following proposition.

Proposition 2.2 ([4]). Let {A1, . . . , Am} be a commuting family in
Hn, and let A = (A1, . . . , Am). Then ∆k(A) ⊆ Λk(A), for every
1 ≤ k ≤ n.

Now, we state a key lemma in this paper.

Lemma 2.3. Let A1, . . . , Am ∈ PN be commutative, Hermitian and
completely independent matrices, where N ≥ m. Then the m-tuple
A = (A1, . . . , Am) is unitarily equivalent to the following(

σ(3,0,0,...,0), σ(0,3,0,...,0), . . . , σ(0,0,...,0,3)
)
⊗ I2N−m .

Theorem 2.4. Let A = (A1, A2, A3) ∈ P3
N be a triple of commutative

Hermitian matrices. Then Λk(A) = Ωk(A), for every 1 ≤ k ≤ 2N .

Theorem 2.5. Let A =
(
σ(i1,i2,...,im) ⊗ I2N−m

)
(i1,i2,...,im)∈{0,3}m, where

N ≥ m. Then

Λ2N−m+1(A) = ∅, and Λ2N−m(A) = conv(spec(A)).
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Remark 2.6. Suppose E1, E2, . . . , Em are completely independent ma-
trices in PN , and
Φ =

{
Ei1Ei2 · · ·Eij : 1 ≤ i1 < i2 < · · · < ij ≤ m, 1 ≤ j ≤ m

}
∪{I2N} .

By using Lemma 2.3, such a channel can be rewritten (up to a constant
unitary correction) in the form

Φ =
{
σ(i1,i2,...,im) ⊗ I2N−m : ij ∈ {0, 3} , 1 ≤ j ≤ m

}
.

So, if an (N − m)-qubit state ρ is encoded as ρ̂ = (e1e
∗
1) ⊗ ρ, where

e∗1 =
(
1 0 · · · 0

)
∈ C1×m, then Φ(ρ̂) = ρ̂ and our recovery channel

is Ψ = {I2N}; See [3].

Theorem 2.7. Let N ≥ 3 and let

A =
(
σ(3,0,0), σ(0,3,0), σ(0,0,3), σ(3,3,0), σ(3,0,3), σ(3,0,3)

)
⊗ I2N−3 .

Then Λ2N−1(A) = ∅ and 0 ∈ Λ2N−2(A),

Remark 2.8. Suppose E1, E2, E3 are Hermitian and completely inde-
pendent matrices in PN and Φ = {I2N , E1, E2, E3}. In the context of
quantum error correction, Φ is written as Φ(ρ) =

∑3
i=0 piEiρEi, where

the error operator Ei is happened by the given probability pi ≥ 0,∑3
i=0 pi = 1 and E0 = I2N .
By using Lemma 2.3 and Theorem 2.7, there exist U ∈ M2N×2N−2 ,

such that U∗U = I2N−2 and U∗AU = 0. Define

R = [U E1U E2U E3U ] ∈M2N .

Therefore R is a unitary matrix and so a quantum gate. If an (N −
2)-qubit state ρ is encoded as ρ̂ = R ((e1e

∗
1)⊗ ρ)R∗, where e∗1 =(

1 0 0 0
)
, then R∗Φ(ρ̂)R = diag{p0, p1, p2, p3} ⊗ ρ.
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Abstract. In this talk, we investigate several norm inequalities
corresponding to the Löwner–Heinz inequality as well as some op-
erator inequalities involving the strict positivity, operator convex
functions and operator monotone functions.

1. Introduction and preliminaries

Let B(H ) denote the C∗-algebra of all bounded linear operators on
a complex Hilbert space H . In the case when dimH = n, we identify
B(H ) with the matrix algebra Mn of all n × n matrices with entries
in the complex field.

There are three types of ordering on the real space of all self-adjoint
operators as follows. Let A,B ∈ B(H ) be self-adjoint. Then
(1) A ≥ B if ⟨Ax, x⟩ ≥ ⟨Bx, x⟩.
(2) A ≻ B if ⟨Ax, x⟩ > ⟨Bx, x⟩ holds for all non-zero elements x ∈ H .
(3) A > B if A ≥ B and A−B is invertible.
Clearly (3)⇒ (2)⇒ (1) but the reverse implications are not valid in
general. For instance, if A is the diagonal operator (1, 1/2, 1/3, · · · ) on
ℓ2, then A ≻ 0 but A ≯ 0. Of course, in the case where H is of finite
dimension, (2) and (3) are equivalent; see [3, 5].
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2. Results

The Löwner–Heinz inequality says that if 0 ≤ A ≤ B, then Ar ≤ Br

for any 0 < r ≤ 1.

Löwner (MZ- 1934) proved the inequality for r = 1/2. Heinz (MA-
1951) proved it for positive operators acting on a Hilbert space of ar-
bitrary dimension.

Chan and Kwong (AMM, 1985) showed that if A ≥ B ≥ 0, C ≥
D ≥ 0, AC = CA and BD = DB, then

A1/2C1/2 = B1/2D1/2 .

Yoshino (PJA, 1988) proved that this is equivalent to the Löwner–Heinz
inequality.

There exist several norm inequalities each of which is equivalent to
the Löwner–Heinz inequality. One of them is the so-called the Araki–
Cördes inequality

∥ArBr∥ ≤ ∥AB∥r,
in which A and B are positive operators and 0 < r ≤ 1.

The other inequality equivalent to the the Löwner–Heinz inequality
is the Heinz–Kato inequality stating that if Q ∈ B(H ), A ≥ 0, B ≥ 0,
∥Qx∥ ≤ ∥Ax∥, ∥Q∗y∥ ≤ ∥By∥ for all x, y ∈ H , then

|⟨Qx, y⟩| ≤ ∥Aνx∥∥B1−νy∥
for all ν ∈ [0, 1]; cf. Yoshino’s paper (PJA, 1988).

An extension of the Löwner–Heinz inequality:
The Furuta inequality (PAMS, 1987), which says that if A ≥ B ≥ 0,
then

(Ar/2ApAr/2)1/q ≥ (Ar/2BpAr/2)1/q

holds for r ≥ 0, p ≥ 0 and q ≥ 1 with (1 + r)q ≥ p+ r.
Recently the behavior of operator monotone functions on unbounded

intervals with respect to the relation of strictly positivity has been
investigated. In fact, an extension of the Löwner–Heinz inequality
reads as follows.

Theorem 2.1 (A). [5] Let A,B ∈ B(H ) be positive operators such
that A−B ≥ m > 0 and 0 < r ≤ 1. Then

Ar −Br ≥ ||A||r − (||A|| −m)r

and

logA− logB ≥ log ∥A∥ − log(∥A∥ −m) > 0.

Here m = ∥(A−B)−1∥−1.
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Let f be a real-valued function defined on an interval J . If for each
self-adjoint operators A,B ∈ B(H ) with spectra in J ,

• A ≤ B implies f(A) ≤ f(B), then f is called operator mono-
tone;

• f(λA+(1−λ)B) ≤ λf(A)+ (1−λ)f(B) for all λ ∈ [0, 1], then
f is said to be operator convex.

If f is an operator monotone function on [0,∞), then f can be
represented as

f(t) = f(0) + βt+

∫ ∞

0

λt

λ+ t
dµ(λ) ,

where β ≥ 0 and µ is a positive measure on [0,∞) and if f is an
operator convex function on [0,∞), then f can be represented as

f(t) = f(0) + βt+ γt2 +

∫ ∞

0

λt2

λ+ t
dµ(λ) ,

where γ ≥ 0, β = f
′
+(0) = limt→0+

f(t)−f(0)
t

and µ is a positive measure
on [0,∞). The integral representation of operator convex and operator
monotone on bounded intervals is different; see [3].

If the relation ≤ is replaced by < throughout the above definitions,
then we reach the notions of strictly operator monotone and strictly
operator convex functions.
Kwong (PAMS, 1975) showed that if A > B (A ≻ B, resp.), then
Ar > Br (Ar ≻ Br, resp.) for 0 < r ≤ 1. Uchiyama (IEOT, 2000)
showed that for every non-constant operator monotone function f on
an interval J , A ≻ B implies f(A) ≻ f(B) for all self-adjoint operators
A,B with spectra in J .

Very recently, the following generalization of Theorem A is given in
[2].

Theorem 2.2. If A > B ≥ 0 and f is a non-constant operator mono-
tone function on [0,∞), then f(A)−f(B) ≥ f(∥B∥+m)−f(∥B∥) > 0,
where m = ∥(A−B)−1∥−1.

As a consequence, we have the following improvement of Theorem
A.

Theorem 2.3. If A > B ≥ 0 and 0 < r ≤ 1, then

Ar −Br ≥ (∥B∥+m)r − (∥B∥)r > 0

and logA − logB ≥ log(∥B∥ +m) − log ∥B∥ > 0, where m = ∥(A −
B)−1∥−1.
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Now we treat the behavior of operator convex functions on bounded
intervals with respect to the relation of strictly positivity.

Theorem 2.4. [3] Let f be a non linear operator convex function on
(a, b). Then f is strictly operator convex on (a, b).

A one-variable version of some unitarily invariant norms are pre-
sented below.

Theorem 2.5. [4] The following mutually equivalent inequalities hold:

|||AXA−1 + A−1XA||| ≥ 2|||X||| for any A > 0 and X = X∗;

|||AX +X∗A∗||| ≥ 2||||XA|||
for any invertible operator A and X ∈ I such that XA is self-adjoint;

|||A2X +XA2||| ≥ 2|||AXA||| for any A > 0 and X = X∗.
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5. M.S. Moslehian and H. Najafi, An extension of the Lowner–Heinz inequality,
Linear Algebra Appl. 437 (2012), no. 9, 2359–2365.

220



The Extended Abstracts of Talks
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

GENERALIZED ARITHMETIC-GEOMETRIC MEAN
TYPE INEQUALITY

HAMED NAJAFI

Department of Pure Mathematics, Ferdowsi University of Mashhad, P.O. Box
1159, Mashhad 91775, Iran
hamednajafi20@gmail.com

Abstract. We show that for two continuous functions f, g on

(0,∞) such that f(t)
g(t) is an Kwong function and f(t)g(t) ≤ t, any

positive matrices A,B and any matrix X, it holds that

|||f(A)Xg(B) + g(A)Xf(B)||| ≤ |||AX +XB|||
for each unitarily invariant norm |||.|||.

1. Introduction

A continuous real valued function g defined on the interval (0,∞) is
called Kwong or Anti-Löwner if the matrix

Kg =

(
g(λi) + g(λj)

λi + λj

)n
i,j=1

(1.1)

is positive semidefinite for any distinct real numbers λ1, . . . λn in (0,∞).
In this note we assume that all matrices are inMn and the symbol |||.|||
denotes a unitarily invariant norm onMn, that is |||UAV ||| = |||A||| for
all matrices A,U, V with U, V are unitary. The arithmetic-geometric
mean inequality says that if A,B and X are arbitrary operators with
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A,B positive definite, then

||ApXB1−p + A1−pXBp|| ≤ ||AX +XB||, (1.2)

where ||.|| is the operator norm. Bhatia and Davis [2] extended 1.2 for
any unitarily invariant norm |||.||| and n by n matrices A,B and X
with A,B positive semidefinite.

2. Main results

We start Main result by the following Theorems:

Theorem 2.1. Let f be a continuous function on (0,∞). Then f is
an Kwong function if and only if AB +BA ≥ 0 implies that f(A)B +
Bf(A) ≥ 0 for each invertible positive operator A and positive operator
B.

Theorem 2.2. Let f, g be non-negative operator monotone functions

on [0,∞). Then h(x) = f(x)g(x)
x

is Kwong.

Theorem 2.3. Let f be an operator monotone function on (0,∞).
Then h(x) = xf

′
(x) is Kwong.

Theorem 2.4. Let f be an Kwong function. Then

(i) The function g(x) = x1−pf(xp) is Kwong for each 0 ≤ p ≤ 1.

(ii) The function h(x) = f(xp)
1
p is Kwong for each 0 < p ≤ 1.

Moreover, if f is non-negative operator monotone then h(x) =

f(xp)
1
p is also Kwong for each 1 ≤ p ≤ 2.

Example 2.5. The function f(x) = arcsinh (x) is Kwong. Indeed

f(x) = arcsinh (x) = ln(x+ (x2 + 1)
1
2 )

By Theorem 2.4 g(x) = (x2 + 1)
1
2 is Kwong and g(x) ≥ 1, therefore

ln(x+ g(x)) is Kwong.

Our next theorem is the main result of this section.

Theorem 2.6. Suppose that A,B are any positive matrices and f and

g are two continuous functions on (0,∞) such that h(x) = f(x)
g(x)

is

Kwong and f(x)g(x) ≤ x. Then for any matrix X we have

|||f(A)Xg(B) + g(A)Xf(B)||| ≤ |||AX +XB||| (2.1)

Example 2.7. By taking f(x) = xp and g(x) = x1−p in Theorem 2.6
for each 0 ≤ p ≤ 1, we get well-known Heinz inequality stating that
for complex matrices A,B,X with A,B positive semidefinite,

|||ApXB1−p + A1−pXBp||| ≤ |||AX +XB|||,
where |||.||| is any unitarily invariant norm.
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An immediate consequence of Theorem 2.6 and Corollary ?? is the
following corollary.

Corollary 2.8. Let A,B be positive matrices and let f be a non-
negative operator monotone function on (0,∞). If g(x) = x

f(x)
, then

|||f(A)Xg(B) + g(A)Xf(B)||| ≤ |||AX +XB|||
for any matrix X and any unitarily invariant norm |||.|||.

Corollary 2.9. Let A,B be positive matrices and let f be a non-
negative operator monotone function on [0,∞) such that f(0) = 0 and
f

′
(0) = limx→0+ f

′
(x) <∞. Then

|||f(A)X +Xf(B)||| ≤ f
′
(0)|||AX +XB|||

for every unitarily invariant norm.

Example 2.10. Note that the function f(x) = log(x + 1) is operator
monotone on [0,∞). We easily see that f

′
(0) = 1. Hence for positive

matrices A,B and arbitrary matrix X we have

||| log(A+ I)X +X log(B + I)||| ≤ |||AX +XB|||

for each unitarily invariant norm |||.|||.
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Abstract. Let S be an n−surface and α : I → S be a unit
speed curve. Let the smooth vector field X tangent to S along
α, is everywhere orthogonal to α. We define the concept of Fermi
parallelism ofX and show that if a ∈ I and v ∈ Tα(a)S is orthogonal
to the derivative of α, then there exists a unique vector field V
along α that V is Fermi parallel and V (a) = v. Then we show
that this vector field defines a vector space isomorphism between
the orthogonal complements of any two vector space < α̇(a) > and
< α̇(b) >.

1. Introduction

Let S be an n−surface, α : I → S be a smooth parameterized curve
and X tangent to S along α. According to [3], X is said to be parallel,
if the covariant derivative of X is equal to zero. If X and Y are parallel
vector fields along α then ∥X∥, X.Y and the angle between X and Y
are constant along α. Moreover X + Y and λX for λ ∈ R, are parallel
[3] if t0 ∈ I and v ∈ Tα(t0)S, then there exists a unique vector field
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V tangent to S along α which is parallel and V (t0) = v [1, 3]. In
this study a different kind of parallelism, named Fermi parallelism, is
defined for the vector fields which are everywhere orthogonal to α. It
is shown that if X and Y are parallel vector fields orthogonal to α then
∥X∥, X.Y and the angle between X and Y are constant along α. Also
it is shown that if t0 ∈ I and v ∈ Rn+1, then there exists a unique
vector field V defined on S along α which is parallel and V (t0) = v.
At last, a linear, one to one, onto and dot product preserving map
Fα : α̇(a)⊥ → α̇(b)⊥ is constructed[2].

2. Main results

Definition 2.1. Let α : I → S be a parameterized curve in an n−
surface S and let X be a smooth vector field defined on S along α
which is everywhere orthogonal to α. i.e., X(t).α̇(t) = 0 for all t ∈ I.

Then the Fermi derivative of X is the vector field X̂ defined by

X̂(t) = Ẋ(t)− [Ẋ(t).α̇(t)]α̇(t)

Theorem 2.2. If X and Y are smooth vector fields defined on S along
α which are everywhere orthogonal to α and f a smooth function along
α. Then

(1) ˆ(X + Y ) = X̂ + Ŷ ,

(2) ˆ(fX) = f̂X + fŶ ,

(3) ˆ(X.Y ) = X̂Y +XŶ .

Proof. Let X and Y are smooth vector fields defined on S along α
everywhere orthogonal to α and f be a smooth function along α, then

ˆ(X + Y )(t) = ˙(X + Y )(t)− [ ˙(X + Y )(t).α̇(t)]α̇(t)

= Ẋ(t)− [Ẋ(t).α̇(t)]α̇(t) + Ẏ (t)− [Ẏ (t).α̇(t)]α̇(t)

= X̂(t) + Ŷ (t).

ˆ(fX)(t) = ˙(fX)(t)− [ ˙(fX)(t).α̇(t)]α̇(t)

= ḟ(t)X(t) + f(t)Ẋ(t)− [(ḟ(t)X(t))α̇(t) + (f(t)Ẋ(t))α̇(t)]

= f̂(t)X(t) + f(t)[Ẋ(t)− (Ẋ(t)α̇(t))α̇(t)]

= f̂(t)X(t) + f(t)X̂(t).

ˆ(XY )(t) = [X̂(t) + (Ẋ(t)α̇(t))α̇(t)]Y (t)

+X(t)[Ŷ (t) + (Ẏ (t)α̇(t))α̇(t)] = X̂(t)Y (t) +X(t)Ŷ (t).

□
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Definition 2.3. For an n−surface S in U and a parameterized curve
α : I → S, a smooth vector field X defined on S along α which
is everywhere orthogonal to α is said to be Fermi parallel or simply
parallel, if X̂ = 0.

Fermi parallelism has the following properties:

Theorem 2.4. If X is parallel along α and c ∈ R, then
i) X has constant length along α,
ii) XY is constant along α,
iii) X + Y and cX are parallel along α,
iv) The angle between X and Y is constant along α.

Proof. If X and Y are parallel vector fields along α, then the Theorem
2.2 implies that,

d

dt
∥X∥2 = 0,

d

dt
XY = 0, ˆ(X + Y ) = 0, ˆ(cX) = cX̂ = 0

□
The following Theorem is a reformulation of the fundamental exis-

tence and uniqueness theorem for solutions of systems of first order
differential equations and is the basic theorem of this paper[1].

Theorem 2.5. Let S be an n−surface in U , let α be a unit speed pa-
rameterized curve in S, let t0 ∈ I and v ∈ Rn+1 is orthogonal to α̇(t0).
There exists a unique vector field V defined on S along α orthogonal
to α, which is parallel and V (t0) = v.

Proof. We require a vector field V defined on S along α which is ev-
erywhere orthogonal to α satisfying V̂ = 0. But

V̂ (t) = V̇ (t)− [V̇ (t)α̇(t)]α̇(t)

= V̇ (t)− [(V (t)α̇(t))· − V (t)α̈(t)]α̇(t)

= V̇ (t) + [V (t)α̈(t)]α̇(t).

So V̂ = 0 if and only if

V̇ (t) + [V (t)α̈(t)]α̇(t) = 0 (2.1)

This is a first order differential equation in V , so there exists a unique
vector field V along α satisfying (2.1) together with the initial condition
V (t0) = v. To see that V is indeed everywhere orthogonal to α, note
that

(V (t)α̇(t))· = V̇ (t)α̇(t) + V (t)α̈(t)

= [(−V (t)α̈(t))α̇(t)]α̇(t) + V (t)α̈(t) = 0.
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Therefore V (t)α̇(t) is constant along α. But since V (t0)α̇(t0) = vα̇(t0) =
0, this constant must be zero. □

Now let p and q be two given points in an n−surface S, a parame-
terized curve α in S from p to q is a smooth map α : [a, b] → S with
α(a) = p and α(b) = q. Such a parameterized curve α, determines a
map Fα : α̇(a)⊥ → α̇(b)⊥ by Fα(v) = V (b), where for v ∈ Tp(S) with
v⊥α̇(a) and V is the unique parallel vector field along α with V (a) = v.
Then Fα is called the Fermi transport of v along α from p to q.

Theorem 2.6. Let S be an n−surface in U , let p, q ∈ S and α be a
smooth parameterized curve in S from p to q. Then for v, w ∈ α̇(a)⊥ ∩
TpS and c ∈ R we have

(1) Fα(v) · Fα(w) = V (b) ·W (b) = v · w,
(2) Fα(v + w) = Fα(v) + Fα(w),
(3) Fα(cv) = cFα(v),
(4) Fα is one to one and onto.

Proof. Let v, w ∈ α̇(a)⊥ ∩ TpS, then there exist vector fields V and W

along α orthogonal to α, such that V̂ = Ŵ = 0 and V (a) = v,W (a) =
w. Then, according to the Theorem 2.4 we have,

Fα(v) · Fα(w) = V (b) ·W (b) = V (a) ·W (a) = v · w
V +W and cV are parallel vector fields and

(V +W )(a) = V (a) +W (a) = v + w, (cV )(a) = cV (a) = cv

So

Fα(v + w) = (V +W )(b) = V (b) +W (b) = Fα(v) + Fα(w)

Fα(cv) = (cV )(b) = cV (b) = cFα(v)

Let Fα(v) = 0, then there exists a unique vector field V which is

orthogonal to α along α such that V̂ = 0 and V (b) = 0. But since such
a vector field is unique by Theorem 2.5 and zero vector field has this
properties, then the Theorem 2.4 implies that v = V (a) = 0 and Fα is
one to one. Now since dimα̇(a)⊥ = dimα̇(b)⊥, Fα is onto. □
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Abstract. Functional calculus is a strong tool for constructing,
deconstructing and reconstructing linear operators and it all begins
with the simple but very important theory of polynomials of oper-
ators. The present survey article was motivated by extending the
well-known primary and cyclic decomposition theorems together
with their byproducts, namely the rational canonical and Jordan
canonical forms, to infinite dimensional spaces which succeeded
with finding simpler and shorter proofs for the finite dimensional
cases. Also, it extends the functional calculus in a novel way to
unbounded symmetric operators.

1. Linear Algebra

Introduction. In general, an algebra homomorphism Φ from an
algebra of F-valued functions to the algebra L(V ) of linear operators
on a linear space V over the field F is called a functional calculus of
T if Φ(1) = I and Φ(id) = T , where 1 and id stand for the constant
function 1(x) ≡ 1 and the identity function id(x) ≡ x. The most ele-
mentary algebraic manipulation of an operator T is to find the linear
combinations of its powers T n including T 0 = I; i.e., polynomials in T .
Polynomials to operators are like prism to the visible light; when an
operator is tested by various polynomials, its spectrum shows up. The
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most important polynomials for an operator are those which magnify
some part of the operator and diminish the rest of the operator. An
invariant subspace of T ∈ L(V ) is a linear subspace W of V such that
Tw ∈ W for all w ∈ W . The zero subspace and the whole space are
called the trivial invariant subspaces of T . It is easy to see that W is
an invariant subspace of T if and only if f(T )W ⊂ W for all f ∈ F[x].
One way to construct invariant subspaces is to choose any subset Ω of
V and define Z(Ω, T ) := ∨{g(T )ω : g ∈ F[x];ω ∈ Ω}, where ∨ stands
for all (finite) linear combinations. This is called the minimal invari-
ant subspace of T containing Ω or, in another words, the invariant
subspace of T generated by Ω. In case Ω = {ω}, it is denoted by
Z(ω, T ) and is called the cyclic subspace of T generated by ω. In
this case, Z(ω, T ) = {p(T )ω : ∀p ∈ F[x]} = ∨{ω, Tω, T 2ω, T 3ω, · · · }.

LetW be an invariant subspace of T . We may or may not be able to
refine T by finding a complementary invariant subspace U such
that V =W ⊕U and, hence, T = T |W ⊕T |U . If such a complementary
invariant subspace U exists, it has the property that if 0 ̸= u ∈ U ,
then f(T )u /∈ U for all f ∈ F[x]. To find such a subspace U is not easy
and sometimes it is impossible. For example, if V has a countable basis
{e1, e2, e3, · · · } and T is the backwardshift Ten = en−1 with e0 = 0, then
the totality of all invariant subspaces of T form a chain {0} ⊂ ∨{e1} ⊂
∨{e1, e2} ⊂ ∨{e1, e2, e3} ⊂ · · · ⊂ V ; hence, there are no complementary
invariant subspaces except, of course, the trivial V = {0}⊕ V . We say
f ∈ F[x] is a TW -absorber of y ∈ V if f(T )y ∈ W . The set of all
TW -absorbers of y form an ideal whose generator is a monomial called
the minimal TW -absorber of y.

If W = {0}, any TW -absorber of y is called a local annihilator of T
at y and the corresponding minimal TW -absorber is called the local
minimal polynomial of T at y. If f is the local minimal polynomial
of T at some point and a local annihilator at all other points, then
f is called the minimal polynomial of T . Annihilators exist in the
finite dimension but may or may not exist in general. The global
minimal polynomial of an operator is its local annihilator at every
point of its domain. The backward shift just described has no global
annihilator but every vector ω ∈ V has a local annihilator fω(x) = xn,
n = 1, 2, 3, · · · .

The subspace Z(ω, T ) is finite dimensional if and only if T has a local
minimal polynomial fω at ω; in this case, dim(Z(ω, T )) = deg(fω)
and fω is the (global) minimal polynomial of T |Z(ω,T ). If Ωα (α ∈
Λ) is a family of subsets of V , then Z(∪α∈ΛΩα, T ) = ∨α∈ΛZ(Ωα, T );
moreover, if Ωα (α ∈ Λ) is a monotone chain, then Z(∪α∈ΛΩα, T ) =
∪α∈ΛZ(Ωα, T ).
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Spectral subspaces are another type of invariant subspaces defined
in terms of polynomials. If h ∈ F[x] is a given polynomial, the linear
subspace S(h, T ) = ∪∞

n=0ker(h
n(T )) is called the spectral subspace

of T corresponding to h.
The proof of the following lemma is left to the interested reader.

Lemma 1.1. Let W be an invariant subspace of T ∈ L(V ). The
following assertions are true.

(1) If p is a prime factor of the minimal TW -absorber of some
y ∈ V \W , then there exists z ∈ V \W such that p(T )z ∈ W .

(2) If f is the minimal polynomial of T |W , then f is the local min-
imal polynomial of T at some w ∈ W .

(3) S(h, T |W ) = S(h, T ) ∩W for any h ∈ F[x].
(4) If W = S(f, T ) and if f and h are relatively prime in F[x], then

h(T )|W is bijective.

The notation of this section is fixed throughout the remainder of the
paper. The vacuous operations ⊕∅, Σ∅ and ∨∅ over certain objects are
defined to be the corresponding zero objects. The operator 0 has the
minimal polynomial 1 or id according to whether V = {0} or V ̸= {0};
in either case, T has the local minimal polynomial 1 at 0 ∈ V .

The primary decomposition theorem. The primary decompo-
sition theorem is about the decomposition of a finite dimensional space
into the spectral subspaces corresponding to the prime factors of the
minimal polynomial of an operator. Note that if f is the minimal
polynomial of T ∈ L(V ), then V = S(f, T ). The proof of the finite
dimensional case can be used to show that if V and T are arbitrary,
then ∨p∈PS(p, T ) = ⊕p∈PS(p, T ), where P ⊂ F[x] is the collection of
all prime polynomials.

Additive spectral measures. Let f ∈ F[x] and W = ker(f(T )).
Assume further that f is the minimal polynomial of T |W . Consider the
prime factorization f = pm1

1 pm2
2 · · · pmkk . For i = 1, 2, · · · , k, let fi =

f/pmii and choose ψi ∈ F[x] such that Σk
i=1ψifi = 1. Letting S = T |W

and qi = ψifi, it follows that Σ
k
i=1qi(S) = I|W and qi(S)qj(S) = δijI|W ;

(i, j = 1, 2, · · · , k). Now, let p/q be any rational function such that
gcd(f, q) = 1, and choose h ∈ F[x] such that hq ≡ 1(mod f). Then,

(p/q)(S) := Σk
i=1(ph)(qi(S)S)qi(S)y =

∫
σ(S)

p(t)h(t)dE(t)y, (1.1)

where σ(S) := {q1(S)S, q2(S)S, · · · , qk(S)S} is called the spectrum
of S, and E : 2σ(S) → L(V ) defined by E({qi(S)S}) = qi(S) is called
the spectral measure of S. (The relation (1.1) is independent of
the choice of h.) If f is the minimal polynomial of T , the values of
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E are idempotent-valued and E is called the spectral measure of
T ; in this case, qi(T ) ̸= 0 for all i = 1, 2, · · · , k and the set σ(T ) :=
{q1(T )T, q2(T )T, · · · , qk(T )T} is called the spectrum of T .

Splitting annihilators. With the notation of the previous section,
assume f splits in F; that is f(x) = (x−λ1)

m1(x−λ2)
m2 · · · (x−λk)

mk

for some λ1, λ2, · · · , λk ∈ F. Then the spectrum can be identified as
σ(T ) = {λ1, λ2, · · · , λk}, where λi, for a while, is just a shortened
notation for Tqi(T ) = (T |S(id−λi,T )) ⊕ 0. Let g be a rational function
with poles off {λ1, λ2, · · · , λk} and m = max{m1,m2, · · · ,mk}. Then
g(x) = g(λi)+g

′(λi)(x−λi)/1!+g′′(λi)(x−λi)2/2!+g′′′(λi)(x−λi)3/3!+
· · · . (Here and in the next integral, λi’s act as scalars.) Hence,

g(T )y = Σk
i=1g(qi(T )T )qi(T )y = Σk

i=1Σ
m
j=0

g(j)(λi)

j!
qi(T )y. (1.2)

Rational canonical forms. The cyclic decomposition theorem
says that if V is finite dimensional, then V = ⊕r

j=1⊕α∈ΛjZ(α, T ), where
V ⊃ Λj ̸= ∅, and T has a local minimal polynomial fj at all α ∈ Λj such
that f1 = f , fj+1|fj and fj+1 ̸= fj, j = 1, 2, · · · , r. (Set fr+1 = 1.) Let
e0 = 0 and {e1, e2, e3, · · · } be a Hamel basis in a vector space V . The
backward shift Ten = en−1 (n = 1, 2, 3, · · · ) reveals that any invariant
subspace of T is of the form Z(en, T ) ⊂ S(id, T ) = V for some positive
integer n and, hence, the cyclic decomposition theorem does not hold.
Note that although T has a local minimal polynomial at each point of
V , the operator T has no minimal polynomial.

Let h ∈ F[x] and assume f is the minimal polynomial of T |ker(h(T )).
The following is an extension of the cyclic decomposition theorem to
infinite dimensional spaces:

ker(h(T )) = ker(f(T )) = ⊕r
j=1 ⊕α∈Λj Z(α, T ) (1.3)

with fj’s and Λj’s as in the cyclic decomposition theorem just stated
for finite dimensional spaces.

The rational canonical form is the matrix representation of T
with respect to the basis {T iα : i = 0, 1, 2, · · · ,deg(fj)−1;α ∈ Λj; j =
1, 2, · · · , r}, where fj is the local minimal polynomial of T at α ∈ Λj.

The uniqueness of the cyclic decomposition cannot be formulated
as such in the infinite dimension; it is unique in the finite dimension
and its proof follows the standard methods given in classical textbooks
[2, 3].

Jordan canonical forms. Here, again, assuming T has a min-
imal polynomial f splitting as f = (x − λ1)

m1 · · · (x − λn)
mn , the

primary decomposition theorem implies that V = ⊕n
i=1Si which yields

a decomposition T = ⊕n
i=1T |Si , where Si = S(id − λiid, T ). Letting
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Ni = (T − λiI)|Si , it follows that each Ni is a nilpotent operator with
a minimal polynomial idmi for i = 1, 2, · · · , n. By the cyclic decompo-
sition theorem applied to each Ni,

V = ⊕n
i=1 ⊕γ∈Γi Z(γ,Ni) and T = ⊕n

i=1 ⊕γ∈Γi (λiI +Niγ), (1.4)

where Ni = ⊕γ∈ΓiNiγ and each Niγ can be represented as a matrix
of finite size with 1’s on the upper diagonal and 0’s elsewhere. The
matrix representation of λiI +Niγ is called a Jordan block of T and
the totality of them is called the Jordan canonical form of T .

Complexification. When R is imbedded in C, any vector space
V = Rn is also imbedded in VC = Cn; therefore, any operator T ∈
L(Rn) can be extended in a canonical way to an operator TC ∈ L(Cn)
such that [TC]E := [TR]E , where E ⊂ Rn ∩ Cn is the standard {0, 1}-
basis. In general, if G is an extension of the general field F, and A
is an abstract set, then FA ⊂ GA are linear spaces over F and G,
respectively. Also, VF ⊂ VG, where VF (resp. VG) is the linear space of
all functions (xa)a∈A with values in F (resp. G) such that xa = 0 for all
but finitely many a ∈ A. Also, the set A, identified as the totality of
all {(δab)a∈A : b ∈ A}, can be viewed as the common (standard) {0, 1}-
basis of VF and VG. Let [tab](a,b)∈A×A be a matrix with entries in F such
that, for each b ∈ A, tab = 0 for all but finitely many a ∈ A. Define
TF ∈ L(VF) and TG ∈ L(VG) by the matrix representations [TF]A =
[TG]A = [tab](a,b)∈A×A. Now, if A is a Hamel basis of V and T ∈ L(V ),
then V and T can be naturally identified as VF and TF; The space VG
and the operator TG are called the generalized complexifications of
V ≡ VF and T ≡ TF, respectively.

Symmetrization. Fix V ≡ VF, T = TF, VG and TG as in the
previous section. Let h, f be as in (1.3) and assume G is the splitting
field of the minimal polynomial f of T |ker(h(T )). We may and shall
assume without loss of generality that V = ker(h(T )). The purpose of
this section is to find a relation between the rational canonical forms
of TF and the Jordan canonical forms of TG.

Assume λ1, λ2, · · · , λn are the distinct eigenvalues of T which are
the roots of the minimal polynomial f of T . If f = qk11 q

k2
2 · · · qkss is the

prime factorization of f in F[x], then each λi is the root of exactly one
prime factor and, hence, in view of the primary decomposition theorem,
we can further assume without loss of generality that f = qk for some
irreducible polynomial q ∈ F[x]. Define πi : G → G to be any field
automorphism leaving the elements of F fixed and sending λ1 to λi.
Accordingly, extend πi componentwise (resp. entrywise) to the vectors
(resp. matrices) with components (resp. entries) in F. Note that
πi([T ]A) = [T ]A. Also, note that πi(S(id − λ1, TG)) = S(id − λi, TG)
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for all i = 1, 2, · · · , n. With Λj as in (1.3), Z(α, TF) = ⊕n
i=1Z(αi, TF) for

all α ∈ Λj, where αi = πi(α1) is the projection of α into the summand
S(id − λi, TG), i = 1, 2, · · · , n. Therefore, (1.3) can be further refined
to yield the following reformulation of (1.4):

VG = ⊕r
j=1 ⊕α∈Λj ⊕n

i=1Z(αi, TG), (1.5)

TG = ⊕r
j=1 ⊕α∈Λj ⊕n

i=1(λiI +Niα),

where αi is the projection of α into S(id−λi1, TG) and Niα is nilpotent.
The formulas (1.5) are symmetric in the sense that each Λj is the
image of Λ1 under a field automorphism of G leaving the elements of F
fixed; in particular, αi = πi(α1).) In the following paragraphs, a (not
necessarily symmetric) Jordan canonical form of TG is given and the
aim is to symmetrize it to obtain a rational canonical form for TF.

By the symmetric core of G with respect to {λ1, λ2, · · · , λn}, we
mean the smallest subfield H of G containing F and all sums of the
form Σn

i=1λ
t
i, t = 0, 1, 2, 3, · · · . Let H(λ1) ⊂ G be the smallest field

containing H and λ1. Then H(λ1) = {ΣN
ℓ=0bℓλ

ℓ
1 : b0, b1, · · · , bN ∈ H},

where N = deg(f) − 1. Hence, S(id − λ1, TG) = ker(TG − λ1I)
N ⊂

GVH(λ1), where VH(λ1) = {ΣN
ℓ=0βℓλ

ℓ
1 : β0, β1, · · · , βN ∈ VH}. This implies

that the vector α1 in (1.5) can be rescaled to lie in VH(λ1). Thus,
assuming α1 is rescaled, it follows that for each α ∈ Λj, there exist
β0, β1, · · · , βN ∈ VH such that ξjα := Σn

i=1πi(α1) = Σn
i=1Σ

N
ℓ=0βℓλ

ℓ
i =

ΣN
ℓ=0(σ

n
i=1λ

ℓ
i)βℓ ∈ VH and, hence,

VG = ⊕n
i=1S(id− λi, TG) = ⊕n

i=1πi(S(id− λ1, TG))

= ⊕iπi(⊕r
j=1⊕α∈ΛjZ(α1, TG)) = ⊕i,j,αZ(πi(α1), TG)

= ⊕j,αZ(Σ
n
i=1πi(α1), TG) = ⊕j,αZ(ξjα, TG).

Thus, VH = ⊕j,αZ(ξjα, TG) ∩ VH = ⊕j,αZ(ξjα, TH).
By symmetry, the minimal polynomial of TF is of the form

qk(x) = [Πn
i=1(x− λi)]

kh = [Πm
j=1(x

r − µj)]
s,

where µ1, µ2, · · · , µm ∈ G are distinct values of λr1, λ
r
2, · · · , λrn and h, r, s

are positive integers such that char(F) ∤ s and r is a power of char(F).
Since char(F) ∤ s, it follows that F is the symmetric core of G with
respect to {µ1, µ2, · · · , µm}. Assume without loss of generality that
πi(µ1) = µi and that ξjα is rescaled to guarantee its projection ξjα1 into
S(idr − µ11, TG) lies in VF(µ1) for all possible values of i, j, α. Again,
here, VF = ⊕j,αZ(ζjα, TF), where ζjα := Σm

i=1πi(ξjα1) ∈ VF.
Complexification of a real Hilbert Space. As in the section of

complexification of a general linear space, let A be an abstract set and
consider the real linear space RA naturally imbedded in the complex
linear space CA. Define the real Hilbert space HR := {(xa)a∈A ∈ RA :
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Σa∈A|xa|2 < ∞} which is naturally imbedded in the complex Hilbert
space HC := {(xa)a∈A ∈ CA : Σa∈A|xa|2 < ∞}. Now, if H is a Hilbert
space with an orthonormal basis A, then depending on whether H be
real or complex, H is isometrically isomorphic with HR or HC. If H
is real, HC may be regarded as the complexification of H. Let H be
real and T ∈ B(H). Then TR ∈ B(HR) and TC ∈ B(HC) are defined
by [TR]A = [TC]A = [T ]A. Now, if u, v ∈ HR, then ||u + iv||2 =
||u||2 + ||v||2 and ⟨TC(u + iv), u + iv⟩ = ⟨TRu, u⟩ + ⟨TRv, v⟩. It follows
that ||TC|| = ||TR|| and that TC is a bounded operator extending TR to
HC. Moreover, if λ ∈ R, then TR − λI is injective (resp. bijective) if
and only if TC − λI is so. For this reason, the spectrum of T is defined
only for its complexification and is denoted by σ(T ) which is equal to
σ(TC) as defined for operators on complex Banach spaces.

Acknowledgement. The research is supported by the grant ”Al-
lameh Tabatabaee” from the Iranian National Science Foundation.

References

1. J. D. Botha, Alternative proofs of the rational canonical form theorem. Interna-
tional J. Math. Education Sci. Tech., 25 (1994), no. 5, 745-749.

2. I.N. Herstein, Topics in Algebra. Ginn and Company, Waltham, Massachussets
1964.

3. K. Hoffman and R. Kunze, Linear Algebra; second edition. Prentice-Hall, Inc.,
Englewood Cliffs, New Jersey, 1971.

4. M. Radjabalipour, The rational canonical form via the splitting field. Linear
Algebra and Its Applications, 439 (2013), no. 8, 2250-2255.

5. S.H. Weintraub, Jordan canonical form: Theory and practice. Synthesis Lectures
on Mathematics and Statistics, 2 (2009), no. 1, 1-108.

234



The Extended Abstracts of Talks
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

FUNCTIONAL CALCULUS. PART II: SELFADJOINT
OPERATORS

MEHDI RADJABALIPOUR∗

Iranian Academy of Sciences
radjabalipour@ias.ac.ir

Abstract. The functional calculus is extended to bounded or un-
bounded symmetric operators.

Bounded selfadjoint operators. Throughout this section, we as-
sume H is a real or complex Hilbert space and A ∈ B(H) is a bounded
selfadjoint operator; that is, A = A∗ and ⟨Ax, y⟩ = ⟨x,Ay⟩ for all
x, y ∈ H. Moreover, we assume all direct sums are orthogonal. The
results of the remainder of the paper are mostly from unproven claims
done in the introduction of [2]. I am indebted and grateful to the bene-
ficial comments by the referee as well as the editor of [2] which pressed
me to improve my impression of the subject.

It follows from [1] that

||p(AF)|| = ||p||σ(A) ∀ p ∈ F[x], (0.1)

where F is either R or C. By uniform density of polynomials in
CF(σ(A)), we obtain an isometric ∗-algebra homomorphism F : CF(σ(A))
→ B(HF), called continuous functional calculus on A, such that F (p) =
p(A) for all p ∈ F[x]. Denoting F (f) by f(A), we have

||f(AF)|| = ||f ||σ(A) ∀f ∈ CF(σ(A)). (0.2)

It follows that id(AF) = AF and 1(AF) = IHF .
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It is well-known that the invariant subspaces of a bounded symmetric
or selfadjoint operator are reducing; that is, if M ⊂ HF is an invariant
subspace of AF, then AFM⊥ ⊂ M⊥. In particular, there exists a (not
necessarily countable) collection {ϕj : j ∈ J} of unit vectors in (the
real Hilbert space) HR such that

HF = ⊕j∈JZ̄(ϕj, AF), (0.3)

where Z̄(ϕj, AF) ⊂ HF is the closure of Z(ϕj, AF) in HF.
Consider the bilinear forms

⟨f, g⟩j := ⟨f(AF)ϕj, g(AF)ϕj⟩, (0.4)

which define F-valued semi-inner products on CF(σ(A)) (j ∈ J). More-
over, if f ∈ CF(σ(A)) and ⟨f, f⟩j = 0 for all j ∈ J, then f ≡ 0.

Each semi-inner product in (0.4) yields a functional ⟨f,1⟩j acting as
a positive linear functional on CF(σ(A)) and, hence, bringing about a
regular Borel probability measure µj supported on σ(A) such that

||f(AF)ϕj||2 =
∫

|f(t)|2dµj(t) ∀f ∈ CF(σ(A)) ∀j ∈ J. (0.5)

In particular, {fk}k∈N is a Cauchy sequence in L2
F(µj) if and only if

{fk(AF)ϕj}k∈N is a Cauchy sequence in Z̄(ϕj, AF). Thus, we may and
shall assume without loss of generality that

Z̄(ϕj, AF) = L2
F(µj) ∀j ∈ J and, hence, HF = ⊕jL

2
F(µj). (0.6)

The next step is to unleash the functional calculus (0.2) to go beyond
continuous functions. Let BF(σ(A)) be the algebra of all bounded F-
valued Borel functions defined on σ(T ). For f ∈ BF(σ(A)), define

f(AF) ∈ B(HF) by f(AF)g = fg(= ⊕jfgj) (0.7)

for all g(= ⊕jgj) ∈ HF(= ⊕jL
2
F(µj)). The mapping

f 7→ f(AF) : BF(σ(A)) → B(HF)

is an isometric ∗-algebra homomorphism such that 1(AF) = I, id(AF) =
AF and

f1(AF)f2(AF) = f2(AF)f1(AF) (0.8)

= (f1f2)(AF) ∀f1, f2 ∈ BF(σ(A)).

Moreover, for f ∈ BF(σ(A)), the spectrum of the operator f(AF)|L2
F(µj)

is equal to the µj-essential range of f ; moreover, f(AF) is symmetric
(resp. positive) if and only if f(t) ∈ R (resp. f(t) ≥ 0) for all t ∈ σ(A).
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Theorem 0.1. (Known) With the notation established in the previous
paragraphs, define the set-function E sending Borel sets ∆ ⊂ R to
symmetric idempotents χ

∆
(AF) ∈ B(HF). It is a weakly σ-additive

spectral measure associated to AF in the following sense.

(1) E(∅) = 0, E(σ(A)) = I and AFE(∆) = E(∆)AF, for all Borel
sets ∆ ⊂ R.

(2) For all g, h ∈ HF and for all families {∆n ⊂ R : n ∈ N} of
mutually disjoint Borel sets,

⟨E(∪n∈N∆n)g, h⟩ = Σi∈N⟨E(∆n)g, h⟩ (0.9)

(3) For each pair g, h ∈ HF = ⊕jL
2
F(µj), the set function

ωg,h(∆) := ⟨E(∆)g, h⟩ =
∫
∆

Σjgjh
∗
jdµj (0.10)

defines a Borel F-valued measure such that

⟨f(AF)g, h⟩ =
∫
σ(A)

f(t)dωg,h(t) ∀f ∈ BF(σ(A)).

(Warning: To avoid confusion with the closure sign h̄, we have used
the notation h∗ instead of the complex conjugate h̄; in case g = h, the
set function ωg,g is a positive Borel measure.)

In the light of the spectral measure E, we can define the algebra
L∞
F (E) to be the class of all E-essentially bounded F-valued functions

defined a.e.[E]. Thus, by Theorem 0.1, if f ∈ L∞
F (E),

( inf
λ∈∆

|f(λ)|2)||E(∆)g||2 ≤ ||f(AF)E(∆)g||2 (0.11)

≤ (sup
λ∈∆

|f(λ)|2)||E(∆)g||2,

which is valid for every Borel set ∆ ⊂ R and every g ∈ HF. In partic-
ular, E({r})HF consists of all eigenvectors (including 0) of AF corre-
sponding to r ∈ R.

Another useful consequence of Theorem 0.1 is the production of a
rich family

{E(∆)HF ≡ ⊕jL
2
F(µj|∆) : ∆ ⊂ R Borel} (0.13)

of invariant subspaces for AF, which provide decompositions such as

HF = M1 ⊕M2 and f(AF) = f(S1)⊕ f(S2) (0.14)

whenever σ(A) = ∆1∪̇∆2 and f ∈ L∞
F (µ), where Sk = AF|Mk

and
Mk ≡ ⊕jL

2
F(µj|∆k) (k = 1, 2).

The functional calculus for bounded positive operators also helps
us in finding the positive square root of a positive operator. Let
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s : [0,∞) → [0,∞) be the positive square root function. Then A
1/2
F =

s(AF) is called the positive square root of AF which is the unique
bounded symmetric operator satisfying

(A
1/2
F )2 = AF and A

1/2
F ≥ 0. (0.15)

Unbounded positive operators. The pseudo-inverse of a positive
operator is included in the class of all unbounded positive operators.
Fortunately, the latter class of operators are pseudo inverses of bounded
selfadjoint operators. In fact, if T is a (densely defined) unbounded
positive selfadjoint operator on a Hilbert space H, then A = (I +T )−1

is a bounded selfadjoint operator with σ(A) ⊂ [0, 1] and one may write
T = ϕ(A) if an unbounded function like ϕ(x) = x−1 − 1 is admitted
to our functional calculus. To legitimize such a functional calculus,
we define FF(E) to be the class of all F-valued Borel functions defined
on σ(A) a.e.[E], in which, as usual, f1 and f2 are taken to be equal if
f1 = f2 a.e.[E]. For every f ∈ FF(E), define

D(f(AF)) = {g ∈ HF : fg ∈ HF} and f(AF)g = fg (0.16)

for all g ∈ D(f(AF)). The linear transformation f(AF) is a densely de-

fined closed operator; that is D(f(AF)) = HF and f(AF)gn → f(AF)g
whenever gn → g and f(AF)gn is a Cauchy sequence. Moreover,
(f(AF))

∗ = f ∗(AF) and, if f is real-valued, then it is symmetric; that
is, ⟨f(AF)g, h⟩ = ⟨g, f(AF)h⟩ for all g, h ∈ D(f(AF)). It is not difficult
to see that for f1 ∈ L∞

F (µ) and f2 ∈ FF(µ),

f1(AF)f2(AF) = (f1f2)(AF) = f2(AF)f1(AF), (0.17)

and f 2
2 (AF) = (f2(AF))

2.
Thus, not only the pseudo-inverse of a bounded selfadjoint operator

is defined, the functional calculus can be extended for an arbitrary
unbounded selfadjoint operator T via f(T ) = foϕ(A). The details will
appear elsewhere.
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Abstract. In this paper, we use a complete pivoting strategy for
the left-looking version of RIF preconditioner and study effect of
this pivoting.

1. Introduction

Consider the linear system of equations of the form Ax = b where
the coefficient matrix A ∈ Rn×n is nonsingular, large, sparse and non-
symmetric and also x, b ∈ Rn. Krylov subspace methods can be used
to solve this system [3]. An implicit preconditioner M for this system
is an approximation of matrix A, i.e., M ≈ A. This preconditioner
can be used as the right preconditioner for this system. In this case,
instead of solving the original system Ax = b, it is better to solve the
right preconditioned system AM−1u = b, where x = M−1u, by the
Krylov subspace methods. ILU preconditioners are examples of im-
plicit preconditioners. These type of preconditioners are in the form
of M = LDU where L and UT are unit lower triangular matrices and
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Key words and phrases. Krylov subspace methods, preconditioning, pivoting,
left-looking version of RIF preconditioner.
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D is a diagonal matrix. In this paper, we propose pivoting for the
left-looking version of RIF which is an implicit preconditioner.

2. Complete pivoting strategy for the left-looking
version of RIF preconditioner

Suppose that no dropping is applied in Algorithm 1. Also suppose
that Πk and Σk, for 1 ≤ k ≤ i− 1, are the computed row and column
permutation matrices at steps 1 to i − 1 of this algorithm. At the
beginning of step i of this algorithm, at first, lines 2 and 3 are set.
Then, the internal while loop is run and in line 6 the parameter iter is

set equal to iter+1. After that, vector z
(i−1)
i is computed in lines 7-11.

The pivot element q
(i−1)
i is computed in line 12. The essential relation

q
(i−1)
j = eTj (ΠAΣ)z

(i−1)
i , for j ≥ i+ 1, gives the chance to compute the

vector (q
(i−1)
i+1 , · · · , q(i−1)

n ) in lines 13-15. This vector is used to apply
the row pivoting strategy in lines 16-22 and matrix Π is updated. Since
the balance of the column pivoting has been ruined, then satisfied p
is set to false in line 18. After the row pivoting, satisfied q is set

to true in line 23. Next, vector w
(i−1)
i is computed in lines 26-30.

In line 31, the pivot element p
(i−1)
i is set equal to q

(i−1)
i . The key

relation p
(i−1)
j = (w

(i−1)
i )T (ΠAΣ)ej, for j ≥ i + 1, is used to compute

the vector (p
(i−1)
i+1 , · · · , p(i−1)

n ) in lines 32-34. After that, the column
pivoting strategy is applied in lines 35-41 and matrix Σ is updated.
Since the balance of the row pivoting has been ruined, then satisfied q
is set to false in line 37. After the column pivoting, satisfied p should
be set equal to true in line 42 and the algorithm will alternate between
the row and the column pivoting until the desired pivot element will be
computed. After the internal while loop of Algorithm 1, the i-th row
and the i-th column of matrices L and U are computed and dropped

in lines 45-48. After that, element q
(i−1)
i is defined as the (i, i) entry of

matrixD, i.e., dii. At the end of step n of Algorithm 1, the factorization
ΠAΣ ≈ M = LDU will be computed where Π = Πn−1 · · ·Π1 and
Σ = Σ1 · · ·Σn−1. Matrix M is termed the left-looking version of RIF
preconditioner with complete pivoting.

3. Numerical Results

In this section, we report the results of GMRES(30) method to
solve the original and the right preconditioned linear systems. Pre-
conditioners are left-looking RIF with and without pivoting. In Table
1, notation LLRIF is used for the left-looking version of RIF and
LLRIFP (1.0) indicates the left-looking version of RIF with pivoting
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Algorithm 1
Input: Let A ∈ Rn×n, U = L = In, Π = Σ = In, τw, τz , τl, τu ∈ (0, 1) be drop tolerances and

prescribe a tolerance α ∈ (0, 1].

Output: ΠAΣ ≈ LDU .

1. for i = 1 to n do

2. mi = ni = 0, iter = 0
3. satisfied p = satisfied q = false
4. while not satisfied q do

5. z
(0)
i = ei

6. iter = iter + 1
7. for j = 1 to i− 1 do

8. p
(j−1)
i = eTj (ΠAΣ)z

(j−1)
i

9. z
(j)
i = z

(j−1)
i − (

p
(j−1)
i

p
(j−1)
j

)z
(j−1)
j

10. for all l ≤ j, if |z(j)li | < τz , then set z
(j)
li = 0

11. end for

12. If iter = 1, then set q
(i−1)
i = eTi (ΠAΣ)z

(i−1)
i . Otherwise set q

(i−1)
i = p

(i−1)
i

13. for j = i+ 1 to n do

14. q
(i−1)
j = eTj (ΠAΣ)z

(i−1)
i

15. end for
16. if |q(i−1)

i | < α maxm≥i+1|q
(i−1)
m | then

17. mi = mi + 1, π
(i−1)
mi

= In.
18. satisfied p = false

19. choose k such that |q(i−1)
k | = maxm≥i+1|q

(i−1)
m |.

20. Interchange rows i and k of π
(i−1)
mi

and elements q
(i−1)
i and q

(i−1)
k

21. Π = π
(i−1)
mi

Π

22. end if
23. satisfied q = true
24. if not satisfied p then

25. w
(0)
i = ei

26. for j = 1 to i− 1 do

27. q
(j−1)
i = (w

(j−1)
i )T (ΠAΣ)ej

28. w
(j)
i = w

(j−1)
i − (

q
(j−1)
i

q
(j−1)
j

)w
(j−1)
j

29. for all l ≤ j, if |w(j)
li | < τw, then set w

(j)
li = 0

30. end for
31. p

(i−1)
i = q

(i−1)
i

32. for j = i+ 1 to n do

33. p
(i−1)
j = (w

(i−1)
i )T (ΠAΣ)ej

34. end for

35. if |p(i−1)
i | < α maxm≥i+1|p

(i−1)
m | then

36. ni = ni + 1, σ
(i−1)
ni

= In
37. satisfied q = false

38. choose l such that |p(i−1)
l | = maxm≥i+1 |p

(i−1)
m |

39. Interchange columns i and l of σ
(i−1)
ni

and elements p
(i−1)
i and p

(i−1)
l

40. Σ = Σσ
(i−1)
ni

41. end if
42. satisfied p = true
43. end if

44. end while
45. for j = 1 to i− 1 do

46. Lij =
q
(j−1)
i

q
(j−1)
j

, Uji =
p
(j−1)
i

p
(j−1)
j

47. If |Lij | < τl, then set Lij = 0. Also if |Uji| < τu, then set Uji = 0.
48. end for

49. dii = q
(i−1)
i

50. end for
51. Return L = (Lij)1≤i,j≤n, U = (Uij)1≤i,j≤n, D = diag(dii)1≤i≤n, Π and Σ.241



A. RAFIEI AND E. MORADIAN

Table 1.

properties No preconditioning LLRIFP (1.0) LLRIF

n nnz it Itime density it T time density it T time
fpga dcop 12 1220 5892 + + 1.842 45 0.078 0.9628 79 0.062
raefsky6 3402 137845 1353 5.72 0.995 5 0.484 0.274 7 0.406
sherman4 1104 3786 558 0.36 1.802 26 0.031 1.239 46 0.031

fpga dcop 14 1220 5892 + + 1.813 77 0.093 0.954 1144 1.296
epb3 84617 463625 + + 1.560 207 20.43 1.005 316 24.312

poisson3Da 13514 352762 261 3.50 2.863 60 5.390 0.337 130 3.765

that uses α = 1.0 for the row and the column pivoting. We have
considered 6 linear systems with the coefficient matrices from refer-
ence [2]. The right hand side vector of these systems is Ae where
e = [1, · · · , 1]T . The code of left-looking version of RIF with pivoting
is written in Fortran 77 and the codes of GMRES and left-looking
version of RIF are downloaded from the Sparskit [4] and Sparslab [1]
packages. In all the tests, parameters τw, τz, τl and τu are set equal to
0.1. In Table 1, n is the dimension and nnz is the number of nonzero
entries of the matrix. In columns 4 and 5 of this table, it and Itime
are the number of iterations and the iteration time of GMRES(30)
method with no preconditioning. In columns 7 and 10 and in columns
8 and 11 of this table, it is the number of iterations and Ttime is
the total time of GMRES(30) method that solves the right precondi-
tioned linear systems. For all the tests of this table, the convergence
criterion is satisfied when the relative residual is less than 10−8. A +
sign indicates that this criterion has not been satisfied in 5000 num-
ber of iterations. The parameter density in this table is defined as

density = nnz(L)+nnz(U)
nnz(A)

where nnz(L) and nnz(U) are the number of

nonzero entries of L and U factors. Numerical experiments indicate
that for all matrices, LLRIFP (1.0) is denser than LLRIF . The re-
sults also indicate that LLRIFP (1.0) makes the GMRES(30) method
converge in less number of iterations than LLRIF .
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Abstract. Let D be a division ring, V,W right or left vector
spaces over D, and L(V,W) the L(W)-L(V) bimodule of all right
(resp. left) linear transformations from V into W. We prove some
basic results about certain submodules of L(V,W). For instance,
we show, among other results, that a right submodule (resp. left
submodule) of L(V,W) is finitely generated whenever its image
(resp. coimage) is finite-dimensional.

1. Introduction

Throughout this note, unless otherwise stated, D denotes a division
ring, V and W right (resp. left) vector spaces over D, and L(V ,W)
the set of all right (resp. left) linear transformations A : V −→ W
such that A(x + y) = Ax + Ay and A(xλ) = (Ax)λ (resp. A(λx) =
λ(Ax)) for all x, y ∈ V and λ ∈ D. It is well-known that L(V ,W)
forms an abelian group under the adition of linear transformations.
When V = W , we use the symbol L(V) to denote L(V ,W). It is
easy to see that the set L(V) forms a ring under the addition and
multiplication of linear transformations which are, respectively, defined
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Key words and phrases. Division ring, Linear transformation, (Left/Right/Bi)

Submodule, (Algebraic) Dual, (Algebraic) Adjoint, Finite-rank linear transforma-
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by (A + B)(x) := Ax + Bx and (AB)(x) := A(Bx). It is also easily
verified that L(V ,W) is a right L(V)-module (resp. left L(W)-module)
via the multiplication of linear transformations. Throughout, by saying
I is a right (resp. left) submodule of L(V ,W), we mean I is a right
L(V)-submodule (resp. left L(W)-submodule) of L(V ,W). By the
image and the kernel of the family F ⊆ L(V ,W), denoted by im(F) and
ker(F), respectively, we mean ⟨{Ax : A ∈ F , x ∈ V}⟩ and

∩
A∈F kerA.

The coimage and cokernel of the family F , denoted by coim(F) and
coker(F), respectively, are defined as V/ kerF and W/im(F). As is
usual, we use the symbol V ′ for L(V , D). The members of V ′ are called
linear functionals on V . Also, when V is a right (resp. left) vector
space, V ′ is a left (resp. right) vector space over D endowed with the
addition and scalar multiplication defined by (f + g)(x) := f(x)+ g(x)
and (λf)(x) := λf(x) (resp. (fλ)(x) := f(x)λ) for all x ∈ V and
λ ∈ D. The second dual of V , denoted by V ′′, is the dual of V ′. The
space V ′′ has the same chirality as that of V over D. It is easily seen
that V naturally imbeds into V ′′ via the natural mapping ̂: V → V ′′

(x 7→ x̂) defined by x̂(f) = f(x) for all f ∈ V ′, and that the natural
mapping is an isomorphism of the vector spaces V and V ′′ if and only
if the space V is finite-dimensional. For a collection C of vectors in a
right (resp. left) vector space V over D, ⟨C⟩ is used to denote the right
(resp. left) linear subspace spanned by C. For a subset S of V , we define
S⊥ := {f ∈ V ′ : f(S) = 0}. It is plain that S⊥ is a subspace of V ′.
For T ∈ L(V ,W), T ′ ∈ L(W ′,V ′) denotes the adjoint of T which is
defined by (T ′f)(v) := f(Tv) where f ∈ W ′, v ∈ V . For a subset S of

L(V ,W), it is not difficult to see that the map ϕ : (kerS)⊥ −→
( V
kerS

)′
defined by ϕf(x+ kerS) = f(x), where f ∈ (kerS)⊥ and x ∈ V , is an
isomorphism of vector spaces. Therefore,

(kerS)⊥ ∼=
(

V
kerS

)′

.

By a weak right (resp. left) submodule of L(W ′,V ′), we mean I ′ :=
{T ′ ∈ L(W ′,V ′) : T ∈ I}, where I is a left (resp. right) submodule of
L(V ,W). By definition L′(V ,W) := {T ′ ∈ L(W ′,V ′) : T ∈ L(V ,W)}.
An important subset of L(V ,W) is the class of rank-one linear trans-
formations. It can be shown that every rank-one linear transformation
in L(V ,W) is of the form x ⊗ f for some x ∈ W and f ∈ V ′, where
(x⊗ f)(y) := xf(y) or (x⊗ f)(y) := f(y)x depending on whether the
space W is a right or a left vector space over D. It is readily checked
that (x ⊗ f)′ = f ⊗ x̂. Also, every finite-rank linear transformation
is a finite sum of rank-one linear transformations. We use the symbol
F(V ,W) to denote the set, in fact the bi-module, of all finite-rank linear
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transformations from V into W . As is usual, |A| is used to denote the
cardinal number of the set A. The following is a standard observation.
If T ∈ L(V ,W), then there are subsets B1 and B2 of V such that B1

and B1∪B2 are bases for kerA and V , respectively. Moreover, T (B2) is
basis for im(T ) so that im(T ) = ⟨T (B2)⟩. In fact, V = ⟨B1⟩⊕⟨B2⟩. We
refer the reader to [2] and [5] for general references on rings, modules,
and linear algebra over division rings.

2. Main results

Lemma 2.1. (i) Let S ∈ L(V ,W) and T ∈ L(V ,Z). Then, kerS =
kerT iff there exists an injective linear transformation P ∈ L(W ,Z)
or Q ∈ L(Z,W) such that T = PS or S = QT depending on whether
dim coker(S) ≤ dim coker(T ) or dim coker(T ) ≤ dim coker(S), respec-
tively.

(ii) Let S ∈ L(V ,W) and T ∈ L(V ,Z). Then, kerS ⊆ kerT iff there
exists a P ∈ L(W ,Z) such that T = PS.

(iii) Let Si ∈ L(V ,W) (1 ≤ i ≤ n) and T ∈ L(V ,Z). Then,∩n
i=1 kerSi ⊆ kerT iff there exist Pi ∈ L(W ,Z) such that T = P1S1 +

· · ·+ PnSn.

Lemma 2.2. (i) Let S ∈ L(V ,W) and T ∈ L(Z,W). Then, im(S) =
im(T ) iff there exists a surjective linear transformation P ∈ L(Z,V)
or Q ∈ L(V ,Z) such that T = SP or S = TQ depending on whether
dimkerS ≤ dimkerT or dimkerT ≤ dimkerS, respectively.

(ii) Let S ∈ L(V ,W) and T ∈ L(Z,W). Then, im(S) ⊆ im(T ) iff
there exists a P ∈ L(V ,Z) such that S = TP .

(iii) Let S ∈ L(V ,W) and Ti ∈ L(Z,W) (1 ≤ i ≤ n). Then,
im(S) ⊆ im({Ti}ni=1) iff there exist Pi ∈ L(V ,Z) such that S = T1P1 +
· · ·+ TnPn.

Lemma 2.3. Let V and W be two vector spaces over D and C ⊆
L(V ,W). Then the following holds.

(i) (im C)⊥ = ker(C ′), where C ′ = {T ′ : T ∈ C}. In other words,
⟨
∪
T∈C TV⟩⊥ =

∩
T∈C kerT

′.
(ii) If C = {Ti}ni=1, where n ∈ N, then (ker C)⊥ = im(C ′). In other

words, (
∩n
i=1 kerTi)

⊥ = ⟨
∪n
i=1 T

′
iW ′⟩.

Lemma 2.4. (i) Let Si ∈ L(V ,W) (1 ≤ i ≤ n) and T ∈ L(V ,Z).
Then,

∩n
i=1 kerSi ⊆ kerT iff im(T ′) ⊆ im({S ′

i}ni=1) iff there exist Pi ∈
L(W ,Z) such that T = P1S1 + · · ·+ PnSn.

Theorem 2.5. Let V and W be vector spaces over a division ring D
and I be a right submodule (resp. left submodule) of L(V ,W). If I
finitely generated or W (resp. V) is finite-dimensional, then I = {T ∈
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L(V ,W) : TV ⊆ im(I)} (resp. I = {T ∈ L(V ,W) : T ker(I) = {0}}).
Moreover, if dimV ≥ dimW (resp. dimV ≤ dimW), then every such
right (res. left) submodule is principal. In particular, if V = W, then
every finitely generated one-sided ideal of L(V) is principal.

Theorem 2.6. Let V and W be vector spaces over a division ring D
and I be a right submodule (resp. left submodule) of L(V ,W). If the
image (resp. coimage) of I is finite-dimensional, then I is finitely
generated, and hence I = {T ∈ L(V ,W) : TV ⊆ im(I)} (resp. I =
{T ∈ L(V ,W) : T ker I = {0}}). Moreover, if dimV ≥ dimW (resp.
dimV ≤ dimW), then I is principal.

Theorem 2.7. Let V and W be vector spaces over a division ring D
and I be a right submodule of L(V ,W). Then, I ∩ F(V ,W) = {T ∈
F(V ,W) : im(T ) ⊆ im(I)}.

Remark. We conjecture that the counterpart of the theorem holds
for left submodules of L(V ,W). That is, if I is a left submodule of
L(V ,W), then I ∩ F(V ,W) = {T ∈ F(V ,W) : ker I ⊆ kerT}.

Lemma 2.8. Let V ,W ,X ,Y be vector spaces over a division ring D
and S ∈ L(V ,W) and T ∈ L(X ,Y). Then, rank(S) ≤ rank(T ) iff there
exist P ∈ L(Y ,W) and Q ∈ L(V ,X ) such that S = PTQ. Moreover,
if S ∈ L(V,W) and Ti ∈ L(X ,Y) (1 ≤ i ≤ n), then rank(S) ≤∑n

i=1 rank(Ti) iff there exist Pi ∈ L(Y ,W) and Qi ∈ L(V ,X ) such that
S =

∑n
i=1 PiTiQi.

Theorem 2.9. Let V and W be infinite-dimensional vector spaces over
a division ring D. Then the nontrivial bi-submodules of L(V ,W) are
of the form

{T ∈ L(V ,W) : rank(T ) < e},
for some unique infinite cardinal number e ≤ min(dimV, dimW).
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Abstract. In this paper, we introduce the commuting graph of
a subset of operators on a Hilbert space. Then, we study the
connectivity and the diameter of the commuting graphs of the set
of all bounded operators, the set of all projections, and the set of
all nilpotent operators on a separable Hilbert space.

1. Introduction

For a ring R, we denote the center of R by Z(R). If X is either
an element or a subset of R, then CR(X) denotes the centralizer of X
in R. For each non-commutative ring R, we associate a graph, with
the vertex set R \ Z(R) and join two vertices x and y if and only if
x ̸= y and xy = yx. This graph has been introduced in [1], is called the
commuting graph of R, and is denoted by Γ (R). If X is a subset of R,
then Γ (X) denotes the induced subgraph of Γ (R) on X \ Z(R); that
is the subgraph of Γ (R) with vertex set X \ Z(R). If D is a division
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ring and m,n are natural numbers, then we denote the ring of all n×n
matrices over D by Mn(D).

Let G be a graph, a path P is a sequence v0e1v1e2 . . . ekvk whose
terms are alternately distinct vertices and distinct edges in G, such
that for any i, 1 ≤ i ≤ k, the ends of ei are vi−1 and vi. We say u is
connected to v in G if there exists a path between u and v. The graph
G is called connected if there exists a path between any two distinct
vertices of G.

2. Main results

First, we recall some theorems in commuting graphs of some subsets
of matrix algebra.

Theorem 2.1. [2, Theorem 5] Let D be a division ring and n ⩾
3. If An is the set of all non-invertible matrices in Mn(D), then
diamΓ (An) = 4.

Theorem 2.2. . [2, Theorem 6] Let F be a field and n ⩾ 3 If Tn is the
set of all triangularizable matrices in Mn(F ), then diamΓ (Tn) = 4.

Corollary 2.3. [2, Corollary 7] Let F be an algebraically closed field
and n ⩾ 3. Then diamΓ (Mn(F )) = 4.

The C−commuting graph is a very good generalization of commuting
graph. It was defined as follows.

Definition 2.4. [5, Definition 2.1] For a division ring D, n ∈ N,
and C ⊆ Mn(D), a pair of matrices A and B in Mn(D) is called
C−Commuting if AB−BA = C, for some C ∈ C. Especially, a pair of
matrices A and B are commuting matrices, if they are {0}−commuting.

Definition 2.5. [5, Definition 2.2] For a division ring D with center F ,
n ∈ N, and C ⊆ Mn(D), the C−Commuting graph of Mn(D), denoted
by ΓC(Mn(D)), is a graph with vertex setMn(D)\FI such that distinct
vertices A and B are adjacent if and only if they are C−Commuting,
where FI = {αI |α ∈ F }. Especially, the {0}−Commuting graph of
Mn(D) is the commuting graph of Mn(D) that was defined in [?].

Theorem 2.6. [5, Theorem 2.3]Let D be a division ring with center F
and n ⩾ 3 a natural number. Then the following hold:

(i) If D is non-commutative and C1 is the set of all matrices in
Mn(D) such that their ranks are at most 1, then ΓC1(Mn(D))
is a connected graph.

(ii) If D is commutative and C2 is the set of all matrices in Mn(D)
such that their ranks are at most 2, then ΓC2(Mn(D)) is a con-
nected graph.
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Theorem 2.7. [5, Theorem 2.9] Let F be a field with charF = 0 and
n ⩾ 3 a natural number. If Dn is the set of all diagonalizable matrices
in Mn(F ), then ΓDn(Mn(F )) is a connected graph.

Now, we are going to generalize the commuting graph to a subset of
operators on a Hilbert space.

Definition 2.8. Let H be a Hilbert space and S be a set of operators
on H. The commuting graph of S, denoted by Γ(S), is the graph with
vertex set S\Z(S) such that distinct vertices a and b are adjacent if
and only if ab = ba, where Z(S) is the center of S.

Theorem 2.9. Let A be the set of all non-zero bounded operators
with zero as their eigenvalues on a separable Hilbert space H such that
dim(H) ⩾ 3. Then Γ(A) is a connected graph.

Theorem 2.10. Let P be the set of all non-zero, non-scalar projections
on a separable Hilbert space H that dim(H) ⩾ 3. Then Γ(P) is a
connected graph.

Theorem 2.11. Let N be the set of all non-zero, nilpotent operators
on a separable Hilbert space H that dim(H) ⩾ 3. Then Γ(N ) is a
connected graph.

Theorem 2.12. Let F be the set of all non-zero finite rank operators
on a separable Hilbert space H that dim(H) ⩾ 3. Then Γ(F) is a
connected graph.
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Abstract. In this paper we investigate the existence of three
S(2, 4, v) designs with prescribed number of blocks in common.

Let bv = v(v−1)
12 and I3[v] = {0, 1, . . . , bv} \ {bv − 7, bv − 6, bv −

5, bv − 4, bv − 3, bv − 2, bv − 1}. Let J3[v] = {k| there exist three
S(2, 4, v) designs with k same common blocks}. We show that
J3[v] ⊆ I3[v] for any positive integer v ≡ 1, 4 (mod 12).

1. Introduction

A Stiener system S(2, 4, v) is a pair (V ,B) where V is a v-element
set and B is a family of 4-element subsets of V called blocks, such that
each 2-element subsets of V is contained in exactly one block.

Two Steiner systems S(2, 4, v), (V ,B) and (V ,B1) are said to intersect
in s blocks if |B ∩ B1| = s. The intersection problem for S(2, 4, v) de-

signs can be extended in this way: determine the sets Jµ[v](Jµ[v]) of all
integers s such that there exists a collection of µ (≥ 2) S(2, 4, v) designs
mutually intersecting in s blocks (in the same set of s blocks). This

generalization is called µ-way intersection problem. Clearly J2[v] =

J2[v] = J [v] and Jµ[v] ⊆ Jµ[v] ⊆ J [v].

2010 Mathematics Subject Classification. Primary 05B30; Secondary05B05.
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The intersection problem for µ = 2 was considered by Colbourn,
Hoffman, and Lindner in [2]. They determined the set J [v](J2[v]) com-
pletely for all values v ≡ 1, 4 (mod 12), with some possible exceptions

for v = 25, 28 and 37. Let [a, b] = {a, a + 1, ..., b − 1, b}, bv = v(v−1)
12

,
and I[v] = [0, bv] \ ([bv − 5, bv − 1] ∪ {bv − 7}). It is shown in [2]; that:

(1) J [v] ⊆ I[v] for all v ≡ 1, 4 (mod 12).
(2) J [v] = I[v] for all admissible v ≥ 40.
(3) J [13] = I[13] and J [16] = I[16] \ {7, 9, 10, 11, 14}.
(4) I[25] \ {31, 33, 34, 37, 39, 40, 41, 42, 44} ⊆ J [25] and {42, 44} ̸⊆ J [25].
(5) I[28] \ {44, 46, 49, 50, 52, 53, 54, 57} ⊆ J [28].

(6) I[37] \ ({64, 66, 76, 82, 84, 85, 88} ∪ [90, 94] ∪ [96, 101]) ⊆ J [37].

In this paper we investigate the three way intersection problem for
S(2, 4, v) designs. Also we apply some recursive constructions. But
some small orders (v ∈ {25, 28, 37, 40}) are remained to characterize.

2. Necessary conditions

A (v, k, t) trade of volume s consists of two disjoint collections T1
and T2, each of s blocks, such that for every t-subset of blocks, the
number of blocks containing these elements (t-subset) are the same in
both T1 and T2. A (v, k, t) trade of volume s is Steiner when for every
t-subset of blocks, the number of blocks containing these elements are
at most one. A µ-way (v, k, t) trade T = {T1, T2, . . . , Tµ}, µ ≥ 2 is a
set of pairwise disjoint (v, k, t) trade.
In every collection the union of blocks must cover the same set of ele-
ments. This set of elements is called the foundation of the trade. Its
notation is found (T) and rx = no. of blocks in a collection which
contain the element x.
By definition of the trade, if bv − s is in J3[v], then it is clear that
there exists a 3-way Steiner (v, 4, 2) trade of volume s. Consider three
S(2, 4, v) designs (systems) intersecting in bv − s same blocks (of size
four). The remaining set of blocks (of size four) form disjoint partial
quadruple systems, containing precisely the same pairs, and each has s
blocks. Rashidi and Soltankhah in [5] established that there do not ex-
ist a 3-way Steiner (v, 4, 2) trade of volume s, for s ∈ {1, 2, 3, 4, 5, 6, 7}.
So we have the following lemma:
Lemma 2.1. J3[v] ⊆ I3[v].

3. Recursive constructions

Let K be a set of positive integers . A group divisible design K-GDD
(as GDD for short) is a triple (X ,G,A) satisfying the following properties:
(1) G is a partition of a finite set X into subsets (called groups); (2) A is a
set of subsets of X (called blocks), each of cardinality from K, such that a
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group and a block contain at most one common element; (3) every pair of
elements from distinct groups occurs in exactly one block. If G contains ui
groups of size gi, for 1 ≤ i ≤ s, then we denote by gu11 gu22 . . . guss the group
type (or type) of the GDD. If K = {k}, we write {k}-GDD as k-GDD.
Theorem 3.1. (Weighting construction). Let (X ,G,A) be a GDD with
groups G1, G2, . . . , Gs. Suppose that there exists a function w : X → Z+∪
{0} (a weight function) so that for each block A = {x1, . . . , xk} ∈ A there ex-
ist three K-GDDs of type [w(x1), . . . w(xk)] with bA common blocks. Then
there exist three K-GDDs of type [

∑
x∈G1

w(x), . . . ,
∑

x∈Gs w(x)] which in-
tersect in

∑
A∈A bA blocks.

Theorem 3.2. (Filling construction (i)). Suppose that there exist three
4-GDDs of type g1g2 . . . gs which intersect in b blocks. If there exist three
S(2, 4, gi + 1) designs with bi common blocks for 1 ≤ i ≤ s, then there exist
three S(2, 4,

∑s
i=1 gi + 1) designs with b+

∑s
i=1 bi common blocks.

Theorem 3.3. (Filling construction (ii)). Suppose that there exist three
4-GDDs of type g1g2 . . . gs which intersect in b blocks. If there exist three
S(2, 4, gi + 4) designs containing bi common blocks for 1 ≤ i ≤ s. Also
all designs containing a block y. Then there exist three S(2, 4,

∑s
i=1 gi + 4)

designs with b+
∑s

i=1 bi − (s− 1) common blocks.

Let there be three S(2, 4, v) designs with a common parallel class, then
Jp3[v] for v ≡ 4 (mod 12) denotes the number of blocks shared by these
S(2, 4, v) designs , in addition to those shared in the parallel class.

Lemma 3.4. Let G be a GDD on v = 3s + 6t elements with b blocks of
size 4 and group type 3s6t, s ≥ 1. For 1 ≤ i ≤ b, let ai ∈ Jp3[16]. For
1 ≤ i ≤ s − 1, let ci + 1 ∈ J3[16] and let cs ∈ J3[16]. For 1 ≤ i ≤ t, let
di + 1 ∈ J3[28]. Then there exist three S(2, 4, 4v + 4) designs with precisely∑b

i=1 ai +
∑s

i=1 ci +
∑t

i=1 di blocks in common.

The flower of an element is the set of blocks containing that element.
Let Jf3[v] denote the number of blocks shared by three S(2, 4, v) designs, in
addition to those in a required common flower.
Lemma 3.5. Let G, B be a GDD of order v with b4 blocks of size 4, b5
blocks of size 5 and group type 4s5t. For 1 ≤ i ≤ b4, let ai ∈ Jf3[13]. For
1 ≤ i ≤ b5, let ci ∈ Jf3[16]. For 1 ≤ i ≤ s, let di ∈ J3[13] and for 1 ≤ i ≤ t,
let ei ∈ J3[16]. Then there exist three S(2, 4, 3v + 1) designs intersecting in

precisely
∑b4

i=1 ai +
∑b5

i=1 ci +
∑s

i=1 di +
∑t

i=1 ei blocks.
Lemma 3.6. [3]. The necessary and sufficient conditions for the existence
of a 4-GDD of type gn are: (1) n ≥ 4, (2) (n − 1)g ≡ 0 (mod 3), (3)
n(n− 1)g2 ≡ 0 (mod 12), with the exception of (g, n) ∈ {(2, 4), (6, 4)}, in
which case no such GDD exists.
Lemma 3.7. [?]. There exists a (v, {4, 7∗}, 1)-PBD with exactly one block
of size 7 for any positive integer v ≡ 7, 10 (mod 12) and v ̸= 10, 19.
Lemma 3.8. [3]. A 4-GDD of type 12um1 exists if and only if either
u = 3 and m = 12, or u ≥ 4 and m ≡ 0 (mod 3) with 0 ≤ m ≤ 6(u− 1).
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4. Ingredients
Lemma 4.1. J3[13] = I3[13].
Lemma 4.2. J3[16] = I3[16] \ {7, 9, 10, 11, 12}.
Lemma 4.3. {0, 23, 29, 50} ⊆ J3[25].
Lemma 4.4. {1, 63} ⊆ J3[28].
Lemma 4.5. There exist three 4-GDDs of type 44 with i common
blocks, i ∈ {0, 1, 2, 4, 16}.
Corollary 4.6. {0, 1, 2, 4, 16} ⊆ Jp3[16].
Lemma 4.7. There exist three 4-GDDs of type 35 with i common
blocks, i ∈ {0, 1, 3, 15}.
Lemma 4.8. There exist three 4-GDDs of type 34 with i common
blocks, i ∈ {0, 1, 9}.
Corollary 4.9. {0, 1, 9} ⊆ Jf3[13].

5. main result

We obtain the following Theorem by applying recursive constructions
and ingredients.
Theorem 5.1.
(1) J3[v] ⊆ I3[v] for all v ≡ 1, 4 (mod 12).
(2) J3[v] = I3[v] for all admissible v ≥ 49.
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Abstract. Gaussian distribution is not a proper distribution to
model many of the real-life time series. Heavy tail distributions
such as the Pareto distribution have proved instrumental in pro-
viding a model for considering observation in finance, insurance,
telecommunications, metrology and hydrology. Continuous-time
GARCH(1,1) which is an extension of discreet one can be obtain
using an extended version of Black-Scholes model given by a sto-
chastic differential equation. In this paper, we consider the tail
behavior of COGARCH(1,1) process driven by a heavy tail Lévy
process.

1. Introduction

The classical pricing model is the Black-Scholes model given by the
stochastic differential equation (SDE)

dSt = rStdt+ σStdBt , S0 = x ∈ R , (1.1)

where r ∈ R is the stock-appreciation rate, σ > 0 is the volatility and
B is a standard Brownian motion. The Black-Scholes model is based
on the assumption that the relative price changes of the asset form a
Gaussian process with stationary and independent increments. There
exists a lot of extension for this model in the literature. We refer the
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reader to [1] and the collection of papers in [2] for specific examples
and references. The theory of regular variation provides a proper and
unified background for considering multivariate extremes when heavy
tails are present; see [5] for the basic theory and [2] and [3] for some
recent developments. One of interesting model that can be construct
using an extension to the process (1.1) is continuous-time GARCH(1,1).

Klüppelberg, et al [4] considered discrete-time GARCH(1,1) model
and replaced the noise variables by a Lévy process L with jumps ∆Lt =
Lt − Lt− , t ≥ 0. This yields a stochastic volatility model of the type

dSt =
√
V tdL

(1)
t , (1.2)

dVt+ = βdt+ Vte
Xt−d(e−Xt) ,

where β > 0 and V is left-continuous. This continuous-time GARCH
(1,1) model is called a COGARCH(1,1) model. Now if L(i), i = 1, 2
are two independent Lévy process and an auxiliary càdlàg process X
is defined by

Xt = ηt−
∑
0<s≤t

log(1 + λeη(∆L(2)
s )2) , (1.3)

for η > 0 and λ ≥ 0, Then, the stationary volatility process has repre-
sentation

Vt =

(
β

∫ t

0

eXsds+ V0

)
e−Xt− , t ≥ 0 , (1.4)

with β > 0 and V0 =d β
∫∞
0
e−Xtdt, independent of L. The auxiliary

process (Xt)t≥0 itself is a spectrally negative Lévy process of bounded
variation with drift γX = η, no Gaussian component, and Lévy measure
νX given by

νX [0,∞) = 0 , νX(−∞,−x] = ν
(
{y ∈ R : |y| ∈

√
(ex − 1)/(λeη)}

)
. (1.5)

Gaussian distribution fails to model many of the real-life time series
which display clusters of outlying observations. Heavy tail distributions
such as the Pareto distribution have proved instrumental in providing
a model for a wide spectrum of bursty phenomena which are observed
in finance, insurance, telecommunications, metrology and hydrology.
A formulation of regular variation for multivariate stochastic processes
on the unit interval on D and the tail behavior for filtered regularly
varying lévy processes was considered in [3]. The aim of this paper is
to consider the tail behavior of the COGARCH(1,1) model driven by
heavy tail Lévy process.
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2. Main results

Let R,Q and N be the sets of real, rational and natural numbers,
respectively. Regular variation on D = D(R+,R) is defined as the
space of cadalag functions. This space is equipped with the J1-metric
that makes it complete and separable. We denote by SD the subspace
{x ∈ D : |x|∞ = 1} (where |x|∞ = supt∈Rd+ |x(t)|) equipped with the

subspace topology. Define D0 = (0,∞] × SD where (0,∞] is equipped
with the metric ρ(x, y) = |1/x−1/y| making it complete and separable.
Then, D0 equipped with the metric max{ρ(x∗, y∗) , d◦∞(x̃, ỹ)} is a
complete separable metric space (CSMS). Hult and Lindskog [3] have
shown that regular variation on D[0, 1] is naturally expressed in terms of
so-called ŵ-convergence of boundedly finite measures on (0,∞]×SD[0,1].
A boundedly finite measure assigns a finite measure to bounded sets.
A sequence of boundedly finite measures {mn : n ∈ N} on a complete

separable metric space E converges to m in the ŵ- topology, mn
ŵ→m,

if mn(B) → m(B) for every bounded Borel set B with m(∂B) = 0. A
stochastic process X = {Xt : t ∈ [0, 1]} with sample paths in D is said
to be regularly varying if there exists a sequence {an}, 0 < an ↑ ∞ and
a nonzero boundedly finite measure m on B(D0) with m(D0 \ D) = 0
such that, as n→ ∞

nP(a−1
n X ∈ ·) ŵ→m(·) on B(D0) (2.1)

denoted by X ∈ RV ({an},m,D0).
Now, we show that the COGARCH(1,1) model driven by regularly

varying Lévy process is also a regularly varying random process.

Theorem 2.1. Let L(1) be a Lévy process with bounded jump and St
be a COGARCH(1,1) random process (1.2) such that its auxiliary se-
quence satisfying X ∈ RVα((an), µ1,R0) and S0 ∈ RVα((an), µ2,D0).
Then, St ∈ RVα((an), µ

∗,D0) .

Proof. Let h : D → R be defined by

h(x) =

(
β

∫ t

0

(
exs + e−xs

)
ds+ β

∫ ∞

t

e−xsds

)
e−xt− . (2.2)

The mapping h satisfies the conditions of Theorem 8 in [3] and Vt
distributed as h(Xt) . Therefore, Vt ∈ RVα((an), µ3,Rd

0) with µ3(·) =
µ o h−1(·) . But, by Theorem 5.2.1 the SDE (1.2) has unique solution

St =
∫ t
0

√
VtdL

(1)
t . With a similar arguments as in the proof of Theorem

3.4 in [3], we can show that
∫ t
0

√
VtdL

(1)
t ∈ RVα((an), µ4,D0) with

µ∗(·) = E(µ{x ∈ R̄0 : (
√
V −

√
V U −∆

√
V U)x1[U,1] ∈ B}) ,
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where U is uniformly distributed on [0, 1) and independent of V , and
this completes the proof of Theorem. □

The following result is also consider certain conditions under which
the COGARCH(1,1) process has heavy tail.

Theorem 2.2. Let L(1) ∈ RVα((an), µ1,R0) be a regularly varying Lévy
process and St be a COGARCH(1,1) random process (1.2) such that
its auxiliary sequence EV (α+ϵ)/2 < ∞ for some ϵ > 0 . Then, St ∈
RVα((an), µ

∗
1,D0) .

Proof. Using Theorem 3.4 in [3], we can obviously obtain that
∫ t
0

√
Vt

dL
(1)
t ∈ RVα((an), µ

∗
1,D0) with

µ∗
1(·) = E(µ{x ∈ R̄0 : (∆

√
V U)x1[U,1] ∈ B}) ,

where U is uniformly distributed on [0, 1) and independent of V , and
this completes the proof of Theorem. □
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Abstract. In this paper, we apply a fixed point theorem to solve
the operator equation AxBx = x in random Banach algebras under
a nonlinear contraction.

1. Introduction

The purpose of this paper is to give a comprehensive text to the study
of random Banach algebras such as the study of fixed point theory and
operator equations in random Banach algebras.

In the other hand, the first important hybrid fixed point theorem
due to Krasnoselskii [3] which combines the metric fixed point theorem
of Banach with the topological fixed point theorem of Schauder in a
Banach space has several applications to nonlinear integral equations
that arise in the inversion of the perturbed differential equations. Many
attempts have been made to improve and weaken the hypotheses of
Krasnoselskii’s fixed point theorem (see [1]). The study of the nonlinear
integral equations in Banach algebras was initiated by Dhage [2] via
fixed point theorems. In this paper, we apply a fixed point theorem to
solve the operator equation AxBx = x in the random Banach algebras
under a nonlinear contraction.

2010 Mathematics Subject Classification. Primary 47H10; Secondary 54H25.
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2. Random Normed Algebras

In the section, we adopt the usual terminology, notations and conven-
tions of the theory of random normed spaces, then we consider random
normed algebras. Throughout this paper, ∆+ is the space of distribu-
tion functions, that is, the space of all mappings F : R ∪ {−∞,∞} →
[0, 1] such that F is left-continuous and non-decreasing on R, F (0) = 0
and F (+∞) = 1. D+ is a subset of ∆+ consisting of all functions
F ∈ ∆+ for which l−F (+∞) = 1, where l−f(x) denotes the left limit
of the function f at the point x, that is, l−f(x) = limt→x− f(t). The
space ∆+ is partially ordered by the usual point-wise ordering of func-
tions, i.e., F ≤ G if and only if F (t) ≤ G(t) for all t in R. For example
an element for ∆+ is the distribution function εa given by

εa(t) =

{
0, if t ≤ a,

1, if t > a.

The maximal element for ∆+ in this order is the distribution function
ε0.

Definition 2.1. ([5]) A mapping T : [0, 1]× [0, 1] → [0, 1] is a contin-
uous triangular norm (briefly, a continuous t-norm) if T satisfies the
following conditions:
(a) T is commutative and associative;
(b) T is continuous;
(c) T (a, 1) = a for all a ∈ [0, 1];
(d) T (a, b) ≤ T (c, d) whenever a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Typical examples of continuous t-norms are TP (a, b) = ab, TM(a, b) =
min(a, b) and TL(a, b) = max(a+ b− 1, 0) (the Lukasiewicz t-norm).

Definition 2.2. ([5]) A random normed space (briefly, RN-space) is
a triple (X,µ, T ), where X is a vector space, T is a continuous t-norm
and µ is a mapping from X into D+ such that the following conditions
hold:

(RN1) µx(t) = ε0(t) for all t > 0 if and only if x = 0;

(RN2) µαx(t) = µx(
t
|α|) for all x ∈ X, α ̸= 0;

(RN3) µx+y(t+ s) ≥ T (µx(t), µy(s)) for all x, y ∈ X and all t, s ≥ 0.

Every normed space (X, ∥.∥) defines a random normed space (X,µ, TM),
where

µx(t) =
t

t+ ∥x∥
for all t > 0, and TM is the minimum t-norm. This space is called the
induced random normed space.
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Definition 2.3. A random normed algebra (X,µ, T, T ′) is a random
normed space (X,µ, T ) with algebraic structure such that

(RN-4) µxy(ts) ≥ T ′(µx(t), µy(s)) for all x, y ∈ X and all t, s > 0. in
which T ′ is a continuous t-norm.

Every normed algebra (X, ∥ · ∥) defines a random normed algebra
(X,µ, TM , TP ), where

µx(t) =
t

t+ ∥x∥
for all t > 0 if and only if

∥xy∥ ≤ ∥x∥∥y∥+ s∥y∥+ t∥x∥ (x, y ∈ X; t, s > 0).

This space is called the induced random normed algebra.

Definition 2.4. Let (X,µ, T ) be an RN-space.
(1) A sequence {xn} in X is said to be convergent to x in X if, for
every ϵ > 0 and λ > 0, there exists a positive integer N such that
µxn−x(ϵ) > 1− λ whenever n ≥ N .
(2) A sequence {xn} in X is called a Cauchy sequence if, for every ϵ > 0
and λ > 0, there exists a positive integer N such that µxm−xn(ϵ) > 1−λ
whenever n ≥ m ≥ N .
(3) An RN-space (X,µ, T ) is said to be complete if and only if every
Cauchy sequence in X is convergent to a point in X.

3. main result

A mapping T : X −→ X is called random D-Lipschitzian if there
exists a continuous and nondecreasing function ϕ : R+ −→ R+ such
that

µT (x)−T (y)(t) ≥ µx−y(ϕ(t)), (1)

for x, y ∈ X and t > 0, where ϕ(0) = 0.
We call the function ϕ random D-function of T on X. If ϕ is not

necessarily nondecreasing and satisfies ϕ(r) < r, for r > 0, the mapping
T is called a nonlinear contraction with a contraction function ϕ. If
ϕ(t) = αt in the (1), the mapping T : X −→ X (1) is called random
Lipschitzian with Lipschitz constant α.

Let (X,µ, T ) be a random Banach space and let T : X −→ X.

Then T is called a compact operator if T (X) is a compact subset of
X. Again T is called totally bounded if for any bounded subset S of
X, T (S) is a totally bounded set of X. Further, T is called completely
continuous if it is continuous and totally bounded. Note that every
compact operator is totally bounded, but the converse may not be true
[4].
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Theorem 3.1. Let S be a closed, convex and bounded subset of a ran-
dom Banach algebra (X,µ, T ) and let A : X −→ X, B : S −→ X be
two operators such that

(a) A is random D-Lipschitzian with a random D-function ϕ,

(b) B is completely continuous, and

(c) x = AxBy =⇒ x ∈ S, for all y ∈ S.
Then the operator equation

AxBx = x (2)

has a solution.
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Abstract. In this paper, we introduce an iterative method for
solving the matrix equation AXB = C in which A and B are sym-
metric positive definite. This method is based on global Conjugate
Gradient method which is equivalent to an orthogonal projection.
We study some convergence analysis of this method, such as ex-
pression and upper bound for the error and minimization property.

1. Introduction

In this paper, we consider the following matrix equations

AXB = C, (1.1)

where A ∈ Rn×n, B ∈ Rs×s and C ∈ Rn×s. Furthermore, we assume
that the matrices A and B are symmetric positive definite (SPD).

Some convergence properties of the special case B = Is, whether or
not s = 1, have been studied by many authors. For more details, we
refer to [2, 4, 5] and the references therein. For example, the Conjugate
Gradient (CG) method is a well-known method that was originally
developed to solve the equation Gx = g where G is a SPD matrix of

2010 Mathematics Subject Classification. Primary 65F10; Secondary 15A24,
15A60.
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suitable dimension. Let x0 be an initial guess, r0 = g − Gx0 be its
corresponding residual and x∗ be the solution of Gx = g. The CG
constructs a sequence of approximate solutions {xm} satisfying

∥x∗ − xm∥G = min
x∈x0+Km(G,r0)

∥x∗ − x∥G,

where Km(G, r0) = span{r0, Gr0, . . . , Gm−1r0} is the Krylov subspace
and ∥ · ∥G denotes the well-known G−norm.

The aim of this paper is to study the benefits that the CG method
can bring for solving the matrix equation (1.1). First, we described
generalized Conjugate Gradient (GCG) method which is based on the
Conjugate Gradient method. Then, we present that the GCG is equiv-
alent to an orthogonal projection. Finally, we gave some theoretical
results for the GCG, such as expression, minimization property and
some upper bounds for the (A,B)−norm of the GCG error.

Let X, Y ∈ Rn×s and Z ∈ Rp×q. The Kronecker product X ⊗ Z is
defined by X ⊗ Z = [xijZ]. The vector vec(X) denotes the vector of
Rns defined by vec(X) = [xT1 , . . . , x

T
s ]
T where xi is the ith column of

X. The Frobenuis inner product is defined by ⟨X, Y ⟩F = trace(Y TX).

Proposition 1.1. The map ⟨·, ·⟩(A,B) : Rn×s × Rn×s → R defined as
follows is an inner product denoted by (A,B)-inner product.

⟨X, Y ⟩(A,B) = trace(Y TAXB).

In addition, the associated norm of the (A,B)-inner product is

∥X∥(A,B) = ∥vec(X)∥B⊗A, ∀X ∈ Rn×s.

Let E = [E1, E2, . . . , Ep] ∈ Rn×ps and F = [F1, F2, . . . , Fl ] ∈ Rn×ls,
where Ei and Fj are n×smatrices. The matrices ET ⋄F and ET ⋄(A,B)F
are defined by (ET ⋄F )ij = ⟨Ei, Fj⟩F and (ET ⋄(A,B)F )ij = ⟨Ei, Fj⟩(A,B),
respectively. We should add that the ⋄ product is introduced in [1].
Finally, the following definition of [3, p. 411] is a basic tool for us.

Definition 1.2. Let pk(x, y) =
∑k

i,j=0 cijx
iyj be a polynomial in two

variables with real coefficients cij. If C ∈ Rm×m and D ∈ Rn×n, then

pk(C :D) is defined a matrix of the form pk(C :D) =
∑k

i,j=0 cij(C
i⊗Dj).

2. Main results

Suppose that G = B ⊗ A, x0 ∈ Rns and r0 = g − Gx0. It can be
shown that the mth iterate xm of the CG minimizes ∥x∗ − x∥B⊗A over
x0 +Km(B ⊗ A, r0) if and only if

xm ∈ x0+Km(B⊗A, r0) such that g− (B⊗A)xm ⊥ Km(B⊗A, r0).
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Suppose that GKi(A, V,B) = span{V,AV B, . . . , Ai−1V Bi−1}. Hence,
the map T : GKi(A, V,B)) → Ki(G, v) given by X 7→ T (X) = vec(X)
is an isomorphism. On the other hand, the matrix equation (1.1) can
equivalently be written in the form of (B ⊗ A)vec(X) = vec(C). Now,
in view of these facts, we introduce generalized Conjugate Gradient
(CGC) method as follows.

Algorithm 1 The generalized Conjugate Gradient (CGC) method.

1: Choose X0 and a tolerance ε > 0.
2: Compute R0 = C − AX0B and set P0 = R0.
3: for i = 0, 1, 2 . . . do

4: αi =
⟨Ri,Ri⟩F

⟨Pi,Pi⟩(A,B)
,

5: Xi+1 = Xm + αiPi,
6: Ri+1 = Ri − αiAPiB,

7: βi =
⟨Ri+1,Ri+1⟩F

⟨Ri,Ri⟩F
,

8: Pi+1 = Ri+1 + βiPi,
9: If ∥Ri∥F ≤ ε then stop and Xi+1 is a desirable approximation of

the solution, else goto 3.
10: end for

From the description of the GCG method, the following result is
obtained.

Theorem 2.1. Let X0 ∈ Rn×s and R0 = C−AX0B. The GCG method
constructs the approximate solutions Xm satisfying

Xm ∈ X0 + GKm(A,R0, B), (2.1)

such that
C − AXmB ⊥F GKm(A,R0, B). (2.2)

We observe that the CGC method is equivalent to an orthogonal
projection. In the following, by using this fact, we will derive some con-
vergence properties of the GCG method. Let Pm = [P0, P1, . . . , Pm−1]
and Vm+1 = [V0, V1, . . . , Vm] in which the matrices Pi introduced in Al-
gorithm 1 and Vi = Ri/∥Ri∥F . If we define Tm = VTm ⋄(A,B) Pm and

T̃m = VTm+1 ⋄(A,B) Pm, then the following results are established.

Theorem 2.2. Assume that m+1 steps of the CGC method have been
executed. Then we have
(I) The matrix T̃m is a upper Hessenberg matrix.
(II) APm(Im⊗B) = Vm(Tm⊗ Is) + tm+1,mVm(e

T
m⊗ Is), where tm+1,m is

the (m+ 1,m) entry of T̃m.
(III) Xm = X0 + Pm(ym ⊗ Is) such that Tmym = VTm ⋄R0.
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(IV) Rm = −tm+1,m(e
T
mym)Vm and ∥Rm∥F = |tm+1,m(e

T
mym)|.

We present that the (A,B)-norm of the GCG error has the mini-
mization property.

Theorem 2.3. Xm is the mth approximation of the GCG method if
and only if

∥X∗ −Xor
m ∥(A,B) = min

X∈X0+GKm(A,R0,B)
∥X∗ −X∥(A,B),

where X∗ is the solution of the matrix equation (1.1).

By considering the minimization property of the (A,B)−norm of the
GCG error, we will try to establish more properties of the error.

Theorem 2.4. The error X∗ −Xm satisfies the following relations

∥X∗ −Xm∥(A,B) = ∥Rm∥F
√
V T
m+1 ⋄(A−1,B−1) Vm+1, (2.3)

∥X∗ −Xm∥(A,B) ≤ ∥Rm∥F

√
κ(A)κ(B)

∥A∥2∥B∥2
, (2.4)

∥X∗ −Xm∥(A,B) ≤ min
p∈Pm
p(0,0)=1

max
λ∈σ(B)
µ∈σ(A)

|p(λ, µ)|∥X∗ −X0∥(A,B), (2.5)

∥X∗ −Xm∥(A,B) ≤
∥Rm∥F
∥R0∥F

√
κ(A)κ(B)∥X∗ −X0∥(A,B), (2.6)

where Pm denotes the set of polynomials in two variables x, y of the
form pm(x, y) =

∑m
i=0 cix

iyi, and κ(Z) = ∥Z∥2∥Z−1∥2.

Remark 2.5. It is important to notice that the presented bounds in the
above theorem depend on the initial guess and the spectral informations
of A and B.
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Abstract. In this paper, we present an orthogonality in a normed
linear space which is based on an angular distance inequality. Main
properties of this orthogonality is disscussed. We also find another
version of the Singer orthogonality in terms of an angular distance
inequality and compare these orthogonalities with each other.

1. Introduction

The notion of orthogonality goes a long way back in time and various
extensions have been introduced over the last decades. In particular,
proposing the notion of orthogonality in normed linear spaces has been
the object of extensive efforts of many mathematicians. The most
natural notion of orthogonality arises in the case where the norm ∥.∥
derives from an inner product. In this case x ⊥ y if and only if ⟨x, y⟩ =
0. The notion of orthogonality in an inner product space has interesting
properties. Some of them are listed as follows:
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(1) λx ⊥ µx if and only if ∥λµx∥ = 0 for all λ, µ ∈ R (Non-
degeneracy).

(2) For every x, y ∈ X, x ̸= 0, there exists a real number a such
that x ⊥ ax+ y (ax+ y ⊥ x) (Right (left) existence).

(3) x ⊥ y implies µx ⊥ λy for all x, y ∈ X and λ, µ ∈ R (Homo-
geneity).

In 1957, Singer [4] introduced the following orthogonality in a normed
linear space:

x ⊥S y either ∥x∥∥y∥ = 0 or

∥∥∥∥ x

∥x∥
− y

∥y∥

∥∥∥∥ =

∥∥∥∥ x

∥x∥
+

y

∥y∥

∥∥∥∥ .
Singer orthogonality is based on the concept of angular distance be-
tween nonzero vectors x and y in a normed linear space (X, ∥.∥) which
was introduced as α[x, y] =

∥∥∥ x
∥x∥ −

y
∥y∥

∥∥∥ by Clarkson [5] in 1936. Some

other known orthogonalities in normed linear spaces can be found in
[1, 2] and references therein. If the norm ∥.∥ derives from an inner
product ⟨., .⟩, then the generalized orthogonality relations reduce to
the classical condition ⟨x, y⟩ = 0. One way to obtain characterizations
of inner product spaces and other geometric properties of the space by
means of properties of the norms is to force the generalized orthogo-
nalities to fulfill some of the above properties of orthogonality. [3]

Our new definition is also based on the concept of angular distance,
in fact it is formulated as an angular distance inequality. In this pa-
per (X, ∥.∥) always denotes a real normed linear space and SX is the
corresponding unit sphere.

2. Orthogonality and angular distance

In this section, we present an orthogonality in a normed linear space
(X, ∥.∥), which is based on an angular distance inequality.

Definition 2.1. Let (X, ∥.∥) be a normed linear space and x, y ∈ X.
We say that x is orthogonal to y and we will denote it by the notation
x ⊥+ y, if ∥x∥∥y∥ = 0 or the following two statements hold:

(i) {x, y} is linearly independent.

(ii) α[x+ ty, y] + α[x+ ty,−y] ≤ α[x, y] + α[x,−y] for all t ∈ R.
(2.1)

We note that if {x, y} is an independent set, then x+ ty ̸= 0, for all
t ∈ R and so inequality (2.1) is well defined.

Lemma 2.2. Let X be an inner product space and let x, y ∈ X be two
independent vectors and t ∈ R be arbitrary. Then the following two
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inequalities are equivalent.
(i) α[x+ ty, y] + α[x+ ty,−y] ≤ α[x, y] + α[x,−y],
(ii) α[x+ ty, y]α[x+ ty,−y] ≤ α[x, y]α[x,−y].

In the following theorem we will show that in an inner product space
Definition 2.1 is equivalent with the standard definition of orthogonal-
ity.

Theorem 2.3. Let X be an inner product space and x, y ∈ X be two
independent vectors. Then x ⊥+ y if and only if ⟨x, y⟩ = 0.

It is obvious that the orthogonality satisfies non-degeneracy, conti-
nuity and simplification. Now we will discuss homogeneity and left
existence properties of the orthogonality.

Theorem 2.4. The orthogonality is left existent and homogenous.

The following example shows that the orthogonality is not right ex-
istent in general.

Example 2.5. Let X be a Minkowski plane with the l∞ norm and let
x = (0, 1) and y = (1, 0). Then x ̸⊥+ ax+ y for all a ∈ R.

3. Another version of Singer orthogonality

In this section we express another orthogonality relation in terms of
an angular distance inequality. We show that this notion of orthog-
onality is equivalent with Singer orthogonality. In fact this notion of
orthogonality can be considered as another version of Singer orthogo-
nality in terms of an angular distance inequality.

Definition 3.1. Let (X, ∥.∥) be a normed linear space and x, y ∈ X.
We say that x is orthogonal to y and we will denote it by the notation
x ⊥− y if ∥x∥∥y∥ = 0 or the following two statements hold:

(i) {x, y} is linearly independent.

(ii) |α[x,−y]− α[x, y]| ≤ |α[x+ ty,−y]− α[x+ ty, y]| for all t ∈ R.
(3.1)

We note that if {x, y} is an independent set, then x+ ty ̸= 0 for all
t ∈ R and so inequality (3.1) is well defined.

Theorem 3.2. Let (X, ∥.∥) be a normed linear space. Then the or-
thogonality ⊥− is equivalent with the Singer orthogonality.

Lemma 3.3. Let x, y ∈ X be two linearly independent vectors and let
h(t) = α[x + ty,−y] − α[x + ty, y]. Then there exists a unique t0 ∈ R
such that

|h(t0)| ≤ |h(t)|, for all t ∈ R.
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Now by using this version of Singer orthogonality we define acute
and obtuse angles as follows:

Definition 3.4. Let (X, ∥.∥) be a normed linear space and x, y ∈ X
be two independent vectors. The angle between x and y is called an
acute angle if there exists a unique number t0 ∈ (−∞, 0) such that

|α[x+ t0y,−y]−α[x+ t0y, y]| ≤ |α[x+ t,−y]−α[x+ t, y]| for all t ∈ R.
(3.2)

The angle between x and y is called an obtuse angle if there exists a
unique number t0 ∈ (0,∞) such that

|α[x+t0y,−y]−α[x+t0y, y]| ≤ |α[x+t,−y]−α[x+ty, y]| for all t ∈ R.
(3.3)

Remark 3.5. Let X be an inner product space and x, y ∈ X be two
independent vectors. Then the angle between x, y is acute (obtuse) in
terms of Definition 3.4 if and only if the angle is acute (obtuse) with
the standard definitions of acute and obtuse angles in X.

Proposition 3.6. With respect to Definition 3.4, the angle between
two linearly independent vectors x and y is acute (obtuse) if and only
if the angle between y and x is acute (obtuse).

Although in an inner product space the orthogonality relations ⊥+

and ⊥− (Singer orthogonality) coincide with each other, the follow-
ing remark shows that these orthogonalities are different in a general
normed linear space.

Remark 3.7. Let X be a Minkowski plane with the l∞ norm and let
x = (1, 0) and y = (0, 1). Then x ⊥S y, but x ̸⊥+ y. On the other
hand if we consider the vectors x = (1, 1) and y = (0, 1) we will see
that x ⊥+ y but x ̸⊥S y.
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Abstract. The computation of the geometric mean of two posi-
tive definite matrices is motivated by the need to solve some non-
linear matrix equations. However, the integral representation is
an applicable tool for evaluating geometric mean of two matrices.
In this article, an efficient algorithm is proposed to the computa-
tion of the matrix geometric mean is considered by exploiting some
approximation approaches.

1. Introduction

Let A,B ∈ Cn×n be Hermitian positive definite matrices. The geo-
metric mean of two matrices A and B is defined by [1]

A#B = A1/2(A−1/2BA−1/2)1/2A1/2. (1.1)

However, there is an agreement about the definition of the matrix
geometric mean, G, of two positive definite matrices A and B, viz
G = A(A−1B)1/2 [3]. Other definitions of G and also some numerical
scheme for the estimation of A#B have been given in [1, 2]. In this
paper, we discuss the computation of geometric mean of two positive
definite matrices. A new integral representation will be proposed and
it will be approximated by using composite trapezoid rule and Gauss
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Key words and phrases. Matrix geometric mean, integral representation, com-
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quadrature method. An algorithm will be recommended for computing
matrix geometric mean with feasible accuracy.

2. Integral representation

Consider the function φ : C → Cn×n that is defined as φ(z) =
P+Qz+Pz2, where P,Q ∈ Cn×n, and P is not the null matrix [3]. The
function φ(z) is a quadratic matrix polynomial which is called a “qua-
dratic palindromic matrix polynomial”. Iannazzo and Meini [3] have
stated that the invertibility domain of the palindromic Laurent matrix
polynomial L(z) = Pz−1 + Q + Pz, is obtained by multiplying φ(z)
by z−1. They show that the Laurent matrix polynomial is invertible in
an annulus containing the unit circle, and its inverse H(z) = L−1(z)
has a power series expansion H(z) = H0 +

∑∞
i=1Hi(z

i + z−i). Since
the function H(z) = L−1(z) is convergent in an annulus containing the
unit circle, it is expressed that

A#B = H0 =
1

2π

∫ 2π

0

H(eiθ)dθ (2.1)

where H(eiν) = (Q+ 2P cos θ)−1. By using equation (2.1), an integral
form for A#B can be obtained. If P = 1

4
(A−1−B−1) and Q = 1

2
(A−1+

B−1), therefore H(eiν) = 2B ((1 + cos θ)B + (1− cos θ)A)−1A. Hence,
using equation (2.1), we give a general integral representation as follows

A#B =
1

π
B

(∫ 2π

0

((1 + cos θ)B + (1− cos θ)A)−1 dθ

)
A. (2.2)

Note that the proposed formula for A#B is completely different to that
given in [3].

2.1. Composite trapezoid rule. In order to calculate the integral
(2.2) more accurately, one can split the interval of integration [a, b] into
N smaller uniform subintervals, and then apply the trapezoidal rule for
each one. The composite trapezoidal rule is expressed as follows [4]:∫ b

a

f(ξ)dξ ≈ h

2

(
f(ξ0) + 2

N−1∑
j=1

f(ξj) + f(ξn)

)
(2.3)

where h = b−a
N

and ξj = jh, (j = 1, . . . , N − 1). Since f(ξ0) = f(ξn)
the equation (2.3) can be reformulated as∫ 2π

0

f(ξ)dξ ≈ 2π

N

N−1∑
j=0

f(ξj). (2.4)
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Thus, we can propose the following identity∫ 2π

0

((1 + cos θ)B + (1− cos θ)A)−1 dθ ≈ 2π

N

N−1∑
j=0

Ψ(θj) (2.5)

where Ψ(θ) = ((1 + cos θ)B + (1− cos θ)A)−1. Consequently, by sim-
ple arrangement, the applicable formula can be obtained as

A#B ≈ 2

N
B

(
N−1∑
j=0

(
(1 + cos(

2π

N
j))B + (1− cos(

2π

N
j))A

)−1
)
A.

(2.6)
It is pointed out that the elements of (1+cos(2π

N
j))B+(1−cos(2π

N
j))A

can be evaluated by multiplying the values of (1 + cos(2π
N
j)), (1 −

cos(2π
N
j)) to the elements of the matrices A,B.

2.2. Quadratures rule. An n-point Gaussian quadrature rule yields
an exact result for polynomials of degree 2n−1 or less by an appropriate
choice of the points tj and weights wj for j = 1, . . . , n. The domain of
integration is taken as [−1, 1], so the rule is stated as [4]∫ 1

−1

f(ζ)dζ ≈
n∑
j=1

wjf(tj) (2.7)

This, an integral over [a, b] has to be changed into an integral over
[−1, 1] before the Gaussian quadrature rule can be applied. This change
of interval can be done by considering the following variable change
ζ = b−a

2
t+ b+a

2
. Then we can write precisely as∫ b
a
f(ζ)dζ = b−a

2

∫ 1

−1
f( b−a

2
t+ b+a

2
)dt

≈ b−a
2

∑n
j=1wjf(

b−a
2
tj +

b+a
2
).

(2.8)

By using ζ = πt+ π, we have∫ 2π

0

f(ζ)dζ ≈ π ((1 + cos(πt+ π))B + (1− cos(πt+ π))A)−1 dt.

(2.9)
Finally, we obtain

A#B ≈ B

(
n∑
i=1

wi ((1− cos(πti))B + (1 + cos(πti))A)
−1

)
A. (2.10)

Notice that in our implementations, we have used 64-points Gaussian
quadratures rule to ocquire better accuracy.
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2.3. New algorithm. Assume Ã = A
∥A∥ and B̃ = B

∥B∥ from which it

is clear that ρ(Ã) < 1 and ρ(B̃) < 1. Thus, according to properties of
the matrix geometric mean of two matrices it can be written

Ã#B̃ =
A

∥A∥
#

B

∥B∥
=

1√
∥A∥.∥B∥

(A#B)

Therefore, the proposed procedure for the evaluation of the matrix geo-
metric mean is given in following algorithm.

Algorithm: (Computing the geometric mean of two matrices)

(1) Set Ã = A
∥A∥ and B̃ = B

∥B∥ ;

(2) Using the relation (2.6) or (2.10), compute Ã#B̃;

(3) Evaluate A#B =
√
∥A∥.∥B∥(Ã#B̃);

(4) End.

It should be mentioned that in the implementation, any matrix norm
can be considered. Clearly, the computation expenditure is the inver-
sion of a positive matrix, that is n3 operations, for each node of the
quadrature and two matrix multiplication at the end.

3. Conclusions

According to our implementations, it is concluded that accuracy will
be considerably improved by increasing the points in composite trape-
zoid rule. Furthermore, by increasing the dimension naturally con-
dition number becomes large and consequently accuracy will decline.
Finally, the CPU time in seconds was measured and it was seen that
CPU time also significantly rose by increasing dimension particularly
in ill-conditioned matrices.

Acknowledgments. The author thank Professor Ahmad Izani for
his helpful comments and discussion.
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Abstract. Let H be a finite dimensional complex Hilbert space,
B(H )+ be the set of all positive semi-definite operators (matrices)
on H and φ is a (not necessarily linear) map of B(H )+ preserving
the generalized Helmholtz free energy. In this paper, under suitable
conditions we prove that there exists either a unitary or an anti-
unitary operator U on H such that φ(A) = UAU∗ for any A ∈
B(H )+.

1. Introduction

Let H be a finite dimensional complex Hilbert space. Let B(H )
denote the algebra of all bounded linear operators (matrices) on a fi-
nite dimensional Hilbert space H equipped with Hilbert-Schmidt inner
product. As usual, an operator A ∈ B(H ) is called positive semi-
definite if ⟨Ax, x⟩ ≥ 0. The set of all positive semi-definite operators
on H is denoted by B(H )+. Denote S(H ) the space of all statistical
operators on H , i.e., positive semi-definite operators with unit trace.
The spectrum of an operator A is denoted by sp(A). If |x⟩ and ⟨y| are
in H , then |x⟩⟨y| stands for the rank one operator defined by

(|x⟩⟨y|) |z⟩ = ⟨z|y⟩ |x⟩ .
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Note that

spp(|x⟩⟨y|) = {0, ⟨z|y⟩} ,

where spp means the point spectrum. Recall that the point spectrum
spp(A) of an operator A is {λ ∈ C : Ax = λx for some x ̸= 0}.
The support of an operator A is standing for the orthogonal comple-
ment of the kernel of A and denoted by supp A. For −I ≤ A ≤ I
and λ ∈ (−1, 0) ∪ (0, 1), we denote the generalized exponential func-

tion by expλ(A) = (I + λA)
1
λ . As the inverse function of expλ(.),

for A ≥ 0 and λ ∈ (−1, 0) ∪ (0, 1), we denote the generalized loga-

rithmic function by lnλ(A) = Aλ−I
λ

. The Tsallis relative entropy and
the Tsallis entropy for non-negative matrices A and B are defined by
Sλ(A∥B) = tr[A1−λ(lnλA−lnλB)] and Sλ(A) = −Sλ(A, I) respectively.
Also, Umegaki relative entropy is defined by limλ−→0 Sλ(A) = S(A) =
−tr(A logA) and limλ−→0 Sλ(A∥B) = S(A∥B) = tr(A(logA − logB).
Here log stands for the logarithm with base 2.
Recall that the quantum observables are modeled by selfadjoint opera-
tors. In what follows suppose that the energy operatorH is a selfadjoint
operator. The statistical mean value of the state described by the sta-
tistical operator A is E = tr(AH) and the free energy of the state is
tr(AH)− θS(A), where θ = kT, k is the Boltzmann constant and T is
the absolute temperature.
In thermodynamics, the Helmholtz free energy is a thermodynamic po-
tential which measures the useful work obtainable from a closed ther-
modynamic system at a constant temperature and volume. Hiai and
Petz [2, 4] extended the thermodynamic inequality by proving
log tr(eH+logB) = max{tr(AH)−S(A∥B) : A ∈ B(H )+}, where B > 0
and H is a selfadjoint matrix. There are some related works in the
literature: cf. [1, 4] and references therein. In 2008, Furuichi [1]
studied on some matrix trace inequalities related to the Tsallis rel-
ative entropy. He defined a generalized Helmholtz free energy by
Fλ(A,H) = tr(A1−λH)− ∥H∥Sλ(A). Now, we promote it by
Fλ(A,B,H) = tr(A1−λH)− ∥H∥Sλ(A∥B), where λ ∈ (−1, 0) ∪ (0, 1).

2. Main results

Lemma 2.1. Let φ : B(H )+ −→ B(H )+ be a map such that

Fλ(A,B,H) = Fλ(φ(A), φ(B), φ(H)).

Then trAH = tr φ(A)φ(H), where A is a rank one projection of B(H )+.
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Proposition 2.2. Let A,B ∈ B(H )+ be two positive semi-definite op-
erators. Then Sλ(A∥B) =

∑
a∈sp(A)

∑
b∈sp(B) a

1−λ(lnλ a−lnλ b) tr PaQb.

Remark 2.3. If A is a positive non-invertible operator in B(H )+, then
we can define A−1 is the generalized inverse defined on the range of A,
i.e., AA−1 = A−1A = supp A. So that we can adopt the convention

that 0−1 = 0, and also
0

0
= 0 and 0.∞ = 0. We know if a ̸= 0 is a

positive real number then:[
a1−λ(lnλ a− lnλ b)

]
= −a lnλ ba−1. (2.1)

Therefore, by considering that the above convention the equality (2.1)
is true even if a = 0. Now we claim that Fλ(A,B,H) < ∞ if and only
if supp A ⊆ supp B.

Lemma 2.4. Let A and B be two positive operators in B(H )+. Then
Fλ(A,B,H) is finite if and only if supp A ⊆ supp B.

Lemma 2.5. Let φ : B(H )+ −→ B(H )+ be a map such that Fλ(A,B,H)
= Fλ(φ(A), φ(B), φ(H)). Then φ preserves the rank of the elements of
B(H )+.

Lemma 2.6. Let φ : B(H )+ −→ B(H )+ be a unital map such that
Fλ(A,B,H) = Fλ(φ(A), φ(B), φ(H)) and ∥H∥ = ∥φ(H)∥. Then

tr lnλB = tr lnλ φ(B), (2.2)

for any full rank operator B ∈ B(H )+.

Theorem 2.7. Let H be a two dimensional complex Hilbert space
and φ : B(H )+ −→ B(H )+ is a unital trace preserving map such that
Fλ(A,B,H) = Fλ(φ(A), φ(B), φ(H)) and ∥H∥ = ∥φ(H)∥. Then:
(1) φ preserves spectrum of full rank operators.
(2) The quantity Fλ(A,B,H) can only enlarge the convex hull of the
spectrum of operator energy H and numbers depends to sp(B).
(3) φ preserves orthogonality between rank one projections.
(4) If B = αP + βQ, where P,Q are mutually orthogonal rank-one
projections and α, β are arbitrary positive real numbers with α+β = 1
and α > β then φ(B) = φ(αP + βQ) = αφ(P ) + βφ(Q).
(5) φ preserves the nonzero transition probability between rank-one
projections.

Remark 2.8. Before we proved the next lemma, we notice a remark.
Let H and K be two complex Hilbert space. If U : K → H is
a unitary operator and φ : B(H )+ −→ B(K )+ is a trace preserving
map, then Uφ(.)U∗ : B(H )+ → B(H )+ is well defined. Indeed, let
A ∈ B(H )+, since φ preserves positivity then Uφ(A)U∗ is positive
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semi-definite. Furthermore, tr(Uφ(A)U∗) = tr(φ(A)) = tr(A), where
A ∈ B(H )+. More important, the map Uφ(.)U∗ : B(H )+ → B(H )+
preserves the generalized Helmholtz free energy and norm of operator
energy.

Lemma 2.9. If φ : B(H )+ −→ B(H )+ is a unital map such that
preserves the generalized Helmholtz free energy, norm of operator en-
ergy and trace of operators, then φ preserves the nonzero transition
probability between rank-one projections.

Theorem 2.10. If φ : B(H )+ −→ B(H )+ is a unital trace preserving
map such that ∥H∥ = ∥φ(H)∥ and Fλ(A,B,H) = Fλ(φ(A), φ(B), φ(H)),
where λ ∈ (−1, 0). Then there exists either a unitary or an anti-unitary
operator U on H such that φ(A) = UAU∗ for any A ∈ B(H )+.
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Abstract. In this paper, we deal with the existence and multi-
plicity of positive minimal energy solutions for a class of semilinear
elliptic problems with nonlinear boundary conditions. By extract-
ing the Palais-Smale sequences in the Nehari manifold, it is proved
that there exists λ∗ such that for λ ∈ (0, λ∗), the given boundary
value problem has at least two positive solutions.

1. Introduction

In this paper the existence and multiplicity of positive solutions for
the following semilinear elliptic problem is discussed

−∆u+m(x)u = f(x, u) x ∈ Ω,

∂u

∂n
= λg(x, u)− h(x)up x ∈ ∂Ω,

(1.1)
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where λ > 0, 0 ≤ p ≤ 1, Ω ⊂ RN(N > 2) is a bounded domain with
the smooth boundary ∂Ω and ∂

∂n
is the outer normal derivative. Also

m(x) ∈ C(Ω) and h(x) ∈ C(∂Ω) are nonnegative bounded functions
and the basic assumptions for the f(x, u) and g(x, u) are the following:

(f1) f(x, u) ∈ C1(Ω×R) such that f(x, 0) ≥ 0, f(x, 0) ̸≡ 0 and there
exists C1 > 0 such that, f(x, |u|) ≤ C1(1 + |u|q), where 0 < q < 1.

(f2) fu(x, u) ∈ L∞(Ω× R) and for u ∈ L2(Ω),
∫
Ω

∂
∂u
f(x, t|u|)u2dx

has the same sign for every t ∈ (0,∞).
(g1) g(x, u) ∈ C1(∂Ω× R) and for u ∈ L2(∂Ω),

∫
∂Ω

∂
∂u
g(x, t|u|)u2dx

has the same sign for every t ∈ (0,∞).
(g2) There exists constant C2 > 0 such that for all (x, u) ∈ (∂Ω×R+),

G(x, u) ≤ 1
r
g(x, u)u ≤ 1

r(r−1)
gu(x, u)u

2 ≤ C2u
r where 2 < r < 2N

N−2
and

G(x, u) =
∫ u
0
g(x, s)ds.

(g3) g(x, 0) ≥ 0, limt→∞
g(x,t|u|)|u|

tr−1 = η(x, u) uniformly respect to
(x, u), where η(x, u) ∈ C(∂Ω × R+) and |η(x, u)| > θ > 0, a.e. for all
(x, u) ∈ (∂Ω× R+).

2. Main results

Define the Sobolev space W = W 1,2(Ω) endowed the norm ∥u∥W =

(
∫
Ω
(|∇u|2+m(x)|u|2)dx) 1

2 and we use the standard Lp(Ω) spaces whose
norms are denoted by ∥u∥p. We denote Sr the best sobolev constant
for the embedding of W into Lr(Ω), so for 1 ≤ p < 2∗ (2∗ = 2N

N−2
if

N > 2, 2∗ = ∞ if N ≤ 2), we have

(∥u∥2W )p+1

(
∫
Ω
| u |p+1 dx)2

≥ 1

S
2(p+1)
p+1

. (2.1)

The Euler functional associated with problem (1.1) is Iλ : W → R
such that

Iλ(u) =
1

2
∥u∥2W −

∫
Ω

F (x, |u|)dx− λ

∫
∂Ω

G(x, |u|)dx+H(u), (2.2)

where

F (x, u) =

∫ u

0

f(x, s)ds , H(u) =

∫
∂Ω

h(x)|u|p+1dx, (2.3)

and G(x, u) is introduced in (g2). The critical points of the functional
Iλ are in fact weak solutions of problem (1.1).

279



MINIMAL ENERGY SOLUTIONS FOR A ...

Definition 2.1. u ∈ W (Ω) is said to be a weak solution of problem
(1.1), whenever for any φ ∈ W (Ω)

−
∫
Ω

(
∇u.∇φ+m(x)uφ

)
dx =

∫
Ω

f(x, u)φdx+ λ

∫
∂Ω

g(x, u)φdx

−
∫
∂Ω

h(x)|u|p−1uφdx.

If Iλ is bounded below and has a minimizer onW , then this minimizer
is a critical point of Iλ, so it is a solution of the corresponding elliptic
problem. However, the energy functional Iλ is not bounded below on
the whole space W , but is bounded on an appropriate subset of W and
a minimizer on this set gives rise to a solution of problem (1.1). In
order to obtain the existence results, we introduce the Nehari manifold

Nλ(Ω) = {u ∈ W \ {0} : ⟨I ′

λ(u), u⟩ = 0},

where ⟨, ⟩ denotes the usual duality betweenW andW−1(Ω), hereW−1

is the dual space of the Sobolev space W. Note that Nλ(Ω) contains
every nonzero solution of problem (1.1). so we have the following the-
orem.

Theorem 2.2. Iλ is coercive and bounded below on Nλ(Ω).

It can be proved that the points in Nλ(Ω) correspond to the sta-
tionary points of the fibering map φu(t) : [0,∞) → R defined by
φu(t) = Iλ(tu), which were introduced by Drabek and Pohozaev in
[4]. Then by (2.1), (2.2) and (2.3) we have

φu(t) =
t2

2
∥u∥2W −

∫
Ω

F (x, t|u|)dx− λ

∫
∂Ω

G(x, t|u|)dx− tp+1

p+ 1
G(u).

It is easy to see that φ′
u(t) = 0 if and only if tu ∈ Nλ(Ω). In particu-

lar, u ∈ Nλ(Ω) if and only if φ′
u(1) = 0. Thus, it is natural to split Nλ

into three parts N+
λ ,N

−
λ and N 0

λ corresponding to local minima, local
maxima and points of inflection of fibering map at t = 1.

The following lemma shows that minimizers for Iλ(u) on Nλ(Ω) are
usually critical points for Iλ, as proved by Aghajani et al. in [2].

Lemma 2.3. Let u0 be a local minimizer for Iλ(u) on Nλ(Ω) such that
u0 /∈ N 0

λ (Ω), then u0 is a critical point of Iλ.

Lemma 2.4. There exists λ0 > 0 such that for 0 < λ < λ0, we have
N 0
λ = ∅.

Definition 2.5. A sequence un ⊂ W is called a Palais-Smale sequence
if Iλ(un) is bounded and I ′λ(un) → 0 as n → ∞. If Iλ(un) → c and
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I ′λ(un) → 0 , then un is a (PS)c − sequence. It is said that the func-
tional Iλ satisfies the Palais-Smale condition (or (PS)c− condition), if
each Palais-Smale sequence ((PS)c − sequence) has a convergent sub-
sequence.

The following lemma shows that a (PS)c − sequence is bounded in
W , as proved by Aghajani et al. in [1] and [2].

Lemma 2.6. If {un}is a (PS)c−sequence for Iλ, then {un} is bounded
in W .

Now we are going to describe the nature of the derivative of the
fibering map for all possible signs of

∫
∂Ω

∂
∂u
g(x, t|u|)u2dx.

Lemma 2.7. There exists λ1 > 0 such that when λ < λ1, then φu(t)
and φ′

u(t) take on positive values for all non-zero u ∈ W .

Corollary 2.8. If
∫
∂Ω

∂
∂u
g(x, t|u|)u2dx ≤ 0 for u ∈ W \{0}, then there

exists t1 such that t1u ∈ N+
λ and Iλ(t1u) = φu(t1) < 0.

Corollary 2.9. If
∫
∂Ω

∂
∂u
g(x, t|u|)u2dx > 0 for u ∈ W \ {0}, and λ <

λ1, then there exist t1 < t2 such that t1u ∈ N+
λ , t2u ∈ N−

λ and Iλ(t1u) <
0.

According to the definition of weakly continuous and weak to strong
continuous operators introduced in [3], we have the following theorem.

Theorem 2.10. For 0 < λ < λ∗ := min{λ0, λ1};
(i) there exists a minimizer of Iλ on N+

λ (Ω),
(ii) there exists a minimizer of Iλ on N−

λ (Ω).

Using Rellich theorem [3], Lemma 2.3, Lemma 2.4 and Theorem 2.10
we have the following corollary.

Corollary 2.11. Problem (1.1) has at least two positive solutions for
0 < λ < λ∗.
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Abstract. In this paper, we prove that the topology induced by
algebraic cone metric coincides with the topology induced by the
metric obtained via a nonlinear scalarization function, i.e. any
algebraic cone metric space is metrizable.

1. Introduction

The concept of metric and any concept related to metric play a very
important role not only in pure mathematics but also in other branches
of science involving mathematics especially in computer science, infor-
mation science, and biological science.
Ordered normed spaces and cones have applications in applied math-
ematics and optimization theory [2]. A useful approach for analyzing
a vector optimization problem is to reduce it to a scalar optimization
problem. Nonlinear scalarization functions play an important role in
this reduction in the context of non-convex vector optimization prob-
lems. Recently this has been applied by Du [3] to investigate the
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equivalence of vectorial versions of fixed point theorems of contrac-
tive mappings in TVS-cone metric spaces and scalar versions of fixed
point theorems in general metric spaces in usual sense. Our aim is to
generalize the notion of nonlinear scalarization function to prove that
any algebraic cone metric space with its inherited topology is metriz-
able, i.e. the topology induced by the algebraic cone metric coincides
with the topology induced by an appropriate metric. Also normability
of the algebraic cone normed spaces with their induced topologies is
discussed. Note that in [4], we introduced the notion of algebraic cone
metric and it has been shown that every algebraic cone metric space
has a Hausdorff topology.

2. Main results

Definition 2.1. [5] Let E be a real vector space and P be a convex
subset of E. A point x ∈ P is said to be an algebraic interior point
of P if for each v ∈ E there exists ϵ > 0 such that x + tv ∈ P , for all
t ∈ [0, ϵ].

Suppose that E is a real vector space with its zero vector θ and
P ⊂ E is a non-empty set such that P + P ⊂ P , λP ⊂ P (λ ≥ 0),
P ∩ (−P ) = {θ}. In this case we will say that P is an algebraic cone in
E. For a given algebraic cone P in E, a partial ordering ⪯a on E with
respect to P is defined by x ⪯a y if and only if y−x ∈ P . Furthermore,
we write x≪a y whenever y− x ∈ aintP and we say that (E,P ) is an
algebraic cone space. If for each x ∈ E and y ∈ P \ {θ} there exists
n ∈ N such that x ⪯a ny, we say that (E,P ) has the Archimedean
property.

Lemma 2.2. Let (E,P ) be an algebraic cone space and aintP ̸= ∅.
Then
(i) P + aintP ⊂ aintP .
(ii) αaintP ⊂ aintP , for each scalar α > 0.
(iii) For any x, y, z ∈ X, x ⪯a y and y ≪a z imply that x≪a z.

Definition 2.3. Let (E,P ) be an algebraic cone space, aintP ̸= ∅ and
da : X ×X → E be a vector-valued function that satisfies:
(ACM1) For all x, y ∈ X, θ ⪯a da(x, y) and da(x, y) = θ if and only if
x = y,
(ACM2) da(x, y) = da(y, x) for all x, y ∈ X,
(ACM3) da(x, y) ⪯a da(x, z) + da(z, y) for all x, y, z ∈ X.
Then da is called an algebraic cone metric on X and (X, da) is said to
be an algebraic cone metric space.
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The nonlinear scalarization function ξe : E → R is defined as follows:

ξe(y) = inf{r ∈ R : y ∈ re− P}

for all y ∈ E, where E is a topological vector space and P is a closed
convex cone in E such that P ∩ (−P ) = {θ} (see [1]).
In this approach real vector spaces are used as the domain of the non-
linear scalarization function, instead of topological vector spaces.
For any y ∈ E, put

Me,y = {r ∈ R : y ∈ re− P}.

Definition 2.4. Let E be a real vector space and P be an algebraic
cone in E. For a given e ∈ aintP , the nonlinear scalarization function
is defined by:

ξe(y) = infMe,y.

Lemma 2.5. For any e ∈ aintP , the function ξe has the following
properties:
1) ξe(θ) = 0.
2) ξe(e) = 1.
3) y ∈ P implies ξe(y) ≥ 0.
4) ξe(y) < r if and only if y ∈ re− aintP .
5) if y1 ⪯a y2, then ξe(y1) ≤ ξe(y2), for each y1, y2 ∈ E.
6) ξe is subadditive on E.
7) ξe is positively homogeneous on E (i.e. ξe(λy) = λξe(y), for each
y ∈ E).
8) ξe(y) > 0 for each y ∈ aintP .

By using the idea of Wie-shie Du [3], we can assert the following
theorem.

Theorem 2.6. Let (X, da) be an algebraic cone metric space and e ∈
aintP . Then de : X ×X → [0,∞) defined by de = ξe ◦ da is a metric.

Lemma 2.7. Let (X, da) be an algebraic cone metric space, e ∈ aintP ,
de = ξe ◦da, and x ∈ X. Then Bde(x, r) = Ba(x, re), where Bde(x, r) =
{y ∈ X : de(x, y) < r} and Ba(x, re) = {y ∈ X : da(x, y) ≪a re}.

In the sequel we assume that (E,P ) has the Archimedean property.
Let (X, da) be an algebraic cone metric space. Then, for each c1, c2 ∈
aintP , there exists c ∈ aintP such that c≪a c1 and c≪a c2.

Note that this implies that the collection {Ba(x, c) : c ∈ aintP, x ∈
X} forms a basis for τa the topology of X which is induced by da. Con-
sequently, if x ∈ X and {xn} is a sequence in X, then {xn} converges
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to x with respect to τa if and only if for every θ ≪a c there exists a
natural number N such that for all n > N , da(xn, x) ≪a c.

Definition 2.8. Let (X, da) be an algebraic cone metric space and
{xn} be a sequence in X. Then
(i) {xn} is a Cauchy sequence whenever for every θ ≪a c there exists
a natural number N such that for all m,n > N , da(xn, xm) ≪a c.
(ii) (X, da) is said to be a complete algebraic cone metric space if every
Cauchy sequence is convergent.

Let (X, da) be an algebraic cone metric space, x ∈ X and {xn} be a
sequence in X. Let de be the same as in Theorem 2.6, then it is easy
to see that
(i) {xn} converges to x if and only if de(xn, x) → 0 as n→ ∞;
(ii) {xn} is a Cauchy sequence in (X, da) if and only if {xn} is a Cauchy
sequence (in usual sense) in (X, de);
(iii) (X, da) is complete algebraic cone metric space if and only if (X, de)
is a complete metric space.

Theorem 2.9. Let (X, da) be an algebraic cone metric space. Then
there exists a metric on X which induces the same topology on X as
the topology induced by da.
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Abstract. In this paper we compare the Heinz means

1

2

(
H

1
2+βXK

1
2−β +H

1
2−βXK

1
2+β

)
and the A-L-G interpolation means Mα(H,K)X.

1. Introduction

We assume that H,K are positive operators on a separable Hilbert
space H throughout, and let N(s, t) be a continuous non negative func-
tion on [0,∞)× [0,∞). Firstly, let us assume
dimH = n <∞ for simplicity, and

H = Udiag(s1, s2, · · · , sn)U∗ and K = V diag(t1, t2, · · · , tn)V ∗

be diagonalization of positive matrices H,K. In [2] Kosaki introduced
N(H,K)X ∈ Mn(C) the n× n matrices, by

N(H,K)X = U([N(si, tj)]ij ◦ (U∗XV ))V ∗,
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for each X = [Xij] ∈ Mn(C), where ◦ means the Hadamard product.
In general situation, we assume that

H =

∫ ∥H∥

0

sdEs and K =

∫ ∥K∥

0

tdFt

are the respective spectral decomposition. Then, the notion of double
integral transformations

N(H,K)X =

∫ ∥H∥

0

∫ ∥K∥

0

N(s, t)dEsXdFt (1.1)

2. Main results

Theorem 2.1. We assume that continuous non-negative homogeneous
functions M(s, t) and N(s, t) satisfy

M(ex, 1)

N(ex, 1)
= ν̂(x)

(∫ ∞

−∞
eixydν(y)

)
(2.1)

with a signed measure ν on R.
(i) When H,K ⩾ 0 are nonsingular, we have

M(H,K)X =

∫ ∞

−∞
H ix(N(H,K)X)K−ixdν(x).

(ii) When M(1, 0) =M(0, 1) = 0, we have

M(H,K)X =

∫ ∞

−∞
(HsH)

ix(N(H,K)X)(KsK)
−ixdν(x).

(iii) When either (a) M(s, t) = M(t, s) and N(s, t) = N(t, s) or (b)
M(s, t) = −M(t, s) and N(s, t) = −N(t, s), we have

M(H,K)X =

∫
x̸=0

(HsH)
ix(N(H,K)X)(KsK)

−ixdν(x)+ν(0)N(H,K)X.

Here, sH for instance means the support projection of H, and (HsH)
ix

is understoood as a unitary operator on sHH.

Theorem 2.2. We assume one of the three conditions in Theorem2.1
is satisfied (with the validity of (1.1) of course). If N(s, t) is a Schur
multiplier relative to (H,K), then so is M(s, t) and moreover we have

|||M(H,K)X||| ⩽ |ν|(R)× |||N(H,K)X|||
for each unitarily invariant norm |||.||| and X ∈ B(H). In particular,
when ν̂ is positive definite (i.e., ν is a positive measure by Bochner’s
theorem), we have

|||M(H,K)X||| ⩽ ν̂(0)× |||N(H,K)X||| .
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In [3, 4] Hiai and Kosaki considered the one parameter family
{Mα}−∞⩽α⩽∞ of means corresponding to the following scalar means
(A-L-G interpolation means):

Mα(s, t) =
α− 1

α
× sα − tα

sα−1 − tα−1
.

and by (1.1) we have the following for operators

M1/2(H,K)X = H1/2XK1/2 (the geometric mean),

M1(H,K)X =

∫ 1

0

HxXK1−xdx (the logarithmic mean),

M2(H,K)X =
1

2
(HX +XK) (the arithmetic mean).

Among other things the monotonicity

|||Mα′ (H,K)X||| ⩽ |||Mα(H,K)X||| as long as α′ ⩽ α (2.2)

were proved in [2, 3] also recall the celebrated Heinz inequality (see [1])∣∣∣∣∣∣∣∣∣H 1
2
+β

′

XK
1
2
−β′

+H
1
2
−β′

XK
1
2
+β

′ ∣∣∣∣∣∣∣∣∣ ⩽ ∣∣∣∣∣∣∣∣∣H 1
2
+βXK

1
2
−β +H

1
2
−βXK

1
2
+β
∣∣∣∣∣∣∣∣∣

where β
′ ⩽ β.

Lemma 2.3. Let α, β ⩾ 0 and α + β < 1. Then the function
sinh(αt) cosh(βt)

sinh(t)
(α ̸= 0) is positive definite if and only if 0 ⩽ β ⩽ 1

2
.

Lemma 2.4. (i) For α ∈ [0, 1) we have

s cosh(αs)

sinh(s)
=
π

2

∫ ∞

−∞

1 + cosh(πt) cosh(πα)

(cosh(πt) + cosh(πα))2
e−istdt,

s sinh(αs)

sinh(s)
=
iπ

2

∫ ∞

−∞

sinh(πt) sinh(πα)

(cosh(πt) + cosh(πα))2
e−istdt.

(ii) The function
s cosh(αs)

sinh(s)
is positive definite if and only if 0 ⩽ α ⩽ 1

2

and ∫ ∞

−∞

∣∣∣∣iπ2 × sinh(πs) sinh(πα)

(cosh(πs) + cosh(πα))2

∣∣∣∣ ds = tan(πα/2).

In the following theorem we compute Fourier transforms of func-
tion f(x) =M(ex, 1)/N(ex, 1) between scalar Heinz means and A-L-G
means. Then based on Bochner’s theorem we determine if these ratio
are positive definite. Note that this information give us many useful
norm inequalities (see Theorem 2.1 and Theorem 2.2).
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Theorem 2.5. Let α ⩾ 1
2
and 0 ⩽ β ⩽ 1

2
.

(i) When α > 2
3
, the inequality

1

2

∣∣∣∣∣∣∣∣∣H 1
2
+βXK

1
2
−β +H

1
2
−βXK

1
2
+β
∣∣∣∣∣∣∣∣∣ ⩽ |||Mα(H,K)X|||

is valid if and only if β ⩽ α
4
. In particular, the inequality is always valid

for α ⩾ 2.
(ii) When α ⩽ 2

3
, the norm inequality is valid if and only if β ⩽ α− 1

2
.

I n particular, the estimate

1

2

∣∣∣∣∣∣∣∣∣H 1
2
+βXK

1
2
−β +H

1
2
−βXK

1
2
+β
∣∣∣∣∣∣∣∣∣ ⩽ |||M1(H,K)X||| ,

is valid if and only if β ⩽ 1
4
.

Proposition 2.6. Let 0 ⩽ β < 1
2
. Then

1

2

∣∣∣∣∣∣∣∣∣H 1
2
+βXK

1
2
−β +H

1
2
−βXK

1
2
+β
∣∣∣∣∣∣∣∣∣ ⩽ tan(πβ) |||M1(H,K)X||| .

Corollary 2.7. Let A,B be self adjoint operators. Then

|||AX −XB||| ⩽ π

∣∣∣∣∣∣∣∣∣∣∣∣e−A/2(∫ 1

0

exAXe(1−x)Bdt

)
e−B/2

∣∣∣∣∣∣∣∣∣∣∣∣(
=

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫ 1

2

−1
2

exAXe(1−x)Bdt

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
)
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Abstract. In this paper a new quantity for real tensors, the sign-
real spectral radius, is defined and investigated. A various charac-
terizations, bounds and some properties are derived. In certain as-
pects our quantity shows similar behavior to the spectral radius of
a nonnegative tensor. In fact, we generalize the Perron-Frobenius
Theorem for nonnegative tensors to the class of real tensors.

1. Introduction

An mth order tensor is an m-way array whose entries accessed via m
indices. Higher order tensors are generalizations of matrices, a matrix
is a second order tensor. Many important ideas, notions, and results
have been successfully extended from matrices to higher order tensors.
A real mth-order n-dimensional tensor A consists of nm real entries:

ai1i2...im ∈ R,
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where ij ∈ {1, ..., n} for j ∈ {1, ...,m}.
We denote the set of all real mth-order n-dimensional tensors by Γ.
For a vector x ∈ Rn, we use xi to denote its components, and x[m] to
denote a vector in Rn such that

x
[m]
i = xmi ,

for all i.
Axm−1 for a vector x ∈ Rn denotes a vector in Rn, whose ith component
is (

Axm−1
)
i
=

n∑
i2,...,im=1

aii2...imxi2 ... xim .

For a tensor A of order m ≥ 2 and dimension n ≥ 2, if there exist
λ ∈ C and x ∈ Cn\ {0} such that

Axm−1 = λx[m−1] (1.1)

holds, then λ is called an eigenvalue of A, x is called a corresponding
eigenvector of A with respect to λ, and (λ, x) is called an eigenpair of
A.
If x is real, then λ is also real. In this case, λ and x are called an
H-eigenvalue of A and an H-eigenvector of A associated with the H-
eigenvalue λ, respectively. In the case m = 2, (1.1) reduces to the
definition of eigenvalues and corresponding eigenvectors of a square
matrix. This definition was introduced by Qi [1].

The spectral radius of tensor A is defined by Yang and Yang in [3]
as follows:

Definition 1.1. The spectral radius of tensor A is defined as

ρ (A) = max { |λ| : λ is an eigenvalue of A} .

He proved that the spectral radius of a nonnegative tensor, is an
eigenvalue of it.
The purpose of this paper is to extend Perron Frobenius Theorem for
nonegative tensors to general real tensors.

Definition 1.2. Let A ∈ Γ, the real spectral radius is defined by

ρ0 (A) := max { |λ| : λ ∈ σ (A) ∩R} ,
where ρ0 (A) = 0 if A has no real eigenvalues.

It easily follows that

ρs0 (A) = max
S∈φ

ρ0 (SA)
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where φ is the set of real diagonal orthogonal matrices.
This quantity is called the sign-real spectral radius for real tensors.

In this paper, first we investigate the properties of this quantity
which is similar to the spectral radius for nonnegative ones. Also we
will show that ρs0 (A) is a real eigenvalue SA for some S ∈ φ and the
associated eigenvector is nonnegative (see Theorem 2.6).
Also it will be shown ρs0 (A) = ρ (A) when A be a nonnegative tensor.

2. Main results

Definition 2.1. [2] Let A (and B) be an order m ≥ 2 (and order
k ≥ 1), dimension n tensor, respectively. The product AB is defined to
be the following tensor C of order (m− 1) (k − 1) + 1 and dimension
n:

ciα1...αm−1 =
n∑

i2,...,im=1

aii2...imbi2α1 ...bimαm−1 (i ∈ [n] , α1, ..., αm−1 ∈ [n]k−1).

It is easy to check from the definition that InA = A = AIn, where
In is the identity matrix of order n.

Theorem 2.2. Let A ∈ Γ , S1, S2 ∈ φ , D is diagonal nonsingular
matrix then
(i) For all S1, S2 ∈ φ we have ρs0 (A) = ρs0 (AS2) = ρs0 (S1A) = ρs0 (S1AS2) .
(ii) For all α where α is a real number , ρs0 (αA) = |α| ρs0 (A) .
(iii) ρs0 (DA) = ρs0 (AD) .
(iv) ρs0 (A) = ρs0 (D

−1AD).

Note. If A ∈ Γ and A ≥ 0 then ρs0 (A) = ρ (A).

Theorem 2.3. For upper or lower triangular tensor ρs0 (A) = max
i

|ai...i| .

Note. Let A,B ∈ Γ. In general ρs0 (AB) ̸= ρs0 (BA) and ρs0 (A) ̸=
ρs0
(
QTAQ

)
for any orthogonal matrix Q.

A signature tensor S of order m and dimension n, is a diagonal tensor
with diagonal entries +1 or −1. we denote the set of all signture tensors
of order m and dimension n, by ϕn.

Theorem 2.4. Let A,B ∈ Γ and S,T ∈ ϕn. For direct product of
tensors we have
(i). ρs0 (A⊗ S) = ρs0 (S⊗ A) = ρs0 (S⊗ A⊗ T) = ρs0 (A) .
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(ii). ρs0 (A⊗ B) = ρs0 (B⊗ A) .
(iii). ρs0 (A) ρs0 (B) ≤ ρs0 (A⊗ B) .

Theorem 2.5. Let A ∈ Γ, then for every S ∈ φ there is T ∈ φ such
that |SAxm−1| = (TSA)xm−1. In particular |Axm−1| = (TA) xm−1.

Theorem 2.6. Let A ∈ Γ, then for every T ∈ φ there exists some
S ∈ φ such that SA has an eigenvector in that orthant corresponding
to a real nonnegative eigenvalue, i.e.,

∀T ∈ φ ∃ S ∈ φ ∃ 0 ̸= x ∈ Rn :

x ≥ 0 and SA(Tx)m−1 = λ(Tx)[m−1] for some 0 ≤ λ ∈ R.

Lemma 2.7. Let A,B ∈ Γ be diagonal, also suppose that D be a n×n
diagonal matrix, then we have
(i). det(AB) = det(A) det(B).
(ii). det(DA) = det(DI) det(A), where I is a unit tensor.

Theorem 2.8. Let A be a real mth-order n-dimensional tensor then
there are S, T ∈ φ and 0 ̸= x ∈ Rn with x ≥ 0 and

(SAT )xm−1 = ρs0 (A) x[m−1].

Corollary 2.9. If ρs0 (A) = 0 then det(A) = 0.
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Abstract. Denote by Lbvp,bvp(A), the supremum of those l, sat-
isfying the inequality ∥Ax∥bvp

≥ l ∥x∥bvp
, where A = (an,k)n,k≥1

is a non-negative matrix, x ≥ 0 and x ∈ bvp. In this paper, we
focus on the evaluation of Lbvp,bvp(A

t) for a lower triangular ma-
trix A with increasing rows, where 0 < p < 1. A general lower
estimate is obtained. As a consequence, we apply our result to
the weighted mean matrices and the Nörlund matrices. Also, in
this paper the concepts of ∆−frame, dual ∆−frame, ∆−Beseel
sequence, ∆−Riesz and dual ∆−Riesz basis which are all related
to the space bv2, are introduced. We investigate some properties
of these classes of frames and also characterize all of them. In
addition, we present some sequences that are frame and are not
∆−frame and vice versa. Also, we give some sequences which are
both frame and ∆− frame.

1. Introduction

For 0 < p < ∞, the sequence space bvp consisting of all sequences
{xk}∞k=1, such that {xk−xk−1}∞k=1 belongs to the space ℓ

p, where x0 = 0.
More precisely, the bvp is the space of all real or complex sequences

2010 Mathematics Subject Classification. Primary 42C40; Secondary 47A05;
40G05; 46L99.

Key words and phrases. ∆−frame, ∆−orthonormal basis, ∆−Bessel sequence,
bounded below.
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whose ∆−transforms are in the space ℓp, where ∆ denotes the matrix
∆ = (∆n,k)n,k≥1 defined by

∆n,k =

{
(−1)n−k n− 1 ≤ k ≤ n,
0 1 ≤ k < n− 1 ork > n.

This space was introduced and studied by Altay and Basa̧r in [1]. They
proved that the sequence space bvp is linearly isomorphic to the space
ℓp and that the space bv2 is a Hilbert space.

In this paper, we first consider the lower bound problem for some
matrix mapping on the space bvp. The lower bound involved here, is
the number Lbvp,bvp (A), which is defined as the supremum of those l,
obeying the following inequality

∥Ax∥bvp ≥ l∥x∥bvp ,

where x ≥ 0, x ∈ bvp and A = (an,k)n,k≥1 is a non-negative lower
triangular matrix operator selfmap of the space bvp, 0 < p < 1. Our
result gives a lower estimate for Lbvp,bvp (A

t) in term of the constantM ,
defined by

(an,k − an,k−1) ≤M(an,j − an,j−1), 1 ≤ k ≤ j ≤ n. (1.1)

We use the convention that any term with zero subscript is equal to
naught. Here M ≥ 1 and we shall assume that M is the smallest value
appeared in (1.1). If (1.1) is fails, we set M = ∞.

Another purpose of this paper is to introduce the concepts of ∆−frame,
dual ∆−frame, ∆−Beseel sequence, ∆−Riesz basis and dual ∆−Riesz
basis which are all related to the space bv2. We investigate some proper-
ties of these classes of frames and also characterize all of them. More-
over, we present some sequences that are both frame and ∆−frame,
that are frame and no ∆−frame and that are ∆−frame and no frame.

2. Main results

Theorem 2.1. Let 0 < p < 1 and A = (an,k)n,k≥1 be a lower triangular
matrix with non-negative entries. If an,k ≤ an,k+1(1 ≤ k < n), then

Lbvp,bvp
(
At
)

≥ 1

2
pMp−1

(
inf
j≥1

aj,j

)
. (2.1)

Here M is defined by (1.1).

In the following corollaries we apply Theorem 2.1 to some famous
classes of non-negative lower triangular matrices such as weighted mean
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matrices and Nörlund matrices, where the weighted mean matrices,
(AWM

W ) = (an,k)n,k≥1 and the Nörlund matrices, (ANMW ) = (bn,k)n,k≥1,
are defined by

an,k =

{
w′
n

W ′
n

1 ≤ k ≤ n,
0 otherwise,

& bn,k =

{
w′
n−k+1

W ′
n

1 ≤ k ≤ n,
0 otherwise.

Here W ′
n =

∑n
k=1w

′
k and w′ = (w′

n) is a non negative sequence with
w′

1 > 0.

Corollary 2.2. Let 0 < p < 1 and w′ = (w′
n) be an increasing non-

negative sequence of real numbers. Then

Lbvp,bvp

((
AWM
W

)t) ≥ 1

2
pMp−1

(
inf
n≥1

w′
n

w′
1 + ...+ w′

n

)
,

where M is defined by (1.1).

Corollary 2.3. Let 0 < p < 1 and w′ = (w′
n) be a decreasing non-

negative sequence of real numbers with w′
1 > 0. Then

Lbvp,bvp

((
ANMW

)t) ≥ 1

2
pMp−1

(
inf
n≥1

w′
1

w′
1 + ...+ w′

n

)
,

where M is defined by (1.1).

In the rest of this paper we suppose the H is separeble Hilbert space.

Definition 2.4. A ∆−frame for H is a sequence {fk}∞k=1 for which
there exist positive real numbers A and B such that

A ∥f∥2 ≤ ∥{⟨f, fk⟩}∞k=1∥bv2 ≤ B ∥f∥2 , ∀f ∈ H (2.2)

If it satisfies the upper condition in (2.2), it is called a ∆−Bessel se-
quence in H.

Proposition 2.5. Let {fk}∞k=1 be a ∆−frame for H with the lower
∆−frame bound A. Then it satisfies the lower frame condition with
the lower frame bound A/4

Theorem 2.6. In a Hilbert space H,

(i) There exists a frame which is not a ∆−frame.
(ii) There exists a ∆−frame which is not a frame.
(iii) There exist sequences which are both frame and ∆−frame.

Proof. (i) Consider the sequence {fk}∞k=1 = {e1, e1,−e1,−e2, e3, e3, · · ·} ,
where {ek}∞k=1 is an orthonormal basis for H. Then {fk}∞k=1 is a tight
frame with frame bound 2. On the other hand, for any f ∈ H, we have

∥{⟨f, fk⟩}∞k=1∥
2

bv2
= |⟨f, e1⟩|2 +

∞∑
k=1

|⟨f, ek + ek+1⟩|2.
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Now by the same reason as in ([2], Example 5.1.10), we conclude that
{fk}∞k=1 does not satisfy the lower ∆−frame condition.
(ii) The sequence

{fk}∞k=1 = {e1, e1 + e2, e1 + e2 + e3, · · ·} ,
is a ∆−frame which is not a frame.
(iii) Let {fk}∞k=1 be an arbitrary frame in H with the frame bound A
and B. Then the sequence {gk}∞k=1 = {f1, 0, f2, 0, f3, 0, ...} is both a

frame for H with the same frame bounds as {fk}∞k=1 and a ∆−frame

for H with the ∆−frame bounds A and 2B. □
Definition 2.7. Consider the sequence {gk}∞k=1 of vectors in H. (i)
The sequence {gk}∞k=1 is a ∆−complete if span {gk − gk−1}∞k=1 = H.
(ii) The sequence {gk}∞k=1 is a ∆−basis(∆− Schauder basis) for H if for
each f ∈ H there exist unique scalar coefficients {ck(f)}∞k=1 such that

f =
∞∑
k=0

ck(f) (gk − gk−1). (iii) A ∆−basis {gk}∞k=1 is an ∆−orthonormal

basis if {gk}∞k=0 is an ∆−orthonormal system, i.e., if

⟨gi − gi−1, gj − gj−1⟩ = δij =

{
1 i = j,
0 i ̸= j.

Theorem 2.8. Let {ek}∞k=1 be an orthonormal basis for H. Then
(i) The ∆−orthonormal bases are the sets {U (e1 + e2 + · · ·+ ek)}∞k=1 ,
where U is an unitary operator on H. (ii) A ∆−Riesz basis for H is
a family of the form {U(e1 + e2 + ...+ ek)}∞k=1, where U is a bounded
bijective operator on H. (iii) The ∆−frames for H are precisely the
families {U(e1 + e2 + · · ·+ ek)}∞k=1, where U is bounded and surjective
operator on H.

Theorem 2.9. Let {fk}∞k=1 be a ∆−frame for H. The dual ∆−frames
of {fk}∞k=1 are precisely the families

{gk}∞k=1 =

{
S−1fk + hk −

∞∑
j=1

⟨
S−1fk − S−1fk−1, fj − fj−1

⟩
hj

}∞

k=1

,

where {hk}∞k=1 is a ∆−Bessel sequence in H.
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Abstract. We define the non-centralizer graph associated to a
finite group G, as the graph whose vertices are the elements of
G, and whose edges are obtained by joining two distinct vertices
if their centralizers are not equal. We denote this graph by ΥG.
The non-centralizer graph is used to study the properties of the
non-commuting graph of an AC-group.

1. Introduction

Graphs play an important role in the mathematics, providing visual
means that help us to better understand other mathematical objects
that they are connected with. Associating a graph to a group and using
information on one of the two objects to solve a problem for the other is
an interesting research topic. On the other hand, many recent problems
in group theory are related to the notion of commutativity, like for
instance the problem to determine the probability that two elements
of a group commute, or to find how many centralizers can a group
have. For results related to the problem of counting the centralizers
of a group, we refer the reader to the work of S. M. Belcastro and G.
J. Sherman [5], A. R. Ashrafi [2], A. R. Ashrafi and B. Taeri [3], A.
Abdollahi, S. M. Jafarian Amiri, and A. Mohammadi Hassanabadi [1].
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298



BEHNAZ TOLUE

The non-commuting graph of a group G was first considered by Paul
Erdös in 1975. We denote this graph by ΓG, and recall that the ver-
tices of ΓG are the elements of G, and that two distinct vertices are
joined by an edge whenever they do not commute. Of course, there
are some other ways to construct a graph associated to a given group
or semigroup. In this paper we will define the non-centralizer graph
ΥG of the group G to be the graph whose vertices are the elements
of G and whose edges are obtained by joining two distinct vertices if
their centralizers are not equal. The non-centralizer graph and the
non-commuting graph of a group G are closely related. By studying
the non-centralizer graph, one may describe the structure of the non-
commuting graph associated to large classes of groups.

We discuss general properties of the graph. Moreover, we observe
that the non-centralizer and the non-commuting graph associated to
an AC-group are isomorphic. Since the non-centralizer graph is a
complete k-partite graph, the non-commuting graph of an AC-group
is completely determined. Finally, we prove that if ΥG

∼= ΥS, then
G ∼= S, where S is a simple group not isomorphic to Bn(q) or Cn(q).

Throughout the paper, graphs are simple and all the notations and
terminologies about the graphs are standard.

2. MAIN results

For a group G, CG(x) = {y ∈ G : xy = yx} is the centralizer of the
element x ∈ G. Let us start with the following definition.

Definition 2.1. Let G be a group. We construct a graph whose ver-
tices are the elements of G and whose edges are obtained by joining
any two vertices x and y whenever CG(x) ̸= CG(y). We call this graph
the non-centralizer graph of G, and we denote it by ΥG.

If G is an abelian group, then ΥG is an empty graph. Therefore
throughout the paper all the groups are finite non-abelian unless oth-
erwise mentioned. It is clear that for a non-central element x we have
deg(x) ≥ |G|− |CG(x)| and deg(z) = |G|− |Z(G)| for a central element
z. If we consider the induced subgraph of ΥG associated to the non-
abelian group G with vertex set G \ Z(G), then we have non-central
vertices with degree deg(x) ≥ |G| − |CG(x)|. Let us denote this sub-
graph by ΥG\Z(G). We conclude diam(ΥG) = diam(ΥG\Z(G)) = 2 and
girth(ΥG) = girth(ΥG\Z(G)) = 3. We deduce that ΥG and ΥG\Z(G) are
connected.
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Suppose Cent(G) = {CG(g)|g ∈ G}. A groupG is called n-centralizer
if |Cent(G)| = n. It is clear that ΥG is a complete |Cent(G)|-partite
graph.

Theorem 2.2. Let G be an AC-group. Then ΥG\Z(G)
∼= ΓG\Z(G).

By the above result and the non-centralizer induced subgraph defi-
nition, we deduce that non-commuting graph ΓG\Z(G) associated to a
non-abelian AC-group is a complete |Cent(G)|-partite graph.

Proposition 2.3. Assume that ΥG is the non-centralizer graph asso-
ciated to the group G. Then we have

(i) If the central factor of G is of order p2, then ΥG is a complete
(p+ 2)-partite graph.

(ii) Let p be the smallest prime dividing |G|. If |G : Z(G)| = p3,
then ΥG is complete (p2+p+2)-partite or (p2+2)-partite graph.

Theorem 2.4. Let G be a group which satisfies one of the hypothesis
(i) or (ii) of Proposition 2.3. Then ΓG is either a (p+2)-partite graph
or a (p2 + p+ 2)-partite, or a (p2 + 2)-partite graph, respectively.

Proof. By [4, Lemma 2.1] we see that a group whose central factor
is of order pqr, where p, q, r are primes not necessarily distinct, is an
AC-group. The proof follows now by Theorem 2.2 and Proposition
2.3. □

If ΥG
∼= ΥH , then N(G) = N(H), where N(X) is the set {n ∈

N| X has a conjugacy class C, such that |C| = n} and X is a group.
Therefore we deduce the following result.

Theorem 2.5. Let G be a group.

(i) If ΥG
∼= ΥS3, then G

∼= S3.
(ii) If ΥG

∼= ΥAn, G is a simple group and n ≥ 5, then G ∼= An.
(iii) If ΥG

∼= ΥH , G ̸= Bn(q) or Cn(q) is a simple group, then
G ∼= H.

References

1. A. Abdollahi, S. M. Jafarian Amiri, and A. Mohammadi Hassanabadi, Groups
with specific number of centralizers, Houston J. Math. 33 (2007), 43–57.

2. A. R. Ashrafi, Counting the centralizers of some finite groups, Korean J. Com-
put. Appl. Math. 7 (2000), 115–124.

3. A. R. Ashrafi and B. Taeri, On finite groups with a certain number of central-
izers, J. Appl. Math. Computing 17 (2005), 217–227.

4. S. J. Baishya, On finite groups with specific number of centralizers, Int. Electron.
J. Algebra 13 (2013), 53–62.

5. S. M. Belcastro and G. J. Sherman, Counting centralizers in finite groups, Math.
Mag. 5 (1994), 111–114.

300



The Extended Abstracts of Talks
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

MAXIMAL POSITIVE DEFINITE SOLUTIONS OF A
MATRIX EQUATION

SARA VAEZZADEH1∗AND S. MANSOUR VAEZPOUR2

Department of Mathematics and Computer Science, Amirkabir University of
Technology, Hafez Ave., P. O. Box 15914, Tehran, Iran

1sarah vaezzadeh@yahoo.com
2vaez@aut.ac.ir

Abstract. We study the nonlinear matrix equationX+A⋆X−1A+
B⋆X−1B = I, where A and B are square matrices. some iterations
for finding maximal positive definite solutions of these equations
are given. Also some convergence results for these iteratins are
given.

1. Introduction

In this paper, we consider the matrix equation

X + A⋆X−1A+B⋆X−1B = I, (1.1)

where A and B are square matrices, and I is the identity matrix.
Trying to solve special linear systems [1] leads to solving nonlinear
matrix equations of the above types as follows:

For a linear system Mx = f with M =

 I 0 A
0 I B
A⋆ B⋆ I

 positive

2010 Mathematics Subject Classification. 65F10, 65F30, 65H10, 15A24.
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definite, we rewrite M = M̃ +K, where

M̃ =

 X 0 A
0 X B
A⋆ B⋆ I

 , K =

 I −X 0 0
0 I −X 0
0 0 0

 .

Moreover, we decompose M̃ to the LU decomposition

M̃ =

 X 0 A
0 X B
A⋆ B⋆ I

 =

 I 0 0
0 I 0

A⋆X−1 B⋆X−1 I

 X 0 A
0 X B
0 0 X

 .

Such a decomposition of M̃ exists if and only if X is a positive defi-
nite solution of the matrix equations (1.1). Solving the linear system
M̃y = f is equivalent to solving two linear systems with a lower and
upper block triangular system matrix. To compute the solution of
Mx = f from y, the Woodbury formula [2] can be applied.
The matrix Eq. (1.1) was studied in [3], and based on some conditions
they proved that the matrix Eq. (1.1) has positive definite solutions.
They also, proposed two iterative methods to find the Hermitian pos-
itive definite solutions of the Eq. (1.1). They did not analyze the
convergence rate of proposed algorithms. In this paper we propose two
algorithms. We will show that Algorithm (2.2) is more accurate than
Algorithm pointed out in [3]. Also, Algorithm (2.4) needs less opera-
tion in comparison with these two algorithms.
The following notations are used throughout the rest of the paper. The
notation A ≥ 0(A > 0) means that A is Hermitian positive semidef-
inite (positive definite). For Hermitian matrices A and B, we write
A ≥ B(A > B) if A − B ≥ 0(> 0). Similarly, by λ1(A) and λn we
denote respectively, the maximal and the minimal eigenvalues of A.
The norm used in this paper is the spectral norm of the matrix A, i.e.,
∥A∥ = (λ1(A

⋆A))
1
2 .

2. Main results

Lemma 2.1. [5] If C and P are Hermitian matrices of the same order
with P > 0, then CPC + P−1 ≥ 2C.

Algorithm 2.2. Let X0 = Y0 = I,
Yn+1 = 2Yn − YnXnYn,
Xn+1 = I − A⋆Yn+1A−B⋆Yn+1B, n = 0, 1, 2, . . . .

(2.1)
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Theorem 2.3. Assume that the equation (1.1) has a positive definite
solution, then Algorithm (2.1) defines a monotically decreasing matrix
sequence {Xn} converging to X∞ which is the maximal Hermitian posi-
tive definite solution of the equation (1.1). Also, sequence {Yn} defined
in Algorithm (2.1) defines a monotically increasing sequence converges
to X−1

∞ .

Algorithm 2.4. Take X0 = I, Y0 = I
Yn+1 = (I −Xn)Yn + I,
Xn+1 = I − A∗Yn+1A−B∗Yn+1B, n = 0, 1, 2, . . . .

(2.2)

Theorem 2.5. If Eq. (1.1) has a positive definite solution and the
two sequences {Xn} and {Yn} are determined by Algorithm (2.4), then
{Xn} is monotone decreasing and converges to the maximal Hermitian
positive definite solution X∞. Also, sequence {Yn} defined in Algorithm
(2.4) is a monotically increasing sequence converges to X−1

∞ .

Theorem 2.6. If the Eq. (1.1) has a positive definite solution and after
n iterative steps of the Algorithm (2.4), the inequality ∥I −XnYn∥ < ϵ
implies

∥Xn + A⋆X−1
n A+B⋆X−1

n B − I∥ ≤ ϵ(∥A∥2 + ∥B∥2)∥X−1
∞ ∥.
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Abstract. Stirling numbers of the second kind and Bell numbers
are intimately linked through the roles they play in enumerating
partitions of n-sets. As an extension of this problem, we consider
b1+b2+. . .+bn balls with b1 balls labelled 1, b2 balls labelled 2, . . .,
bn balls labelled n and c1 + c2 + . . .+ ck cells with c1 cells labelled
1, c2 cells labelled 2, . . ., ck cells labelled k, in this paper we count
the number of ways to partition the set of these balls into of these
cells. As an application, for a positive integer m we evaluate the
number of ways to write m as the form m1 · m2 · . . . · mk, where
k ⩾ 1.

1. Introduction

Stirling numbers of the second kind, denoted by
{
n
k

}
, are the number

of partitions of a set with n distinct elements into k disjoint non-empty

2010 Mathematics Subject Classification. Primary 05A05.; Secondary 05A08..
Key words and phrases. Multiplicative partition function, Stirling numbers of

the second kind, Bell numbers.
∗ Speaker.
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sets. The recurrence relation{
n

k

}
=

{
n− 1

k − 1

}
+ k

{
n− 1

k

}
with the initial value

{
n
1

}
= 1 determines these numbers. As an al-

ternative definition, we can say that
{
n
k

}
’s are the unique numbers

satisfying

xn =
n∑
k=0

{
n

k

}
x(x− 1)(x− 2)...(x− k + 1).

An introduction on Stirling numbers can be found in [5]. Bell numbers,
denoted by Bn, are the number of all partitions of a set with n distinct
elements into disjoint non-empty sets. Thus

Bn =
n∑
k=1

{
n

k

}
.

These numbers also satisfy the recurrence relation

Bn+1 =
n∑
k=0

(
n

k

)
Bk.

See [1].
Values of Bn are given in Sloane on-line Encyclopaedia of Integer

Sequences [2] as the sequence A000110. The sequence A008277 also
gives the triangle of Stirling numbers of the second kind. There are a
number of well-known results associated with them in [1, 3, 5] and [4].

In this paper we consider the following new problem.

⋆ Consider b1+ b2+ . . .+ bn balls with b1 balls labelled 1, b2 balls
labelled 2, . . ., bn balls labelled n and c1 + c2 + . . . + ck cells
with c1 cells labelled 1, c2 cells labelled 2, . . ., ck cells labelled
k. Evaluate the number of ways to partition the set of these
balls into cells of these types.

In the present paper, we just consider the following two special cases
of the mentioned problem: b1 = . . . = bn = 1, c1, . . . , ck ∈ N and
b1, . . . , bn ∈ N, c1 = . . . = ck = 1.

Definition 1.1. A multiset is a pair (A,m) where A is a set and
m : A → N is a function. The set A is called the set of underlying
elements of (A,m). For each a ∈ A, m(a) is called the multiplicity of
a.

A formal definition for a multiset can be found in [4]. Let A =
{1, 2, . . . , n} and m(i) = bi for i = 1, 2, . . . , n. We denote the multiset
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(A,m) by A(b1, . . . , bn). Under this notation, the problem of partition-
ing b1 + b2 + . . . + bn balls with b1 balls labelled 1, b2 balls labelled 2,
. . ., bn balls labelled n into c1+c2+ . . .+ck cells with c1 cells labelled 1,
c2 cells labelled 2, . . ., ck cells labelled k can be formulated as follows.

Definition 1.2. Let B = A(b1, . . . , bn) and C = A(c1, . . . , ck). Then
the number of ways to partition B balls into non-empty C cells is de-
noted by

{B
C

}
. These numbers are called the mixed Stirling numbers of

the second kind. If cells are allowed to be empty, then we denote the
number of ways to partition these balls into these cells by

{B
C

}
0
.

2. Main results

The Case b1 = . . . = bn = 1:
Note that if b1 = b2 = . . . = bn = 1 and c1 = k, c2 = . . . = ck = 0
then

{B
C

}
=
{
n
k

}
and

{B
C

}
0
=
∑k

i=1

{
n
i

}
. We denote

∑k
i=1

{
n
i

}
by
{
n
k

}
0
.

Moreover, if b1 = b2 = . . . = bn = 1 and c1 = n, c2 = . . . = ck = 0 then{B
C

}
0
= Bn.

Definition 2.1. Let n, k and r be positive integers, b1 = b2 = . . . =
bn = 1 and c1 = r, c2 = . . . = ck = 1. Then we denote

{B
C

}
by B(n, k, r).

These numbers are called the mixed Bell numbers. In this case
{B
C

}
0
is

also denoted by B0(n, k, r).

Proposition 2.2. Let n, k and r be positive integers. Then

B0(n, k, r) =
n∑
ℓ=0

(
n

ℓ

){
ℓ

r

}
0

(k − 1)n−ℓ.

Proposition 2.3. Let n, k and r be positive integers. Then

B(n, k, r) =
n−k+1∑
ℓ=r

(
n

ℓ

){
ℓ

r

}{
n− ℓ

k − 1

}
(k − 1)!.

Proposition 2.4. Let n, k and r be positive integers. Then

B(n, k, r) =
∑

0⩽s⩽r,0⩽t⩽k−1

(−1)t+εs
(
k − 1

t

)
B0(n, k − t, r − s),

where

εs =

{
0 if s = 0
1 otherwise

Proposition 2.5. Let n, k and r be positive integers. Then

B(n, k, r) = B(n−1, k, r−1)+(k−1)B(n−1, k−1, r)+(k−1+r)B(n−1, k, r).

These results can be easily extended to the following general facts.
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Theorem 2.6. Let b1 = . . . = bn = 1, c1, . . . , ck ∈ N,B = A(b1, . . . , bn)
and C = A(c1, . . . , ck). Then{

B
C

}
=

∑
ℓ1+...+ℓk=n

n!

ℓ1! . . . ℓk!

{
ℓ1
c1

}{
ℓ2
c2

}
. . .

{
ℓk
ck

}
.

Theorem 2.7. Let b1 = . . . = bn = 1, c1, . . . , ck ∈ N,B = A(b1, . . . , bn)
and C = A(c1, . . . , ck). Then{

B
C

}
=

∑
1⩽i⩽k,0⩽ji⩽ci

(−1)♯(j1,...,jk)
{

B
Cj1,...,jk

}
0

,

where ♯(j1, . . . , jk) is the number of i’s such that ji ̸= 0 and Cj1,...,jk =
A(c1 − j1, . . . , ck − jk).

Theorem 2.8. Let b1 = . . . = bn = 1, c1, . . . , ck ∈ N,B = A(b1, . . . , bn),
C = A(c1, . . . , ck),B′ = A(b2, . . . , bn) and Cj = A(c1, . . . , cj−1, cj −
1, cj+1, . . . , ck). Then{

B
C

}
= (c1 + . . .+ ck)

{
B′

C

}
+

k∑
j=1

{
B′

Cj

}
3. The Case c1 = . . . = ck = 1

Theorem 3.1. Let b1, . . . , bn ∈ N, c1 = . . . = ck = 1,B = A(b1, . . . , bn)
and C = A(c1, . . . , ck). Then{

B
C

}
0

=
n∏
j=1

(
bj + k − 1

k − 1

)
.

Theorem 3.2. Let b1, . . . , bn ∈ N, c1 = . . . = ck = 1,B = A(b1, . . . , bn)
and C = A(c1, . . . , ck). Then{

B
C

}
=

n∑
i=1

(−1)i
(
k

i

) n∏
j=1

(
bj + k − i− 1

k − i− 1

)
.
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Abstract. For n ≥ 3, three kinds of geometric mean of n-positive
definite matrices and their properties are introduced. Especially,
we shall consider some matrix inequalities for one of the geometric
means of n-matrices. It includes famous Ando-Hiai anf Furuta
inequalities. Moreover as recent topics, we introduce converses of
Loewner-Heinz inequality via geometric mean of n-matrices.

1. Introduction

Let Mm be the set of all m–bym matrices over C, and let Hm,Pm ⊂
Mm be the set of all Hermitian and positive definite matrices, respec-
tively. For A,B ∈ Pm, weighted geometric mean A♯αB is well known
as

A♯αB = A
1
2 (A

−1
2 BA

−1
2 )αA

1
2 for α ∈ [0, 1]. (1.1)

Especially, in the case of α = 1
2
, we call A♯ 1

2
B geometric mean, and de-

note it by A♯B, simply. If A and B are non-invertible positive matrices,
then geometric mean is defined by

A♯αB = lim
ε→+0

(A+ εI)♯α(B + εI) for α ∈ [0, 1].

2010 Mathematics Subject Classification. Primary 47A64; Secondary 47A63.
Key words and phrases. Geometric mean, power mean, Ando-Hiai inequality,

Loewner-Heinz inequality, positive definite matrices.
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The problem of extending two-variable geometric mean to multi-variable
was long standing. In this talk, we shall introduce recent topics on
matrices means of more than three matrices. Especially, we focus on
matrix inequalities, and we will introduce extensions of some important
matrix inequalities.

This talk is organized as follows:

(1) Three types of geometric means of more than three matrices
ans their basic properties.

(2) Ando-Hiai and Furuta inequalities.
(3) Power mean and its properties.
(4) Recent results: converses of Loewner-Heinz inequality.

2. Three types of Geometric means and their basic
properties

To extend the definition of geometric mean of two matrices into
more than three matrices has not been succeeded for a long time. In
fact, some definitions have given, but they do not have some important
properties (for example, monotonicity or permutation invariance). Re-
cently, a nice definition of geometric mean of n-matrices was given in
[1]. Here we shall introduce its definition in the case of 3-matrices as
follows:

Theorem 2.1 ([1]). Let A,B,C ∈ Pm. Define three sequences {An}∞n=0,
{Bn}∞n=0 and {Cn}∞n=0 as follows: A0 = A, B0 = B, C0 = C and

An+1 = Bn♯Cn, Bn+1 = Cn♯An, Cn+1 = An♯Bn.

Then {An}∞n=0, {Bn}∞n=0 and {Cn}∞n=0 converge to the same limit

lim
n→∞

An = lim
n→∞

Bn = lim
n→∞

Cn = G.

Here we denote the limit G by Galm(A,B,C), and we call it ALM mean.

ALM mean has the following nice properties: Let A1, ..., An ∈ Pm.
(P1) If A1, . . . , An commute with each other, then

Galm(A1, . . . , An) = A
1
n
1 · · ·A

1
n
n .

(P2) Joint homogeneity.

Galm(a1A1, . . . , anAn) =
n∏
i=1

a
1
n
i Galm(A1, . . . , An)

for positive numbers ai > 0 (i = 1, . . . , n).
(P3) Permutation invariance. For any permutation σ on {1, 2, . . . , n},

Galm(A1, . . . , An) = Galm(Aπ(1), . . . , Aπ(n)).
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(P4) Monotonicity. For each i = 1, 2, . . . , n, if Bi ≤ Ai, then

Galm(B1, . . . , Bn) ≤ Galm(A1, . . . , An).

(P5) Continuity. For each i = 1, 2, . . . , n, let {A(k)
i }∞k=1 ⊂ Pm be

sequences such that A
(k)
i → Ai as k → ∞. Then

Galm(A
(k)
1 , . . . , A(k)

n ) → Galm(A1, . . . , An) as k → ∞.

(P6) Congruence invariance. For any invertible matrix S,

Galm(S
∗A1S, . . . , S

∗AnS) = S∗Galm(ω;A1, . . . , An)S.

(P7) Joint concavity. For 0 ≤ λ ≤ 1,

Galm(λA1 + (1− λ)A′
1, . . . , λAn + (1− λ)A′

n)

≥ λGalm(A1, . . . , An) + (1− λ)Galm(A
′
1, . . . , A

′
n).

(P8) Self-duality.

Galm(A
−1
1 , . . . , A−1

n )−1 = Galm(A1, . . . , An).

(P9) Determinantial identity.

detGalm(A1, . . . , An) =
n∏
i=1

(detAi)
1
n .

(P10) Arithmetic-geometric-harmonic means inequalities.(
1

n

n∑
i=1

A−1
i

)−1

≤ Galm(A1, . . . , An) ≤
1

n

n∑
i=1

Ai.

Although ALM mean has many nice properties, it is too difficult
to compute. To improve about this problem, Bini-Meini-Poloni and
Izumino-Nakamura gave another definition of geometric mean which
satisfies the same ten properties of ALM mean as above. Here we shall
introduce the definition of the geometric mean only three matrices case
as follows:

Theorem 2.2 ([3, 4]). Let A,B,C ∈ Pm. Define three sequences
{An}∞n=0, {Bn}∞n=0 and {Cn}∞n=0 by A0 = A, B0 = B, C0 = C and

An+1 = (Bn♯Cn)♯ 1
3
An, Bn+1 = (Cn♯An)♯ 1

3
Bn, Cn+1 = (An♯Bn)♯ 1

3
Cn.

Then {An}∞n=0, {Bn}∞n=0 and {Cn}∞n=0 converge the same limit.

lim
n→∞

An = lim
n→∞

Bn = lim
n→∞

Cn = G

Here we denote the limit G by Gbmp(A,B,C), and we call it BMP
mean.
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ALM and BMP means are defined by the analytic way, however,
the following last geometric mean is defined by the geometric way.
To introduce the definition of the third geometric mean, we will need
some preparation. For A,B ∈ Mm, define an inner product ⟨A,B⟩ by
⟨A,B⟩ = trA∗B, where trX means the trace of a matrix X. Then Mm

is an inner product space equipped with the norm ∥A∥2 = (trA∗A)
1
2 ,

moreover Pm is a differential manifold, and we can consider the geodesic
[A,B] ⊂ Pm which includes A,B ∈ Pm. It can be parameterized as
follows:

Theorem 2.3 ([2]). Let A,B ∈ Pm. Then there exists a unique geo-
desic [A,B] joining A and B. It has a parametrization

γ(t) = A♯tB = A
1
2 (A

−1
2 BA

−1
2 )tA

1
2 , t ∈ [0, 1].

Furthermore, we have a distance δ2(A,B) between A and B along the
geodesic [A,B] as

δ2(A,B) = ∥ logA
−1
2 BA

−1
2 ∥2.

We call the metric δ2(A,B) between A and B the Riemannian metric.
A vector ω = (w1, w2, . . . , wn) is called a probability vector if and only
if its components satisfy

∑n
i=1wi = 1 and wi > 0 for i = 1, 2, . . . , n,

and let ∆n ⊂ (0, 1)n be the set of all probability vectors. Then the
weighted Riemannian mean is defined as follows:

Definition 2.4 ([2]). Let A1, . . . , An ∈ Pm, and ω = (w1, . . . , wn) ∈
∆n. Then the weighted Riemannian mean Λ(ω;A1, . . . , An) is defined
by

Λ(ω;A1, . . . , An) = argzw min
zwX∈Pm

n∑
i=1

wiδ
2
2(Ai, X),

where argminf(X) means the point X0 which attains minimum value
of the function f(X).

Riemannian mean also satisfies the above ten properties, too. More-
over Riemannian mean has two types of characterization

Theorem 2.5 (Moakher, 2005, Lawson-Lim, 2010). Let A1, . . . , An ∈
Pm, and ω = (w1, . . . , wn) ∈ ∆n. Then X = Λ(ω;A1, . . . , An) is the
unique positive solution of the following matrix equation:

w1 logX
−1
2 A1X

−1
2 + · · ·+ wn logX

−1
2 AnX

−1
2 = 0.

The matrix equation in Theorem 2.5 is called the Karcher equa-
tion. So we sometimes call Reimannian mean the Karcher mean. Let
A1, · · · , An ∈ Pm, and ω = (w1, · · · , wn) ∈ ∆n. We choose a natural
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number i from {1, · · · , n} according to the probability wi. If ik is cho-
sen in the k-th trial, we set Xk = Aik , then we define the random walk
{Sk} as

S1 = X1, S2 = S1♯X2, S3 = S2♯ 1
3
X3, · · · , Sk = Sk−1♯ 1

k
Xk.

Theorem 2.6 (Strum, 2003, Lawson-Lim, 2010, Holbrook, 2012). As
we run through all possible outcome of the above procedure, almost
always the sequence {Sk}k∈N will converge to Λ(ω;A1, · · · , An), the
weighted Reimannian mean.

3. Ando-Hiai and Furuta inequalities.

There are many interesting results on the geometric mean of two-
matrices. Especially, the following result is well known as the Ando-
Hiai inequality:

Theorem 3.1 (Ando and Hiai, 1994). Let A and B be positive matri-
ces. For any α ∈ [0, 1], A♯αB ≤ I implies Ap♯αB

p ≤ I for all p ≥ 1.

We remark that the order is defined by positive semi-definiteness.
(In the whole paper, we use this order.) For A,B ∈ Pm, the order
logA ≥ logB is called chaotic order. The following relation is very
famous since log t is an operator monotone function:

A ≥ B =⇒ logA ≥ logB.

It is well known that the following characterization of chaotic order:

Theorem 3.2 (Ando, 1987, Fujii-Furuta-Kamei, 1993, M. Uchiyama,
1999). Let A,B ∈ Pm. Then they are mutually equivalent:

(1) logA ≥ logB,

(2) Ap ≥ (A
p
2BpA

p
2 )

1
2 for all p ≥ 0,

(3) Ar ≥ (A
r
2BpA

r
2 )

r
p+r for all p, r ≥ 0.

Ando-Hiai inequality and the above characterization of chaotic order
play important roles in the theory of matrix (operator) inequalities.
We will introduce extensions of the above results to more than three
matrices. Before, we shall introduce an important result:

Theorem 3.3 (Y. 2012). Let A1, . . . , An ∈ Pm, and ω = (w1, . . . , wn) ∈
∆n. Then

w1 logA1 + · · ·+ wn logAn ≤ 0 =⇒ Λ(ω;A1, . . . , An) ≤ I.

Using Theorem 3.3, we shall obtain extensions of Ando-Hiai inequal-
ity and characterization of chaotic order as follows:
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Theorem 3.4 (Y. 2012). Let A1, . . . , An ∈ Pm. For any ω ∈ ∆n,

Λ(ω;A1, . . . , An) ≤ I =⇒ Λ(ω;Ap1, . . . , A
p
n) ≤ I

for all p ≥ 1.

Theorem 3.5 (Y. 2012, Lim-Y. 2013). Let A1, ..., An ∈ Pm, and let
ω = (w1, ..., wn) ∈ ∆n. Then the following assertions are mutually
equivalent;

(1)
∑n

i=1wi logAi ≤ 0;
(2) Λ(ω;Ap1, ..., A

p
n) ≤ I for all p > 0;

(3) Λ(ωp;A
p1
1 , ..., A

pn
n ) ≤ I for all p = (p1, ..., pn) ∈ (0,∞)n,

where ωp = (cw1

p1
, ..., cwn

pn
) and 1

c
=
∑n

i=1
wi
pi
.

One might expect that the above results can be satisfied by other
geometric means (ALM and BMP means) But we have a negative an-
swer for the problem.

Theorem 3.6 (Y. 2012, Lim-Pálfia 2012). Let A1, . . . , An ∈ Pm and
ω ∈ ∆n. If G(ω;A1, . . . , An) is a weighted geometric mean satisfying
all properties of (P1)–(P10). If the weighted geometric mean satisfies
Theorem 3.3, then the weighted geometric mean G coincides with the
weighted Riemannian mean.

Corollary 3.7. Let A1, . . . , An ∈ Pm(C), ω ∈ ∆n and G(ω;A1, . . . , An)
be a weighted geometric mean satisfying all properties of (P1)–(P10).
If the weighted geometric mean satisfies Theorem 3.4, then the weighted
geometric mean G coincides with the weighted Riemannian mean.

Corollary 3.8. ALM and BMP means do not satisfy Theorems 3.3
and 3.4.

Moreover Theorem 3.2 is well known result as the most essential
part of the famous Furuta inequality. Hence, we obtain an extension
of Furuta inequality for several variables by using Theorem 3.3.

Theorem 3.9 (Ito 2012). Let A = (A1, ..., An) ∈ Pnm and q > 0. Then
0 < Aqn ≤ Aqi (i = 1, ..., n− 1) implies

Λ(ω;A−p1
1 , ..., A

−pn−1

n−1 , Apnn ) ≤ Aqn ≤ Aqi

for all pi ≥ 0, i = 1, ..., n − 1 and pn > q, where

ω̂ =
(

1
p1+q

, ..., 1
pn−1+q

, n−1
pn−q

)
and ω = ω̂

∥ω̂∥1 .

In fact, Furuta inequality can be obtained as a two-matrices case of
Theorem 3.9, that is, if B ≤ A, then

A
−r
2 (A

r
2BpA

r
2 )

1+r
p+rA

−r
2 = Λ(

(
p− 1

p+ r
,
1 + r

p+ r

)
;A−r, Bp) ≤ B ≤ A
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holds for p ≥ 1, r ≥ 0.

4. Power mean and its properties

It is well known that for t ∈ [−1, 1] \ {0}, ft(x) =
(
1 + xt

2

) 1
t

is an

operator monotone function on [0,+∞). Moreover ft(x) is increasing

on t and lim
t→0

ft(x) = x
1
2 . From this fact, we can obtain power mean of

two matrices: Let A,B ∈ Pm and w ∈ (0, 1). Then for t ∈ [−1, 1] \ {0}
the power mean Pt((1− w,w);A,B) is defined by

Pt((1− w,w);A,B) = A
1
2

[
(1− w)I + w(A

−1
2 BA

−1
2 )t
] 1
t
A

1
2 . (4.1)

It is known that Pt((1− w,w);A,B) is increasing for t ∈ [−1, 1] \ {0}
and lim

t→0
Pt((1 − w,w);A,B) = A♯B. So the power mean interpolates

among Arithmetic-Geometric-Harmonic means. Lim and Pálfia have
extended the power mean into more than three matrices as follows:

Theorem 4.1 (Power mean [5]). Let A1, ..., An ∈ Pm and
ω = (w1, . . . , wn) ∈ ∆n. Then for t ∈ (0, 1], the following matrix
equation has a unique positive definite solution:

X =
n∑
i=1

wi(X♯tAi).

We write this solution Pt(ω;A1, ..., An), and call it the ω-weighted power
mean of order t. If t ∈ [−1, 0), we define the power mean by

Pt(ω;A1, ..., An) = P−t(ω;A
−1
1 , ..., A−n

n )−1

.

Let A1, ..., An ∈ Pm and ω = (w1, ..., wn) ∈ ∆n. It is easy to see that

P1(ω;A1, ..., An) =
n∑
i=1

wiAi and P−1(ω;A1, ..., An) =

(
n∑
i=1

wiA
−1
i

)−1

.

We write P1(ω;A1, ..., An) and P−1(ω;A1, ..., An) by A(ω;A1, ..., An)
and H(ω;A1, ..., An), respectively.

In the case of two matrices, the power mean coincides with (4.1).
Power mean has similar properties as geometric means in Section 2.

Here we shall introduce some properties of the power mean in the view
point of matrix inequalities.

Theorem 4.2 (Lim-Y. 2013). Let A = (A1, . . . , An) ∈ Pnm and let
ω = (w1, . . . , wn) ∈ ∆n. Then
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(1) for t ∈ (0, 1],
∑n

i=1wiA
t
i ≤ I implies Pt(ω;A) ≤ I;

(2) for t ∈ [−1, 0),
∑n

i=1wiA
t
i ≤ I implies Pt(ω;A) ≥ I.

We obtain a variant of Ando-Hiai inequality on power means.

Corollary 4.3 (Lim-Y. 2013). Let A = (A1, ..., An) ∈ Pnm and ω ∈ ∆n.
Then for t ∈ (0, 1],

(1) Pt(ω;A) ≤ I implies P t
p
(ω;Ap1, ..., A

p
n) ≤ I for all p ≥ 1,

(2) P−t(ω;A) ≥ I implies P− t
p
(ω;Ap1, ..., A

p
n) ≥ I for all p ≥ 1.

For G,H : ∆n×Pnm → Pm, we define G ≤ H if G(ω;A) ≤ H(ω;A) for
all ω ∈ ∆n and A ∈ Pnm.We note that H ≤ A, the arithmetic-harmonic
means inequality.

Corollary 4.4 (Lim-Pálfia 2012, Lim-Y. 2013). For 0 < s ≤ t ≤ 1,

H = P−1 ≤ P−t ≤ P−s ≤ · · · ≤ Ps ≤ Pt ≤ P1 = A

Furthermore, for A ∈ Pnm and ω ∈ ∆n, the limit of power means
limt→0 Pt(ω;A) exists and coincides with the Karcher mean Λ(ω;A).

5. Recent results: converses of Loewner-Heinz
inequality

A real continuous function f(t) defined on a real interval I is said to
be operator monotone, provided A ≤ B implies f(A) ≤ f(B) for any
two bounded self-adjoint operators A and B whose spectra are in I.
The Loewner- Heinz inequality means the power function ta is operator
monotone on [0,∞) for 0 < a < 1. log t is operator monotone on (0,∞)
too. A continuous function f defined on I is called an operator convex
function on I if f(sA + (1 − s)B) ≤ sf(A) + (1 − s)f(B) for every
0 < s < 1 and for every pair of bounded self-adjoint operators A and
B whose spectra are both in I. An operator concave function is likewise
defined. If I = (0,∞), then f(t) is operator monotone on I if and only
if f(t) is operator concave and f(∞) > −∞. This implies that every
operator monotone function on (0,∞) is operator concave. σ is said
to be symmetric if AσB = BσA for every A,B. σ is symmetric if and
only if f(t) = tf(1/t).

Theorem 5.1 (M. Uchiyama-Y. to appear in JMAA). Let f(t) be an
operator monotone function on (0,∞) with f(1) = 1, and let A and B
be bounded self-adjoint operators. Let σ be an operator mean satisfying
! ≤ σ ≤ ∇. Then A ≤ B if and only if f(λA+ I)σf(−λB+ I) ≤ I for
all sufficiently small λ ≥ 0.
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We remark that a symmetric operator mean σ, that is AσB = BσA
for every A and B, satisfies ! ≤ σ ≤ ∇. The following corollary may
make the above statement clearer.

Corollary 5.2 (M. Uchiyama-Y. to appear in JMAA). Let f(t) and
h(t) be operator monotone functions on (0,∞) with f(1) = h(1) = 1,
and let A and B be bounded self-adjoint operators. Let σ and δ be
operator means satisfying ! ≤ σ ≤ ∇ and ! ≤ δ ≤ ∇. Then h(λA +
I)δh(λB+ I) ≤ I for all sufficiently small λ ≥ 0 if and only if f(λA+
I)σf(λB + I) ≤ I for all sufficiently small λ ≥ 0.

Theorem 5.3 (M. Uchiyama-Y. to appear in JMAA). Let f(t) be a
non-constant operator monotone function on (0,∞) with f(1) = 1, and
let A and B be bounded self-adjoint operators. Then the following are
equivalent:

(1) A ≤ B,

(2) ∥x∥2 ≤ ∥f(λA+ I)
−1
2 x∥∥f(−λB+ I)

−1
2 x∥ for all x ∈ H and all

sufficiently small λ ≥ 0,
(3) ∥x∥2 ≤ ∥e−pAx∥∥epBx∥ for all x ∈ H and all p ≥ 0.

We use the symbol P0(ω;A1, ..., An) instead of Λ(ω;A1, ..., An).

Theorem 5.4 (M. Uchiyama-Y. to appear in JMAA). Let A1, ..., An
be Hermitian matrices, and ω = (w1, ..., wn) ∈ ∆n. Let f(t) be a non-
constant operator monotone function on (0,∞) with f(1) = 1. Then
the following are equivalent:

(1)
n∑
i=1

wiAi ≤ 0,

(2) P1(ω; f(λA1 + I), ..., f(λAn + I)) =
n∑
i=1

wif(λAi + I) ≤ I for

all sufficiently small λ ≥ 0,
(3) for each t ∈ [−1, 1], Pt(ω; f(λA1 + I), ..., f(λAn + I)) ≤ I for

all sufficiently small λ ≥ 0.

Corollary 5.5 (M. Uchiyama-Y. to appear in JMAA). Let A1, ..., An
be Hermitian matrices, and ω = (w1, ..., wn) ∈ ∆n. Let f(t) be a non-
constant operator monotone function on (0,∞) with f(1) = 1. Then
the following are equivalent:

(1)
n∑
i=1

wiAi ≤ 0,

(2)
n∑
i=1

wif(λAi + I) ≤ I for all sufficiently small λ ≥ 0,
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(3) Λ(ω; f(λA1 + I), ..., f(λAn + I)) ≤ I for all sufficiently small
λ ≥ 0.

We especially consider the probability vector ω = ( 1
n
, ..., 1

n
) to obtain

a multi-variable case of Theorem 5.3.

Theorem 5.6 (M. Uchiyama-Y. to appear in JMAA). Let A1, ..., An
be Hermitian matrices, and let f be a non-constant operator monotone
function on (0,∞) with f(1) = 1. Then the following are equivalent:

(1)
n∑
i=1

Ai ≤ 0,

(2) ∥x∥n ≤
n∏
i=1

∥f(λAi+ I)
−1
2 x∥ for all sufficiently small λ ≥ 0 and

all x ∈ H,

(3) ∥x∥n ≤
n∏
i=1

∥e−pAix∥ for all x ∈ H and all p ≥ 0.
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Abstract. In this paper, we introduce the notion of k−rank nu-

merical range of a non square matrix A =

(
A1

A2

)
∈ Mn×m

(n > m) with respect to the matrix In,m =

(
Im
0

)
. Some al-

gebraic and geometrical properties are investigated.

1. Introduction

Let Mn×m be the vector space of all n ×m complex matrices. For
the case n = m, Mn×n is denoted by Mn, i.e. the algebra of all n× n
complex matrices. By [3, Proposition 1.1], for a positive integer 1 ≤
k ≤ n, the k-rank numerical range of A ∈ Mn is defined and denoted
by

Λk(A) = {λ ∈ C : X∗AX = λIk for some X ∈ χn,k},
where χn,k = {X ∈Mn×k : X

∗X = Ik}, i.e., the set of all n×k isometry
matrices. The sets Λk(A), where k ∈ {1, . . . , n}, are generally called
higher rank numerical range of A. Apparently, for k=1, Λk(A) reduces
to the classical numerical range of A, namely,

Λ1(A) = W (A) := {x∗Ax : x ∈ Cn, x∗x = 1},

2010 Mathematics Subject Classification. 15A18, 15A24, 15A60, 81P68.
Key words and phrases. k−rank numerical range, isometry, numerical range,

rectangular matrices.
∗ speaker.
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which has been studied extensively for many decades. It is useful in
studying and understanding matrices and operators, and has many ap-
plications in numerical analysis, differential equations, systems theory,
etc. It is readily verified

W (A) = Λ1(A) ⊇ Λ2(A) ⊇ · · · ⊇ Λn(A).

The numerical range W (A) = Λ1(A) is a nonempty, compact and con-
vex subset of C. The higher-rank numerical ranges can, of course, be
empty. But the compactness and convexity still hold in general. More-
over, see [1],

Λk(A) =
∩

X∈χn,n−k+1

W (X∗AX). (1.1)

Stampfli and Williams [5, Theorem 4], and later Bonsall and Duncan
[2, Lemma 6.22.1], observed that the numerical range of A ∈ Mn,
W (A), can be written

W (A) = {µ ∈ C : ∥A− λIn∥2 ≥ |µ− λ| ∀λ ∈ C},

where ∥.∥2 denotes the spectral matrix norm (i.e., the matrix norm
subordinate to the Euclidean vector norm), and In is the n×n identity
matrix. By this idea, Chorianopoulos, Karanasios and Psarrakos in [4]

recently observed that the numerical range of A =

(
A1

A2

)
∈ Mn×m

(n > m) with respect to matrix In,m =

(
Im
0

)
,W∥.∥(A; In,m), can be

written

W∥.∥2(A; In,m) = {µ ∈ C : ∥
(
A1 0
A2 0

)
− λ

(
Im 0
0 0

)
∥2 ≥ |µ− λ|,

∀λ ∈ C}. Where the matrices(
A1 0
A2 0

)
and

(
Im 0
0 0

)
are n×n. It is clear thatW∥.∥2(A; In) = W (A) = Λ1(A), where A ∈Mn.
In this paper, we are going to define the definition and some general
properties of Λk.∥.∥2(A; In,m).

2. Main results

It is natural to use a formula analogous to (1.1) to propose a defini-
tion of the k− rank numerical range of non square matrix A ∈ Mn×m
(n > m) with respect to In,m.
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Definition 2.1. Let A =

(
A1

A2

)
∈ Mm×m(n > m) with A1 ∈ Mm×m

, A2 ∈ M(n−m)×m and In,m =

(
Im
0

)
and 1 ≤ k ≤ m be a positive

integer. The k-rank numerical range of A with respect to In,m is defined
and denoted by

Λk,∥·∥2(A; In,m) = {µ ∈ C : ∥
(
Y ∗(A1 − λIm)Y

A2Y

)
∥2 ≥ |µ−λ| ∀ λ ∈ C,

∀ Y ∈ χm,m−k+1}.

In the following Propositions, without loss of generality, we assume

that n > m,A =

(
A1

A2

)
with A1 ∈ Mm×m , A2 ∈ M(n−m)×m and

In,m =

(
Im
0

)
.

In the following Proposition, we state the relationship between
Λk,∥·∥2(A; In,m) and

∩
S∈Mn×(n−m)

Λk,∥·∥2(A; In,m).

Proposition 2.2. Let A ∈Mn×m and 1 ≤ k ≤ m be a positive integer.
Then

Λk,∥·∥2(A; In,m) ⊆
∩

S∈Mn×(n−m)

Λk,∥·∥2(A; In,m).

Proof. Let µ ∈ Λk,∥·∥2(A; In,m). Using Definition (2.1), the result holds.
□

In the following Proposition, we show that the intersection coincides
with the higher rank numerical range A1, Λk(A1).

Proposition 2.3. Let A ∈Mn×m and 1 ≤ k ≤ m be a positive integer.
Then

Λk(A1) =
∩

S∈Mn×(n−m)

Λk(
(
A S

)
).

By the above Proposition, the next corollary follows readily.

Corollary 2.4. Let A ∈ Mn×m and 1 ≤ k ≤ m be a positive integer.
If µ ∈ Λk(A1), Then

Λk(A1) =
∩

θ∈[0,2π]

Λk(

(
A1 eiθA∗

2

A2 µIn−m

)
).
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In the following Theorem, we show that the set Λk,∥.∥2(A; In,m) co-
incides with the higher rank numerical range of the submatrix A1,
Λk(A1).

Theorem 2.5. Let A ∈ Mn×m and 1 ≤ k ≤ m be a positive integer.
Then

Λk,∥·∥2(A; In,m) = Λk(A1).

If we replace the matrix In,m by bIn,m for some nonzero scaler b ∈ C,
then we have the following result.

Proposition 2.6. Let A ∈ Mn×m , 1 ≤ k ≤ m be a positive integer
and b ∈ C. Then the followig holds:
(i) If |b| = 1, then Λk,∥·∥2(A; bIn,m) = b−1Λk,∥·∥2(A; In,m);
(ii) If |b| < 1, then Λk,∥·∥2(A; bIn,m) ⊆ b−1Λk,∥·∥2(A; In,m);
(iii) If |b| > 1, then Λk,∥·∥2(A; bIn,m) ⊇ b−1Λk,∥·∥2(A; In,m).

Proposition 2.7. Let A ∈ Mn×m , 1 ≤ k ≤ m be a positive integer
and a, b ∈ C. Then Λk,∥·∥2(aA+ bIn,m; In,m) = aΛk,∥·∥2(A; In,m) + b.

In the following Proposition, we state the relation between the
Λk,∥·∥2(A; In,m) and Λk,∥·∥2(In,m;A).

Proposition 2.8. Let A ∈Mn×m , 1 ≤ k ≤ m be a positive integer.

Then

{µ−1 ∈ C : µ ∈ Λk,∥·∥2(A; In,m), |µ| ≥ 1} ⊆ Λk,∥·∥2(In,m;A).
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Abstract. In a real normed space we introduce two notions of
approximate Roberts orthogonality as follows:

x ⊥ε
R y iff

∣∣∣∥x+ ty∥2 − ∥x− ty∥2
∣∣∣ ≤ 4ε∥x∥∥ty∥ for all t ∈ R ;

and

x ⊥ε R y iff
∣∣∣∥x+ty∥−∥x−ty∥

∣∣∣ ≤ ε(∥x+ty∥+∥x−ty∥) for all t ∈ R .

We study class of linear mappings preserving the approximately
Roberts orthogonality of type ⊥ε R.

1. Introduction

One of the important ideas playing a fundamental role in geome-
try of normed spaces is the concept of orthogonality. Many mathe-
maticians have introduced different types of orthogonality for normed
linear spaces. Suppose (X , ∥.∥) is a real normed linear space whose
dimension is at least two. In 1934, Roberts introduced the first orthog-
onality type: x ∈ X is said to be orthogonal in the sense of Roberts
to y ∈ X (x⊥Ry) if ∥x + ty∥ = ∥x − ty∥ for all t ∈ R. Later, in 1935,
Birkhoff introduced one of the most important orthogonality types: x
is said to be Birkhoff orthogonal to y (x ⊥B y) if ∥x + ty∥ ≥ ∥x∥
for all t ∈ R. James in 1945 introduced isosceles orthogonality: x is

2010 Mathematics Subject Classification. Primary 46B20; Secondary 46C05.
Key words and phrases. Roberts orthogonality; approximate orthogonality; or-

thogonality preserving mapping; approximate similarity.
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said to be isosceles orthogonal to y (x ⊥I y) if ∥x + y∥ = ∥x − y∥.
Trivially, the implications ⊥R =⇒ ⊥I and ⊥R =⇒ ⊥B hold while each
of the reciprocals of these implications holds only in real-valued inner
product spaces. Also ⊥B and ⊥I are independent and they coincide
only in real-valued inner product spaces. There are many other types
of orthogonality in normed linear spaces. For example the following
mapping was introduced by Miličič:

⟨.|.⟩g : X × X −→ R

⟨y|x⟩g =
1

2
(ρ′+(x, y) + ρ′−(x, y)),

where mappings ρ′+, ρ
′
− : X × X −→ R are defined by

ρ′±(x, y) = lim
t→0±

∥x+ ty∥2 − ∥x∥2

2t
(x, y ∈ X ).

In addition, the ρ-orthogonality x ⊥ρ y means ⟨y|x⟩g = 0. Note that if

(X , ⟨.|.⟩) is a real-valued inner product space, then all above orthogo-
nalities coincide with the usual orthogonality ⊥ derived from ⟨.|.⟩ [1].

2. Main results

Let ε ∈ [0, 1) and x, y be elements of a real normed space X . In a real-
valued inner product space it is natural to consider the approximate
orthogonality (ε-orthogonality) x ⊥ε y defined by

|⟨x|y⟩| ≤ ε∥x∥∥y∥.
This fact motivated Dragomir [2] to give the following definition of the
approximate Birkhoff orthogonality x ⊥ε B y as follows:

∥x+ ty∥ ≥ (1− ε)∥x∥ (t ∈ R).
Chmieliński [3] introduced another approximate Birkhoff orthogonality
x ⊥ε

B y by

∥x+ ty∥2 ≥ ∥x∥2 − 2ε∥x∥∥ty∥ (t ∈ R).
Now, we propose two definitions of approximate Roberts orthogonality
(ε-R-orthogonality) [5]. Let us say x ⊥ε

R y if∣∣∣∥x+ ty∥2 − ∥x− ty∥2
∣∣∣ ≤ 4ε∥x∥∥ty∥ (t ∈ R).

We also define x ⊥ε R y if∣∣∣∥x+ ty∥ − ∥x− ty∥
∣∣∣ ≤ ε(∥x+ ty∥+ ∥x− ty∥) (t ∈ R).

The following results state some basic properties of ε-R-orthogonality.
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Theorem 2.1. Let X be an arbitrary real normed space and x, y ∈ X .
Then

(a) x ⊥ε
R y =⇒ x ⊥ε R y;

(b) x ⊥ε R y =⇒ x ⊥ε B y;
(c) x ⊥ε

R y =⇒ x ⊥ε B y;
(d) x ⊥ε

R y =⇒ x ⊥ε
B y.

Theorem 2.1(a) shows that in an arbitrary normed space the second
ε-R-orthogonality is weaker than the first ε-R-orthogonality, but the
converse is not true in general (see the example below).

Example 2.2. Consider the space (R2, ∥|.∥|) equipped with the maxi-
mum norm ∥|(x, y)∥| := max{|x|, |y|}. Let x = (1, 0), y = (1

2
, 1), ε = 11

29
.

One can show that x ⊥ε R y, but not x ⊥ε
R y (take, for example, t = 2

3
).

Thus x ⊥ε R y ⇏ x ⊥ε
R y.

Proposition 2.3. If X is a real-valued inner product space and x, y ∈
X , then

x ⊥ε y ⇐⇒ x ⊥ε
R y ⇐⇒ x ⊥ζ R y,

where ζ = 1−
√
1−ε2
ε

.

Here is another property of the Roberts orthogonality.

Proposition 2.4. Suppose that there are two equivalent norms on a
real normed space X , i.e., m∥x∥1 ≤ ∥x∥2 ≤ M∥x∥1 for all x ∈ X and
some 0 < m ≤M . Then

x ⊥R,1 y =⇒ x ⊥ξ R,2 y,

for all x, y ∈ X , where ξ = M−m
M+m

.

Suppose that X and Y are real normed spaces and let δ, ε ∈ [0, 1).
We say that a linear mapping T : X → Y preserves the approxi-
mate Roberts orthogonality (δ-ε-R-orthogonality) if for each x, y ∈ X ,
x ⊥δ R y implies that Tx ⊥ε R Ty. Approximately orthogonality preserv-
ing mappings in the framework of normed spaces have been recently
studied. In the case where δ = 0, Moǰskerc and Turnšek [4] veri-
fied the properties of mappings that preserve approximate Birkhoff or-
thogonality. Also Chmieliński and Wójcik [3] studied some properties
of mappings that preserve approximate isosceles-orthogonality and ρ-
orthogonality in the case when δ = 0. Recently Zamani and Moslehian
[5] studied approximate Roberts orthogonality preserving mappings.
We state some prerequisites for the next theorem. For a bounded lin-
ear mapping T : X → Y , let ∥T∥ = sup{∥Tx∥; ∥x∥ = 1} denote the
operator norm and [T ] := inf{∥Tx∥; ∥x∥ = 1}.
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Theorem 2.5. If a linear mapping T : X → Y satisfies

1− ε

1 + ε
γ∥x∥ ≤ ∥Tx∥ ≤ 1 + ε

1− ε
γ∥x∥

for all x ∈ X and γ ∈ [[T ], ∥T∥], then
x ⊥δ R y =⇒ Tx ⊥θ R Ty (x, y ∈ X ),

where θ = δ+ε
1+δε

.

Corollary 2.6. If a nonzero bounded linear mapping T : X → Y
satisfies ∥T∥ ≤ 1+ε

1−ε [T ], then

x ⊥δ R y =⇒ Tx ⊥θ R Ty (x, y ∈ X ),

where θ = δ+ε
1+δε

.

A linear mapping U : X → Y is said to be an approximate similarity
if it is a non-zero-scalar multiple of an approximate linear isometry, or
equivalently it satisfies

|λ|(1− φ1(ε))∥w∥ ≤ ∥Uw∥ ≤ |λ|(1 + φ2(ε))∥w∥
for some unitary U , some λ ∈ R \ {0} and for all w ∈ X , where
φ1(ε) → 0 and φ2(ε) → 0 as ε→ 0.

Theorem 2.7. Let U : X → Y be an approximate similarity. If a
bounded linear mapping T : X → Y satisfies ∥T − U∥ ≤ ε∥U∥, then

x ⊥δ R y =⇒ Tx ⊥θ R Ty (x, y ∈ X )

for any δ ∈ [0, 1), where θ = 2δ+2ε+(1−δ)φ1(ε)+(1+δ+2ε)φ2(ε)
2+2δε−(1−δ)φ1(ε)+(1+δ+2δε)φ2(ε)

.
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Abstract. In this paper, we consider an interval system of matrix
equations as {

A11X + Y A12 = C1,
A21X + Y A22 = C2.

We define a solution set for this system and then we present a direct
method and an iterative method for solving this interval system.

1. Introduction

Interval matrix equations and interval systems of matrix equations
have many applications in sciences and enginearing, such as electro-
magnetic scattering, structural mechanics and computation of the fre-
quency response matrix in control theory.
A sampel of these systems of matrix equations is as the following{

A11X + YA12 = C1,
A21X + YA22 = C2,

(1.1)

where Aij and Ci, for i, j = 1, 2, are interval matrices.
Note that bold-face letters are used to show intervals. Some samples of
interval matrix equations such as AX = B and the interval sylvester
equation AX + XB = C, have been considered previously. See for
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example [1] and [5].
In this paper, we denote the set of allm×n interval matrices by IRm×n.
For the interval matrix A = [A,A], the center matrix denoted by Ǎ
and the radius matrix denoted by radA are respectively defined as

Ǎ =
1

2
(A+ A) , radA =

1

2
(A− A).

We assume that the reader is familiar with a basic interval arithmetic
and interval operators on the interval matrices, otherwise see [2]. An
n × n interval matrix A = [A,A] is said to be regular if each A ∈ A
is regular. For two interval matrices A ∈ IRm×n and B ∈ IRk×t,
the Kronecker product denoted by ⊗ is defined by the mk × nt block
interval matrix

A⊗B =

 a11B · · · a1nB
...

. . .
...

am1B · · · amnB

 ,
and vec(A) is defined as anmn-interval vector and obtained by stacking
the columns of A i.e.

vec(A) = (A.1,A.2, · · · ,A.n)
T ,

where A.j is the j
th column of A.

2. Main results

Consider the interval system of matrix equations (1.1). We define
the solution set for the system (1.1) by

Σ(X,Y ) = {(X, Y ) : X,Y ∈ Rm×n, Ai1X + Y Ai2 = Ci

for some Ai1 ∈ Ai1, Ai2 ∈ Ai2, Ci ∈ Ci; i = 1, 2}. (2.1)

Similar to solving of interval linear systems [4, 3], the solution set of an
interval system is generally of a complicated structure. But if Σ(X,Y )
is bounded , we look for an enclosure of this set i.e. for a pair of interval
matrices (X,Y) satisfying

Σ(X,Y ) ⊆ (X,Y).

In sequel, we will present a direct method to obtain an enclosure of
Σ(X, Y ) and conditions under which Σ(X, Y ) is bounded. Also we will
present an iterative algorithm to solve this important problem.

We consider interval linear system of equations

Gz = d, (2.2)
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where G ∈ IR2mn×2mn and d ∈ IR2mn are as the following

G =

[
In ⊗A11 A12

T ⊗ Im
In ⊗A21 A22

T ⊗ Im

]
, d =

[
vec(C1)
vec(C2)

]
.

We assume that Γ is the solution set of (2.2). We define

Θ = {
[
vec(X)
vec(Y )

]
: (X, Y ) ∈ Σ(X, Y )}, (2.3)

It is clear that
Θ ⊆ Γ.

Therefore, by solving interval linear system (2.2) and finding inter-
val vector z as an enclosure of it’s solution set, we can specify the
columns of the interval matrices X and Y which (X,Y) is an enclosure
of Σ(X, Y ). Rohn’s direct or iterative methods [3, 4] are recommended
to solve the interval linear system (2.2).

The next theorem give us a necessary and sufficient condition for
boundedness of Σ(X,Y ).

Theorem 2.1. Suppose that A11 in the interval system of matrix equa-
tions is regular. Then for all interval matrices C1 and C2, the solution
set of (1.1) is bounded if and only if (AT

22⊗A11)− (AT
12⊗A21) is reg-

ular.

Example 2.2. Consider the interval system of matrix equations (1.1)
in which

A11 =

[
[1, 2] [2, 2.5]

[−2,−1] [5, 6]

]
, A12 =

[
[0.1, 0.3] [2, 2.5]
[−0.5, 0.2] [0.1, 0.3]

]
, C1 =

[
[3, 4] [−1, 0]
[1, 1] [6, 8]

]
,

A21 =

[
[0.1, 0.3] [0, 0.5]

[−0.4,−0.3] [0.2, 0.2]

]
, A22 =

[
[3, 4] [−4,−3]
[1, 2] [6, 7]

]
, C2 =

[
[6, 7] [1, 3]
[8, 9] [6, 8]

]
.

Here,
(
(AT

22 ⊗A11)− (AT
12 ⊗A21)

)
is regular. By using the above

direct method, we find that the enclosure of the solution set is a pair
of interval matrices of (XDi,YDi) where

XDi =

[
[0.1211, 4.1360] [−7.9006, 0.9944]
[0.0360, 1.4322] [−2.3282, 2.1786]

]
, YDi =

[
[0.4394, 2.3682] [0.2358, 2.2193]
[0.8141, 3.1215] [0.9311, 3.2972]

]
.

In the rest of this section an iterative method for solving the interval
system of matrix equations (1.1) is presented. Let us rewrite (1.1) as
the following: {

A11X = C1 − YA12,
YA22 = C2 −A21X.

Now we define the following iteration equations:{
A11Xk+1 = C1 − YkA12,
Yk+1A22 = C2 −A21Xk+1.

k ≥ 0 (2.4)
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Assume that an initial guess Y0 is given.
Algorithm:
step 1. Choose Y0. set k = 0.
step 2. Solve the interval matrix equations

A11Xk+1 = C1 − YkA12 , A
T
22Y

T
k+1 = C2

T −XT
k+1A

T
21

and find the interval matrices Xk+1 and Yk+1.
step 3. If

max{∥ Xk+1−Xk ∥, ∥ Xk+1−Xk ∥, ∥ Y k+1−Y k ∥, ∥ Y k+1−Y k ∥} < ϵ,

stop.
Otherwise, set

Xk = Xk+1 , Yk = Yk+1 if k = 0, (2.5)

Xk = Xk+1 ∩Xk , Yk = Yk+1 ∩Yk if k ≥ 1. (2.6)

Set k = k + 1, and go to the step 2.

Example 2.3. Consider the interval system of matrix equations in
example (2.2). With Y0 = 0, by performing 3 iterations of the above
algorithm we have:

XIt =

[
[0.8333, 2.7501] [−3.3334,−0.7499]
[0.3448, 1.0001] [0.3636, 0.8616]

]
, YIt =

[
[0.6265, 1.9906] [0.4882, 1.8031]
[1.0279, 2.7385] [1.2390, 2.8742]

]
.
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Abstract. An iterative method is presented to solve the min-
imum Frobenius norm residual problem: min∥AXB − C∥ with
unknown symmetric matrix X. By this iterative method, for any
initial symmetric matrix X0, a solution X∗ can be obtained within
finite iteration steps in the absence of roundoff errors, and the so-
lution X∗ with least norm can be obtained by choosing a special
kind of initial symmetric matrix. Given numerical examples are
show that the iterative method is quite efficient.

1. Introduction

Denoted by Rm×n and SRn×n be the set of m× n real matrices and
the set of n× n real symmetric matrices, respectively. Denoted by the
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superscripts T and + be the transpose and MoorePenrose generalized
inverse of matrices, respectively. In space Rm×n, we define inner prod-
uct as: ⟨A,B⟩ = trace(BTA) for all A,B ∈ Rm×n. Then the norm
of a matrix A generated by this inner product is, obviously, Frobenius
norm and denoted by ∥A∥. We consider the solution of the minimum
residual problem

min︸︷︷︸
X∈SRn×n

∥AXB − C∥ (1.1)

with A ∈ Rm×n,B ∈ Rn×p,C ∈ Rm×p. We also consider the solution of
the matrix nearness problem

min︸︷︷︸
X∈SX

∥X −X∥ (1.2)

where X ∈ Rm×n is given matrix and SX is the solution set of the min-
imum residual problem (1.1). The approach taken in both papers is
use the generalized singular value decomposition (GSVD) of matrices.
The necessary and sufficient conditions for the existence of and the
expressions for the solution of the matrix equation were established.
Presented an iterative method for finding the symmetric solution of
the matrix equation AXB = C. They have been proved that the it-
eration method can be terminated within finite iteration steps for any
initial matrix, and that the solution with least Frobenius norm can be
obtained by choosing a special kind of initial iteration matrix. Because
ofA,B and C occurring in practice are usually obtained from experi-
ments, it is difficult for them to satisfy the solvability conditions of the
above matrix equation. Therefore, consider the minimum Frobenius
norm residual problem (1.1) is necessary. Given numerical examples
are show that the iterative method is quite efficient.

Algorithm 1.1. We give a pseudocode of the algorithm an following :
1.Input matrices A ∈ Rm×n,B ∈ Rn×p,C ∈ Rm×pand X0 ∈ SRn×n;
2.Calculate

R0 = ATCBT +BCTA− ATAX0BB
T −BBTX0A

TA; (1.3)

P0 = ATAR0BB
T +BBTR0A

TA; (1.4)

k := 0 (1.5)

3.If Rk = 0,then stop;else,k = k + 1;

Xk = Xk−1 +
∥Rk−1∥2

∥Pk−1∥2
Pk−1 (1.6)
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Rk = ATCBT +BCTA− ATAX0BB
T −BBTX0A

TA; (1.7)

= Rk−1 +
∥Rk−1∥2

∥Pk−1∥2
(ATAPk−1BB

T −BBTPk−1A
TA); (1.8)

Pk = AARkBB
T +BBTRkA

TA+
∥Rk∥2

∥Rk−1∥2
Pk−1; (1.9)

4.Go to step 3.
By using Algorithm, let initial matrix X0 = ATAHBBT+BBTHATA,
where H is arbitrary symmetric matrix, or more especially, let X0 =

0 ∈ Rn×n, we can obtain the unique least Frobenius norm solution X̃∗

of the linear matrix equation. Once the above matrix X̃∗ is obtained,

the unique solutionX̂ of the matrix nearness problem can be obtained.

In this case,X̂ can be expressed X̂ = X̃∗ +
X +XT

2
.

Example 1.2. Given matrix A,B and C respectively as follows:


4 3 −1 3 1 −3 2
3 −2 3 −4 3 2 1
3 −1 3 −1 3 2 1
4 3 −1 3 1 −3 2
3 −1 3 −1 3 2 1





−3 4 −3 −3 4 4
5 −3 5 5 −3 −3
−6 2 −6 −6 2 2
−8 4 −8 −8 4 4
4 −5 4 3 −2 −7
−3 2 −3 −3 2 2
−1 −2 −1 −1 −2 −2




43 −54 73 −54 51 −54
−31 37 −61 37 −53 37
43 −54 73 −54 51 −54
−31 37 −61 37 −53 37
47 −54 73 −54 21 −54
−31 27 −61 27 −53 27


It is easy shown that the above matrix equation (1.1) is consistent .
By 58 steps , we obtain the unique minimum norm solution pair of
Eq.(1.1) as follows: We have X58 respectively as follow:

1.0650 0.2510 −0.9062 0.6469 0.6130 −1.8154 0.5729
0.2510 −0.6516 −0.0189 0.4239 1.8937 0.8660 −1.3207
−0.9062 −0.0189 1.9641 0.3755 −2.2609 0.4210 2.2353
0.6469 0.4239 0.3755 −0.3307 −0.2146 −0.4136 1.0401
0.6130 1.8937 −2.2609 −0.2146 −2.6651 −4.3017 2.3216
−1.8154 0.8660 0.4210 −0.4136 −4.3017 −1.0648 2.4271
0.5729 −1.3207 2.2353 1.0401 2.3216 2.4271 −0.4410


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With ∥R58∥ = ∥ATCBT+BCTA−ATAX58BB
T−BTBX58AA

T∥2 =
6.2572× 10−11

And the minimum residual

min︸︷︷︸
X

∥AXB − C∥ = ∥AX58B − C∥ = 179.0445. (1.10)

2. Main results

In this article,we first introduce an iterative method, that is, Algo-
rithm for solving the minimum residual problem (1.1) with unknown
symmetric matrix X. We then show that, for any initial symmet-
ric matrix X0, the matrix sequence Xk generated by Algorithm con-
verges to its a solution within at most n2 iteration steps in the ab-
sence of roundoff errors. We also show that if let the initial matrix
X̃0 = ATAHBBT +BBTHATA, where H is arbitrary symmetric ma-
trix, then the solution X∗ obtained by the iterative method is the least
Frobenius norm solution. We also consider using Algorithm for solv-
ing the matrix nearness problem (1.2). Given two examples and many
other examples we have tested by MATLAB confirm our theoretical
results in this paper. This is an important problem which we should
study in future.
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Abstract. More recently, Chen and Lu [Math. Probl. Eng.,
DOI: 10.1155/2013/819479] have proposed an iterative algorithm
to solve the Sylveter tensor equation. More precisely, the gradient-
based iterative algorithm has been developed for finding the unique
solution of the mentioned Sylveter tensor equation. In this paper
we demonstrate that how an oblique projection technique can be
applied to propound a modified algorithm which surpasses the pro-
posed algorithm in the earlier refereed work without setting the
restriction of the existence of the unique solution.

1. Introduction and preliminaries

It is known that a tensor is a multidimensional array. In [3], the
authors have elaborated an overview of higher-order tensors and their
decomposition. The order of a tensor is the number of dimensions
which is called by modes or ways. During this paper, matrices (ten-
sors of order two) are signified by capital letters. Higher-order tensors
(here order three) are indicated by Euler script letters, e.g., X. A key
operation for a tensor is the tensor-matrix multiplication. The 1-mode
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tensor product of tensor X ∈ RI×J×K by a matrix A ∈ RP×I is de-
noted by X×1 A which is a P × J ×K tensor and its entries are given
by (X ×1 A)(p, j, k) =

∑I
i=1 xijkapi. Similarly, the elements of the 2-

mode multiplication of X by a matrix B ∈ RQ×J are expounded by
(X ×2 B)(i, q, k) =

∑J
j=1 xijkbqj. In an analogous manner the 3-mode

multiplication can be determined.
Consider the following Sylvester tensor equation

A(X) := X×1 A+ X×2 B + X×3 C = D, (1.1)

where the matrices A ∈ Rm×m, B ∈ Rn×n, C ∈ Rl×l and the tensor
D ∈ Rm×n×l are given.

Definition 1.1. The inner product of two tensors X,Y ∈ RI×J×K is

defined by ⟨X,Y⟩ =
I∑
i=1

J∑
j=1

K∑
k=1

xijkyijk and the corresponding induced

norm is given by ∥X∥2 = ⟨X,X⟩ .

As known, n-mode multiplication commutes with respect to the inner
product, i.e., ⟨X,Y×n A⟩ =

⟨
X×n A

T ,Y
⟩
; for further details see [3].

It is not difficult to verify that (1.1) is equivalent to the following
linear system of equations

Wx = b,

with x = vec(X), b = vec(D) and

W = Il ⊗ In ⊗ A+ Il ⊗B ⊗ Im + C ⊗ In ⊗ Im,

where ⊗ denotes the Kronecker product, In stands for the identity
matrix of order n and the ”vec” operator stacks the column of a matrix
(or a tensor) to form a vector. It is well-known that the linear system
Wx = b is consistent if and only if (1.1) is consistent. Evidently, the
size of the linear system Wx = b would be huge even for moderate
values of l,m and n. Consequently, it is more desirable to apply an
iterative method based on tensor format for solving (1.1).

2. Main results

In [1], the authors have investigated the convergence of the presented
method for solving (1.1) under the hypophysis that it has a unique so-
lution X∗. Afterwards, a gradient-based approach [2] has been evolved
for solving (1.1). In fact the propounded gradient-based algorithm pro-
duces the sequence of approximate solutions {Xk}∞k=1 to (1.1) by the
following recursive formulas

Xk = Xk−1 +
µ

3

(
Rk−1 ×1 A

T + Rk−1 ×2 B
T + Rk−1 ×3 C

T
)
,
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where Rk−1 = D−Xk−1 ×1 A−Xk−1 ×2 B −Xk−1 ×3 C and the initial
value X0 is given. A sufficient condition is established for parameter µ,
i.e.,

0 < µ < 2/(∥A∥22 + ∥B∥22 + ∥C∥22),
under which the sequence {Xk}∞k=1 is convergent to the unique solution
X∗ of (1.1) for arbitrary initial value X0.

2.1. Main contribution. In [1], Chen and Lu have not discussed the
necessary condition for the convergence of the proposed algorithm to
solve (1.1). Meanwhile the proposed algorithm relies on a fixed pa-
rameter denoted by µ whose optimum value has not been derived. In
the current paper, we apply an oblique projection technique to amelio-
rate the speed of convergence of the gradient-based algorithm to solve
the Sylvester tensor equation (1.1) without setting the restriction that
(1.1) has a unique solution. Our proposed approach do not depend
on a fixed parameter and the produced approximated solution, at each
iterate, satisfies an optimality property.

2.2. Application of an oblique projection technique. Instead of
using a fixed parameter µ, we select the parameter in a progressive
manner. As a matter of fact, at each iterate say kth iteration, we
exploit a projection technique to derive the parameter such that the
norm of the residual tensor Rk+1 = D−Xk+1×1A−Xk+1×2B−Xk+1×3C
corresponding to the new approximation Xk+1 is minimized over Sk =
{X | X = Xk + αPk for α > 0} where

Pk = Rk ×1 A
T + Rk ×2 B

T + Rk ×3 C
T .

For the fundamental concepts of the projection techniques for solving
the linear system of equations, we refer the reader to Chapter 5 of [4].
In fact, we aim to find α∗ such that the residual tensor Rk+1 associated
with Xk+1 = Xk + α∗Pk satisfies

∥Rk+1∥ = min
X∈Sk

∥D− X×1 A− X×2 B − X×3 C∥.

To this end, we may prove that it is sufficient to determine α∗ such
that

⟨
Rk+1,A(Pk)

⟩
= 0 where A(Pk) = Pk ×1 A+ Pk ×2 B + Pk ×3 C.

Or equivalently, we may set

α∗ =

⟨
Rk,A(Pk)

⟩
⟨A(Pk),A(Pk)⟩

,
⟨
A(Pk),A(Pk)

⟩
̸= 0.

Evidently Sk includes the (k + 1)th approximate solution obtained by
the gradient-based iterative algorithm for α = µ

3
.

Now we present the following useful theorem which turns out that
Pk = 0 implies that Rk = 0, i.e., Xk satisfies (1.1).
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Theorem 2.1. Suppose that (1.1) is consistent. Presume that X∗ is
an arbitrary solution of (1.1). Then,

⟨
Pk,X∗ − Xk

⟩
=
⟨
Rk,Rk

⟩
.

Straightforward computations demonstrate that⟨
Rk+1,Rk+1

⟩
=
⟨
Rk,Rk

⟩ [
1−

⟨
Rk,A(Pk))

⟩2
⟨A(Pk),A(Pk))⟩ ⟨Rk,Rk⟩

]
.

From the Cauchy-Schwarz inequality and in view of the above relation,
we deduce that ∥Rk+1∥ ≤ ∥Rk∥. It is not difficult to verify that in the
above relation the inequality holds strictly if Pk ̸= 0. This fact follows
from the subsequent relation,⟨

Rk,A(Pk)
⟩
=
⟨
Pk,Pk

⟩
.

Note that the above equality reveals that without loss of generality we
may assume that

⟨
Rk,A(Pk)

⟩
̸= 0, because otherwise Pk = 0 which

indicates that Xk is an exact solution of (1.1) and hence there is no
need to compute the new approximate solution.

Our proposed approach for solving (1.1) is given by

Xk = Xk−1+

⟨
Rk,A(Pk)

⟩
⟨A(Pk),A(Pk)⟩

(
Rk−1 ×1 A

T + Rk−1 ×2 B
T + Rk−1 ×3 C

T
)
,

(2.1)
for k = 1, 2, . . . , where the initial value X0 is given. Note that in the
above, as pointed out, we may assume that

⟨
A(Pk),A(Pk)

⟩
̸= 0. Now

we present the next theorem which shows that the sequence of approx-
imate solutions produced by the recursive formula (2.1) converges to a
solution of (1.1).

Theorem 2.2. Presume that the Sylvester tensor equation (1.1) is
consistent. Then for k = 0, 1, 2, . . . , the following statements hold

• If
⟨
A(Pk),A(Pk)

⟩
̸= 0 then ∥Rk∥ < ∥Rk−1∥.

• If
⟨
A(Pk),A(Pk)

⟩
= 0 then Xk is a solution of (1.1).

In practice, we continue computing the approximate solutions by the
recursive formula (2.1) while ∥Rk∥ ≥ ϵ where ϵ is a give tolerance.
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Abstract. The IDR(s)-proto based on the induced dimension re-
duction theorem, is a new class of efficient algorithms for large
nonsymmetric linear systems. IDR(s) generates residuals that are
forced to be in a sequence of nested subspaces. In this paper, a
variant of the IDR theorem is given, then the matrix IDR(s),based
on the variant IDR(s) theorem, is proposed.

1. Introduction

We consider the linear system with multiple right hand side

AX = B

where A ∈ Cn×n a large sparse and the cofficient matrix A is non-
singular of order n, X = [x1, x2, . . . , xm] and B = [b1, b2, . . . , bm] ∈
Cn×mm ≪ n. In 1980, Sonneveld proposed the iterative method IDR
[2] for solving such systems. The prototype IDR(s) algorithm that is
described in Sonneveld and Van Gijzen [3] is only one of many possible

2010 Mathematics Subject Classification. Primary 65F10; Secondary 15A06,
65F50, 65F99.

Key words and phrases. Iterative methods , Induced dimension reduction , Ma-
trix IDR(s)-Proto.
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variants.One of the possibilities to make alternative matrix IDR meth-
ods is a different computation of the intermediate residuals. These
intermediate residuals are not uniquely defined and their computation
leaves freedom to derive algorithmic variants. In this paper we describe
a general framework for deriving matrix IDR(s)-proto method. Next
section starts with reviewing the matrix IDR theorem, then it explains
how the theorem can be used to compute the first residual in Gj+1 and
corresponding approximation for the solution, given sufficient matrices
in Gj. Throughout this paper the following notation is used. ∥.∥ is the
Euclidean norm. Tr(.) denotes trace of square matrix. N (P ) indicats
the nullspace of matrix P.

2. Matrix IDR(s)-Proto

In this section we consider the nonsymmetric linear systems with
multiple right-hand sides. In order to propose the matrix version of
IDR(s) theorem , which is an extension of original IDR(s) theorem.

2.1. Matrix krylov subspace. At the first, we define the matrix
krylov subspace and then we say IDR(s) theorem.

Definition 2.1. Subspace Kk(A,R0) generated by A and R0

Kk(A,R0) := {
k−1∑
i=0

αiA
iR0 : αi ∈ C}

is called the matrix krylov subspace.

Definition 2.2. Let A and B are n × n matrices, it is called that A
and B are F-orthogonal if ⟨A,B⟩F = 0.

Theorem 2.3. ([1]). Let A be any matrix in Cn×n and let G0 =
K(A,R0). Let S be any (proper) subspace of Cn such that S and G0 do
not share a nontrivial invariant subspace of A and define the sequance
Gj , j = 1, 2, . . . as

Gj = (I − ωjA)(Gj−1 ∩ S)
where the ω′

js are nonzero scalars, then

(1) Gj ⊂ Gj−1 , ∀j > 0
(2) Gj = {0} for some j ≤ n

under the assumptions of theorem 2.3 , the system will be solved
after at most n dimensions reduction steps. First, let the matrices
R1, . . . , Rs are computed by any matrix krylov subspace method. Now
we want to compute Rn+1 in Gj+1 if

Rn+1 = (I − ωj+1A)Vn with Vn ∈ Gj ∩ S
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Now, if we choose

Vn = Rn −
s∑
i=1

γiGn−i , (2.1)

where Gn−i = Rn−i−Rn−i+1 and γi ∈ C. Without loss of generality, we
assume the space S to be the left null space of some (full rank) n× sm
matrix P :

P = [P1 P2 . . . Ps] , S = N (PH)

Now suppose that Rn , Gn−i ∈ Gj , i = 1, . . . , s. This implies that
Vn ∈ Gj. If we choose γi , i = 1, . . . s such that Vn ∈ S , then by
theorem 2.3 , we have Rn+1 ∈ Gj+1. Now we show that Vn is in S , in
order to that

PHVn = 0 (2.2)

Combining (2.1) and (2.2) yields a matrix equation with unknown ma-
trix (γsIm, . . . , γ1Im)

T , i.e ,

PHRn = PH [Gn−s Gn−s+1 . . . Gn−1]

 γsIm
...

γ1Im

.

Suppose that after n iterations we have exactly s matrices Gi ∈ Gj
, i = n− s, n− s + 1, . . . , n− 1 and s corresponding matrices Ui with
Gi = AUi at our disposal. Then we define setting c = (γs, . . . , γ1)

T and
dGn = [Gn−s, . . . , Gn−1] , we get

PHdGn(c⊗ Im) = PHRn.

Corresponding to dGn , we have

dUn = [Un−s Un−s+1 . . . Un−1].

Then the computation of residual Rn+1 in Gj+1 can be executed by
following algorithm :

Calculate :c ∈ Cs from (PHdGn)(c⊗ Im) = PHRn ,

Vn = Rn − dGn(c⊗ Im) ,

Rn+1 = Vn − ωj+1AVn .

Therefore, the new residual satisfies

Rn+1 = Rn − ωj+1AVn − dGn(c⊗ Im). (2.3)

Then, from (2.3), approximate solution Xn+1 can be updated as

Xn+1 = Xn + ωj+1Vn + dUn(c⊗ Im) .
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In the computation of Rn+1 in Gj+1 , we may choose ωj+1 freely , but the
same value must be used in computations of the subsequent residuals
in Gj+1. The parameter ωj+1 is the value that minimizes the norm of
Rn+1. This minimizing yields

ωj+1 =
⟨Vn,AVn⟩F
⟨AVn,AVn⟩F

.

We can write the matrix IDR(s)-proto as follows:

Algorithm 1 (Matrix IDR(s)-proto algorithm)

1: Enter the matrix A ∈ Cn×n, the matricesX0, B ∈ Cn×m and P ∈ Cn×sm
and s, TOL .

2: Compute R0 = B −AX0.

3: for i = 1, . . . , s do:
4: V = ARi−1, ω =

⟨V,Ri−1⟩F
⟨V,V ⟩F

, U(:, (i− 1)m+ 1 : im) = ωRi−1.

5: G(:, (i− 1)m+ 1 : im) = −ωV .
6: Xi = Xi−1 + U(:, (i− 1)m+ 1 : im), Ri = Ri−1 +G(:, (i− 1)m+ 1 : im).
7: end for.

8: j = 1, i = s, M = PHG, h = PHRi;

9: while maxj=1:m
∥Ri(:,j)∥
∥B(:,j)∥ > TOL do :

10: For k = 0, . . . , s do:
11: Solve C from M(C ⊗ Im) = h, Q = −G(C ⊗ Im), V = Ri +Q ;
12: If k == 0 then :

13: T = AV, ω =
⟨T,V ⟩F
⟨V,V ⟩F

, G(:, (j − 1)m+ 1 : jm) = Q− ωT .

14: U(:, (j − 1)m+ 1 : jm) = −U(C ⊗ Im) + ωV .
15: else

16: U(:, (j − 1)m+ 1 : jm) = −U(C ⊗ Im) + ωV .
17: G(:, (j − 1)m+ 1 : jm) = −AU(:, (j − 1)m+ 1 : jm).
18: end

19: Ri+1 = Ri +G(:, (j − 1)m+ 1 : jm), Xi+1 = Xi + U(:, (j − 1)m+ 1 : jm).
20: ∆m = PHG(:, (j − 1)m+ 1 : jm),M(:, (j − 1)m+ 1 : jm) = ∆m.
21: h = h+∆m, i = i+ 1, j = j + 1.

22: j = j − 1 ./. s+ 1; (./. is the modulo operation).

23: end for

24: end while
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Abstract. Suppose S,X ∈ B(H) such that S is closed range
operator. We establish several unitarily invariant norm inequalities
involving closed range operators. In particular, we show∣∣∣∣∣∣S∗XS† − S†XS∗∣∣∣∣∣∣ ≤ 1

2
∥S∥2

∣∣∣∣∣∣S∗XS† + S†XS∗∣∣∣∣∣∣ .

1. Introduction

LetH be a Hilbert space and letB(H) be the C∗-algebra of all bounded
linear operators on H with the operator norm ∥ · ∥ and the iden-
tity IH. The cone of positive operators is denoted by B+(H). For
A ∈ B(H) we denote by N (A) and R(A), respectively, the null-
space and the range of A. A unitarily invariant norm ||| . ||| is de-
fined on a norm ideal L||| . ||| of B(H) associated with it and has the
unitary invariance property |||UXV ||| = |||X|||, where U ,V are arbi-
trary unitaries and X ∈ L||| . |||, and the submultiplicativity property
|||AXB||| ≤ ∥A∥ |||X||| ∥B∥, where A,B ∈ B(H) and X ∈ L||| . |||.

2010 Mathematics Subject Classification. Primary 47A30, Secondary 47A12.
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Definition 1.1. Let A be an algebra with an involution ∗ and a ∈ A.
If there exist an element x ∈ A such that

axa = a xax = x

(ax)∗ = ax (xa)∗ = xa,

then x is called Moore-Penrose inverse of a and denoted by a†.

It is easy to show that the Moore-Penrose inverse of an element a is
unique.
If a ∈ A is Moore-Penrose invertible, then
(1) If a is invetible, then a† = a−1,
(2) a∗ is Moore-Penrose invertible and a∗† = a†∗,
(3) (aa∗)† = a∗†a†,
(4) a†† = a.
Harte and Mbekhta [2] proved that if H be a Hilbert space and S ∈
B(H), then following statements are equivalent

(i) S has a Moore-Penrose inverse.
(ii) R(S) is closed.

Davies [1] showed that

∥AX −XA∥p ≤ λp∥AX +XA∥p (1 < p <∞), (1.1)

where A ∈ B+(H), X ∈ B(H) and λp is a constant depended only on
p, and it is equal to one when p = 2.
As consequence of this inequality we have [3]

∥R∗XT−1 −R−1XT ∗∥p ≤ λp∥R∗XT−1 +R−1XT ∗∥p (1 < p <∞),
(1.2)

where X,R, T ∈ B(H) such that R, T are positive invertible and λp is
a constant depended only on p, and it is equal to one when p = 2.
For all 2× 2 matrices and unitarily invariant norms ||| . ||| we have∣∣∣∣∣∣RXR−1 −R−1XR

∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣RXR−1 +R−1XR
∣∣∣∣∣∣ (1.3)

where R is positive definite, see [3].
Our analysis in this paper is related to that utilized in [4, 5], and de-
pends the properties of closed range operators and the submultiplica-
tivity property of unitarily invariant norms.

Lemma 1.2. Let S ∈ B(H) has closed range. Then S has the matrix
decomposition with respect to the orthogonal decompositions of spaces
H = R(S∗)⊕N (S) and H = R(S)⊕N (S∗) :

S =

[
S1 0
0 0

]
:

[
R(S∗)
N (S)

]
−→

[
R(S)
N (S∗)

]
,
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where S1 is invertible.

We have following lemma for closed range selfadjoint operator.

Lemma 1.3. Let S, Y ∈ B(H) such that S is closed range selfadjoint.
Then

∥SXS† − S†XS∥p ≤ λp∥SXS† + S†XS∥p (1 < p <∞), (1.4)

where λp is a constant depended only on p.

Lemma 1.4. [4, Lemma 2.2] Let S ∈ B(H) be a closed range operator
and S = U |S| be the polar composition of S. Then S† = |S|†U∗ and
|S|† = S†U .

2. Main results

Theorem 2.1. Let X,R, T ∈ B(H) such that R, T are closed range
operators. Then

∥R∗XT † −R†XT ∗∥p ≤ λp∥R∗XT † +R†XT ∗∥p (1 < p <∞).

Lemma 2.2. Let A,B ∈ B+(H) and X ∈ B(H). Then

|||AX −XB||| ≤ max {∥A∥, ∥B∥} |||X|||,
for all unitarily invariant norms ||| . |||.

McIntosh inequality for unitarily invariant norm states that

|||A∗AX +XB∗B||| ≥ 2|||AXB∗|||, (2.1)

where A,B,X ∈ B(H). The author in [4] showed that∥∥S†XS + SXS†∥∥ ≥ ∥PXP∥ ,
where S,X ∈ B(H) such that S is closed range selfadjoint operator
and P = SS†. In the following lemma, we have an another version of
this inequality for unitarily invariant norms.

Lemma 2.3. Let S,R,X ∈ B(H) such that S,R are closed range
operators. Then

|||S∗XR† + S†XR∗||| ≥ 2|||S†XR†|||.
for all unitarily invariant norms ||| . |||.
Theorem 2.4. Let S,R,X ∈ B(H) such that S,R are closed range
and ||| . ||| is unitarily invariant norm. Then∣∣∣∣∣∣S∗XR† − S†XR∗∣∣∣∣∣∣ ≤ 1

2
max

{
∥S∥2, ∥R∥2

} ∣∣∣∣∣∣S∗XR† + S†XR∗∣∣∣∣∣∣ .
(2.2)
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In particular∣∣∣∣∣∣S∗XS† − S†XS∗∣∣∣∣∣∣ ≤ 1

2
∥S∥2

∣∣∣∣∣∣S∗XS† + S†XS∗∣∣∣∣∣∣ . (2.3)

Theorem 2.5. Let S,X ∈ B(H) such that S is closed range operator
and ||| . ||| is unitarily invariant norm. Then

|||S†XS∗−S∗XS†|||

≤ 1

2

(∥∥S∗S − S†S
∥∥+ ∥∥SS∗ − SS†∥∥)) ∣∣∣∣∣∣S†XS∗ + S∗XS†∣∣∣∣∣∣ .

In particular, if S = S∗, then∣∣∣∣∣∣S†XS − SXS†∣∣∣∣∣∣ ≤ ∥S2 − SS†∥
∣∣∣∣∣∣S†XS + SXS†∣∣∣∣∣∣ .

Remark 2.6. If S ∈ B(H) be an invertible selfadjoint operator, then
we have

|||S−1XS − SXS−1||| ≤ ∥S2 − I∥ |||S−1XS + SXS−1|||, (2.4)

where X ∈ B(H).
In [5], showed that if S ∈ B(H) be a invertible selfadjoint operator,
then∣∣∣∣∣∣S−1XS − SXS−1

∣∣∣∣∣∣ ≤ (∥S∥ ∥∥S−1
∥∥− 1

) ∣∣∣∣∣∣S−1XS + SXS−1
∣∣∣∣∣∣ ,
(2.5)

where X ∈ B(H).

If we put S =

(
1
5

0
0 3

)
, then ∥S2 − I∥ = 8 < ∥S∥ ∥S−1∥ − 1 = 14.

If S =

(
2 0
0 3

)
, then ∥S∥ ∥S−1∥ − 1 = 1

2
< ∥S2 − I∥ = 8. Thus

inequality (2.4) is different from inequality (2.5).
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Abstract. In this paper, quadratic rules for obtaining approxi-
mate solution of definite integrals using spline quasi-interpolants
will be illustrated. The method is applied for solving the linear
Fredholm integral equation of the second kind. Then we give a few
test examples to illustrate the accuracy and the implementation of
the method.

1. Introduction

Integration of a function on bounded interval or on a certain region is
an important operation for many physical problems. Most procedures
for approximating the value of definite integral use polynomials that
approximate the function.

2010 Mathematics Subject Classification. Primary 65D05; Secondary 65D07,
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2. Quadrature rules based on a quadratic spline
quasi-interpolants

Let Xn := {xk, 1 ≤ k ≤ n+ 2} be the uniform partition of the
interval I = [a, b] in to n+1 equal subintervals, i. e. x1 = a, xn+2 = b,
xk = a+(k−3/2)h, 2 ≤ k ≤ n+ 1 with h = b−a

n
.We consider the space

S2 = S2(I,Xn) of quadratic splines of class C1 on this partition. Its
canonical basis is formed by the n+2 normalized B-splines, {Bk, k ∈ J}
with J := {1, 2, · · · , n+2}. We consider the following quadratic spline
quasi-interpolant (abbr.dQI) defined in [1] by

Q2f =
∑
k∈J

µk(f)Bk, (2.1)

where µk(f) are given by µ1(f) = f1, µn+2(f) = fn+2,

µ2(f) = −1/3f1 + 3/2f2 − 1/6f3 = β1f1 + β2f2 + β3f3,

µn+1(f) = −1/6fn+3/2fn+1−1/3fn+2 = β3fn+β2fn+1+β1fn+2, (2.2)

µj(f) = −1/8fj−1+5/4fj−1/8fj+1 = γ1fj−1+γ2fj+γ3fj+1, 3 ≤ j ≤ n
(2.3)

with fi = f(ti), t1 = a, tn+2 = b, ti = a + (i − 3/2)h, 2 ≤ i ≤ n+ 1.
The author in [2] constructs a new and simple quadrature rule of con-
vergence order O(h4). Here, we will construct quadrature rules based
on this type of dQI and of convergence order O(hl), with l ≥ 4 (see
[2]). For j = 2, . . . , n+ 1, we retain the same values of µj(f), given by
(2.2), (2.3), and for j = 1 and j = n+ 2, we set
µ1(f) =

∑m
i=1 αifi, µn+2(f) =

∑m
i=1 αifn+3−i, where m is an odd inte-

ger such that 3 ≤ m ≤ n+ 2 , and (α1, α2, . . . , αm) are real parameters.
We consider the quadrature rule defined by ImQ2

(f) :=
∫
l
Q2f(x)dx.

This quadrature formula with m correction points and based on inter-
grating quasi-interpolant Q2 can be written as

ImQ2
(f) = h

m∑
i=1

v
(m,2)
i (fi + fn+3−i) + h

n+2−m∑
i=m+1

fi. (2.4)

In Table 2, we list correction weights {v(m,2)i , i = 1, . . . ,m.}

3. Application to fredholm integral equations

In this section, we describe an application of the quadrature rules
to numerical solution of fredholm integral equation of the second kind.
The equation in which we are interested is given by

u(x)−
∫ b

a

k(x, s)u(s)ds = f(x),

348



NUMERICAL SOLUTION OF FREDHOLM INTEGRAL EQUATION

where k(., .) ∈ C([a, b]× [a, b]) and f ∈ C([a, b]) are known functions
and u is the function to be determind. The method associated with
the quadrature formula

∫ b
a
f(s)ds =

∑n+2
l=1 wlf(xl), consists in looking

for a solution u satisfying

u(x)−
n+2∑
j=1

wjk(x, tj)u(tj) = f(x),

by replace xi, we have

u(xi)−
n+2∑
j=1

wjk(xi, tj)u(tj) = f(xi).

Denoting by u the vector with components u(xi), by f the vector with
components f(xi), and by A the matrix with entries
A(i, j) := K(xi, tj), and by B the matrix with entries

B(i, j) =

{
w[i], i = j,

0, i ̸= j,
(3.1)

where

wi =

 hv
(m,2)
i i = 1, . . . ,m,
h i = m+ 1, . . . , n−m+ 2,

hv
(m,2)
n+3−i i = n−m+ 3, . . . , n+ 2.

then the above equations are equivalent to the linear system
(I − AB)u = f. Moreover, if we define the function

u(m,2)n (x)−
n+2∑
j=1

wjk(x, tj)uj = f(x),

then it is clear that u satisfies u(xi) = ui, so u is an interpolant of the
computed values at data points.

Example 3.1. Let us consider the following fredholm integral equation
of the second kind

u(x)−
∫ Π/2

0

sin(30x) cos(31s)u(s)ds = sin(x) + (1/30) sin(30x)

where the exact solution is u(x) = sin(x). In Table 1, numerical results
are presented for rules ImQ2

(f), m = 5, 7, 9, 13.

Table 1: The error ∥ u− u
(m,2)
n ∥

m = 13 m = 9 m = 7 m = 5 n
1.9611E − 05 2.39239E − 05 1.09203E − 04 1.12294E − 04 32
7.4029E − 10 9.55238E − 08 1.38778E − 07 1.5237E − 06 64
6.6724E − 14 3.58377E − 11 1.55629E − 09 4.69372E − 08 128
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Table 2: Quadrature weights v
(m,2)
i .

m = 5 m = 7 m = 9 m = 13 m = 17 m = 21
0.13079 0.137415 0.14009 0.141489 0.14114 0.1402697
0.835937 0.81902 0.810952 0.80607 0.80761 0.811803
1.04496 1.06982 1.08705 1.101459 1.09415 1.06952
0.986146 0.96034 0.932189 0.89773 0.92695 1.050334
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SOLVING TRIPLE INTEGRALS

MOHAMMAD ZAREBNIA1, MARYAM DERAKHSHAN KHANGHAH2∗

Department of Mathematics, Mohaghegh Ardabili University of Ardabil,
56199-11367, Ardabil, Iran

1zarebnia@uma.ac.ir
2m-derakhshan1367@yahoo.com

Abstract. In this paper, quadratic rules for obtaining approx-
imate solution of definite integrals as well as single and triple
integrals using spline quasi-interpolants will be illustrated. The
method is applied to a few test examples.

1. Introduction

Triple integration of a function on bounded interval is an important
operation for many physical problems.

2. Quadrature rules based on a quadratic spline
quasi-interpolants for calculating triple integrals

Let Xn := {xk, 0 ≤ k ≤ n} be the uniform partition of the interval
I = [a, b] into n equal subintervals, i.e. xk := a + kh, with h = b−a

n
.

We consider the space S2 = S2(I,Xn) of quadratic splines of class
C1. Its canonical basis is formed by the n + 2 normalized B-splines,
{Bk, k ∈ J} with J := {1, 2, · · · , n + 2}. Consider the following qua-
dratic spline quasi-interpolant defined in [1] by Q2f =

∑
k∈J µk(f)Bk,

2010 Mathematics Subject Classification. Primary 65D05; Secondary 65D07,
65D30.

Key words and phrases. Spline quasi-interpolants, Gregory rules, Numerical
integration.
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where µ1(f) = f1, µn+2(f) = fn+2 µ2(f) =
−1
3
f1+

3
2
f2− 1

6
f3, µn+1(f) =

−1
6
fn +

3
2
fn+1 − 1

3
fn+2, µj(f) =

−1
8
fj−1 +

5
4
fj − 1

8
fj+1, 3 ≤ j ≤ n with

fi = f(ti), ti = a + (i − 3/2)h, 2 ≤ i ≤ n+ 1, tn+2 = b, t1 = a.
Here, we will construct quadrature rules based on this type of dQI and
of convergence order O(hl), l ≥ 4 (see [2]). For j = 2, . . . , n + 1, we
retain the same values of µj(f) and for j = 1 and j = n + 2, we set
µ1(f) =

∑m
i=1 αifi, µn+2(f) =

∑m
i=1 αifn+3−i where m is an odd inte-

ger and 3 ≤ m ≤ n+ 2. Consider the quadrature rule defined by
ImQ2

(f) :=
∫
l
Q2f(x)dx. This quadrature formula with m correction

points can be written as ImQ2
(f) = h

∑m
i=1 v

m,2
i (fi+fn+3−i)+h

∑n+2−m
i=m+1 fi.

Obtain

Im,m
′,m′′

Q2
(f) = hxhyhz(

n′+2−m′∑
j=m′+1

m∑
i=1

n′′+2−m′′∑
k=m′′+1

v
(m)
i (fi,j,k + fn+3−i,j,k)+

n′+2−m′∑
j=m′+1

m∑
i=1

m′′∑
k=1

v
(m)
i v

(m′′)
k ((fi,j,k + fi,j,n′′+3−k)

+ (fn+3−i,j,k + fn+3−i,j,n′′+3−k))

+
m′∑
j=1

n+2−m∑
i=m+1

n′′+2−m′′∑
k=m′′+1

v
(m′)
j v

(m)
i fi,n′+3−j,k +

m′∑
j=1

n+2−m∑
i=m+1

n′′+2−m′′∑
k=m′′+1

v
(m′)
j fi,j,k

+
n′+2−m′∑
j=m′+1

n+2−m∑
i=m+1

m′′∑
k=1

v
(m′′)
k (fi,j,k + fi,j,n′′+3−k)

+
m′∑
j=1

m∑
i=1

n′′+2−m′′∑
k=m′′+1

v
(m′)
j v

(m)
i (fi,j,k + fn+3−i,j,k)

+
m′∑
j=1

m∑
i=1

m′′∑
k=1

v
(m′)
j v

(m)
i v

(m′′)
k ((fn+3−i,j,k + fn+3−i,j,n′′+3−k)+

(fn+3−i,n′+3−j,k + fn+3−i,n′+3−j,n′′+3−k)) +
n′+2−m′∑
j=m′+1

n+2−m∑
i=m+1

n′′+2−m′′∑
k=m′′+1

fi,j,k

+
m′∑
j=1

m∑
i=1

n′′+2−m′′∑
k=m′′+1

v
(m′)
j v

(m)
i (fi,n′+3−j,k + fn+3−i,n′+3−j,k)

+
m′∑
j=1

m∑
i=1

m′′∑
k=1

v
(m′)
j v

(m)
i v

(m′′)
k ((fi,n′+3−j,k + fi,n′+3−j,n′′+3−k)
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+ (fi,j,k + fi,j,n′′+3−k))) +
m′∑
j=1

n+2−m∑
i=m+1

m′′∑
k=1

v
(m′)
j v

(m′′)
k

((fi,n′+3−j,k + fi,n′+3−j,n′′+3−k) + (fi,j,k + fi,j,n′′+3−k))

Gregory rules:

GRk,n(f) = h
∑n

i=0 fn,i + h
∑k

i=0

[
(−1)i+1

∑k
j=i

(
j
i

)
Lj+1

]
(fn,i + fn,n−i)

with fn,i = f(xn,i), h = b−a
n
, xn,i = a+ ih, i = 0, 1, . . . , n. The Laplace

coefficients Lj, can be computed from
∑µ

v=1
Lv

µ−v+1
= 1

µ+1
, µ = 1, 2, . . .

GRm−1,m′−1,m′′,n,n′,n′′ = hxhyhz(
n′∑
j=0

n∑
i=0

n′′∑
p=0

fn,i,n′,j,n′′,p+

n′∑
j=0

n∑
i=0

m′′−1∑
p=0

m′′−1∑
k=p

(−1)p+1

(
k

p

)
Lk+1(fn,i,n′,j,n′′,p + fn,i,n′,j,n′′,n′′−p)+

n′∑
j=0

m−1∑
i=0

m−1∑
k′=i

m′′−1∑
p=0

m′′−1∑
k=p

(−1)p+i+2Lk+1

(
k

p

)
Lk′+1

(
k′

i

)
((fn,i,n′,j,n′′,p + fn,i,n′,j,n′′,n′′−p) + (fn,n−i,n′,j,n′′,p + fn,n−i,n′,j,n′′,n′′−p))

+
m′−1∑
j=0

m′−1∑
k=j

n∑
i=0

m′′−1∑
p=0

m′′−1∑
k′=p

(−1)p+j+2Lk′+1

(
k′

p

)
Lk+1

(
k

j

)
((fn,i,n′,j,n′′,p + fn,i,n′,j,n′′,n′′−p) + (fn,i,n′,n′−j,n′′,p + fn,i,n′,n′−j,n′′,n′′−p))

+
m′−1∑
j=0

m′−1∑
k=j

n∑
i=0

n′′∑
p=0

(−1)j+1

(
k

j

)
Lk+1(fn,i,n′,j,n′′,p + fn,i,n′,n′−j,n′′,p)

+
n′∑
j=0

m−1∑
i=0

m−1∑
k′=i

n′′∑
p=0

(−1)i+1

(
k′

i

)
Lk′+1fn,i,n′,j,n′′,p+

m′−1∑
j=0

m′−1∑
k=j

m−1∑
i=0

m−1∑
k′=i

n′′∑
p=0

(−1)i+j+2Lk′+1

(
k′

i

)
Lk+1

(
k

j

)
fn,n−i,n′,n′−j,n′′,p+

m′−1∑
j=0

m′−1∑
k=j

m−1∑
i=0

m−1∑
k′=i

m′′−1∑
p=0

m′′−1∑
l=p

(−1)i+j+p+3Lk′+1

(
k′

i

)
Lk+1

(
k

j

)
Ll+1

(
l

p

)
((fn,i,n′,j,n′′,p + fn,i,n′,j,n′′,n′′−p) + (fn,n−i,n′,j,n′′,p + fn,n−i,n′,j,n′′,n′′−p))
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+
m′−1∑
j=0

m′−1∑
k=j

m−1∑
i=0

m−1∑
k′=i

n′′∑
p=0

(−1)i+j+2Lk′+1

(
k′

i

)
Lk+1

(
k

j

)
(fn,n−i,n′,j,n′′,p + fn,i,n′,n′−j,n′′,p)+

m′−1∑
j=0

m′−1∑
k=j

m−1∑
i=0

m−1∑
k′=i

m′′−1∑
p=0

m′′−1∑
l=p

(−1)i+j+p+3Lk′+1

(
k′

i

)
Lk+1

(
k

j

)
Ll+1

(
l

j

)
(fn,i,n′,n′−j,n′′,p + fn,i,n′,n′−j,n′′,n′′−p + fn,n−i,n′,n′−j,n′′,p + fn,n−i,n′,n′−j,n′′,n′′−p)

+
m′−1∑
j=0

m′−1∑
k=j

m−1∑
i=0

m−1∑
k′=i

n′′∑
p=0

(−1)i+j+2Lk′+1

(
k′

i

)
Lk+1

(
k

j

)
fn,i,n′,j,n′′,p+

+
n′∑
j=0

m−1∑
i=0

m−1∑
k′=i

n′′∑
p=0

(−1)i+1

(
k′

i

)
Lk′+1fn,n−i,n′,j,n′′,p).

Example 2.1. Consider f(x) = 12xy2z3. In Tables 1 and 2, numerical

results are presented for the rules Im,m
′,m′′

Q2
and GRm−1,m′−1,m′′−1,n,n′,n′′ .

Table 1:
∣∣∣∫ 2

0

∫ 2

−1

∫ 3

0
f(x, y, z)dydxdz − Im,m

′,m′′

Q2
(f(x, y))

∣∣∣
(m = m′ = m′′)m = 9 m = 7 m = 5 n = n′ = n′′

1.13687E − 13 2.27374E − 13 2.27374E − 13 64
2.27374E − 13 2.27374E − 13 2.27374E − 13 128
2.27374E − 13 3.41061E − 13 2.27374E − 13 256

Table 2:
∣∣∣∫ 2

0

∫ 2

−1

∫ 3

0
f(x, y, z)dydxdz −GRm−1,m′−1,m′′−1,n,n′,n′′(f(x, y))

∣∣∣
(m = m′ = m′′)m = 9 m = 7 m = 5 n = n′ = n′′

2.27374E − 13 2.27374E − 13 2.27374E − 13 64
2.27374E − 13 2.27374E − 13 2.27374E − 13 128
2.27374E − 13 2.27374E − 13 2.27374E − 13 256

Table 3: Quadrature weights v
(m,2)
i .

m = 5 m = 7 m = 9 m = 13 m = 17
0.13079 0.137415 0.14009 0.141489 0.14114
0.835937 0.81902 0.810952 0.80607 0.80761
1.04496 1.06982 1.08705 1.101459 1.09415
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Abstract. In this paper, two new families of iterative methods of
optimal eight-order for solving nonlinear equations by using weight
function methods is presented. Per iteration the new methods
require three evaluations of the function and one evaluation of its
first derivative. Therefore, these families of methods Have the
efficiency index which equals 1.682. Kung and Traub conjectured
that a multipoint iteration without memory based on n evaluations
could achieve optimal convergence order 2n−1. Thus, we provide
two new class which agrees with the conjecture of Kung-Traub for
n = 4.

1. Introduction

In this paper, we consider iterative methods to find a simple root α
of a nonlinear equation f(x) = 0, where f : D ⊂ R → R is a scalar
function on an open interval D. This problem is a prototype for many
nonlinear numerical problems. Newton’s method is the most widely
used algorithm for dealing with such problems, and it is defined by

xn+1 = xn −
f(xn)

f ′(xn)
,

2010 Mathematics Subject Classification. 65H05.
Key words and phrases. Nonlinear equations, weight function methods, order of

convergence, efficiency index.
∗ Speaker.
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which converges quadratically in some neighborhood of α (see [1, 2]).
We use the symbols →, O, and ∼ according to the following con-

ventions [1]: If limxn→∞ g(xn) = C, we write g(xn) → C or g → C.
If limx→a g(x) = C, we write g(x) → C or g → C. If f

g
→ C, where

C is a nonzero constant, we write f = O(g) or f ∼ Cg. Let f(x) be
a function defined on an interval I, where I is the smallest interval
containing k + 1 distinct nodes x1, x2, . . . , xk. The divided difference
f [x0, x1, . . . , xk] with kth-order is defined as follows:
f [x0] = f(x0)

f [x0, x1] =
f [x1]−f [x0]
x1−x0 , · · · , f [x0, x1, . . . , xk] = f [x1,x2,...,xk]−f [x0,x1,...xk−1]

xk−x0
.

Moreover, we recall the definition of efficiency index (EI) as E = p1/n,
where p is the order of convergence and n is the total number of func-
tion evaluations per iteration.

2. The methods and analysis of convergence

In order to construct new methods, we consider an iteration scheme
of the form, 

yn = xn −
f(xn)

f ′(xn)
,

zn = yn −
f(yn)

f ′(yn)
,

xn+1 = zn −
f(zn)

f ′(zn)
.

This scheme has convergent order eighth and it requires six function
evaluations . it has an efficiency index of 8

1
6 = 1.414, which is the same

as Newton’s method. To improve the efficiency index, we approximate
f ′(zn) by the divided difference [3]

f ′(zn) ≈
f [xn, zn]f [yn, zn]

f [xn, yn]
.

Now, we present two new families of iterative methods of optimal eight-
order by using the method of weight functions as follows:

yn = xn −
f(xn)

f ′(xn)
,

zn = yn −
f(yn)

L(t1)f ′(xn)
,

xn+1 = zn −
f(zn)f [xn, yn]

{H(t2)× P (t3)} f [xn, zn]f [yn, zn]
,

(2.1)
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where L(t1), H(t2), and P (t3) are three real-valued weight functions
when

t1 =
f(y)

f(x)
, t2 =

f(z)

f(x)
, t3 =

f(z)

f(y)
,

and 

yn = xn −
f(xn)

f ′(xn)
,

zn = yn −K(u1)
f(yn)

f ′(xn)
,

xn+1 = zn − {G(u2)×Q(u3)}
f(zn)f [xn, yn]

f [xn, zn]f [yn, zn]
,

(2.2)

where K(u1), G(u2), and Q(u3) are three real-valued weight functions
when

u1 =
f(y)

f(x)
, u2 =

f(z)

f(x)
, u3 =

f(z)

f(y)
,

without the index n, should be chosen such that the order of conver-
gence arrives at the optimal level eight.

Theorem 2.1. Assume that f ∈ C5(D). Suppose α ∈ D, f(α) = 0
and f ′(α) ̸= 0. If the initial point x0 is sufficiently close to α, then the
sequence xn generated by any method of the family (2.1) has eight-order
of convergence to α if L,H and P are any functions with

L (0) = 1, L′ (0) = −2, L′′ (0) = 0,
∣∣L(3) (0)

∣∣ <∞,
H (0) = 1, H ′ (0) = −1,
P (0) = 1, P ′ (0) = 0, |P′′ (0)| <∞,

where its error equation reads

en+1 = −1

6

(
c2(c

2
2 − c3)((L

(3)(0)− 3(6 + P ′′(0)))c42

+6(4 + P ′′(0))c22c3 − 3P ′′(0)c23 − 6c2c4)) e
8
n +O(e9n)

In what follows, we give some weight function forms of scheme (2.1):

Method 1–1.

L(t) = 1− 2 sin(t), H(t) = 1 + sin(t) cos(t)− 2te−t, P (t) = et
2

Method 1–2.

L(t) = −t2 + e−2t−t2 , H(t) = cos(t)e−t, P (t) = 1− t+ sin(t)

Method 1–3.

L(t) = −2 sin(t) + et
3

, H(t) = e−t, P (t) = cos (t)
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Theorem 2.2. Assume that f ∈ C5(D). Suppose α ∈ D, f(α) = 0
and f ′(α) ̸= 0. If the initial point x0 is sufficiently close to α, then the
sequence xn generated by any method of the family (2.2) has eight-order
of convergence to α if K,G and Q are any functions with

K (0) = 1, K ′ (0) = 2, K ′′ (0) = 8,
∣∣K(3) (0)

∣∣ <∞,
G (0) = G′ (0) = 1,
Q (0) = 1, Q′ (0) = 0, |Q′′ (0)| <∞,

where its error equation reads

en+1 =
1

6
c2(c

2
2 − c3)

(
(K(3)(0)− 3(10 +Q′′(0)))c42

+6(−4 +Q′′(0))c22c3 − 3Q′′(0)c23 + 6c2c4) e
8
n +O(e9n)

In what follows, we give some weight function forms of scheme (2.2):

Method 2–1.

K(t) = 1 + t+ 4t2 + sin(t), G(t) = 1 + t, Q(t) = et
2

Method 2–2.

K(t) = 2 sin(t) + e4t
2+t3 , G(t) = cos(t)et, Q(t) = 1− t+ sin(t)

Method 2–3.

K(t) = t+ 2t2 + sin(t) + e2t
2

, G(t) = cos(t) + sin(t), Q(t) = cos(t)
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Abstract. In this paper, based on iterative methods without
memory proposed by Hafiz and Bahgat, two iterative methods with
memory is presented. We show that the order of convergence is in-
creased without any additional function evaluations. Numerical
comparisons are made to show the performance of the presented
methods.

1. Introduction

Let f be a sufficiently smooth function of single variable in some
neighborhood D of α, where α satisfies f(α) = 0. Traub [2] considered
the iterative function of order two

xn+1 = xn −
βf(xn)

2

f(xn + βf(xn))− f(xn)
(1.1)

where β ̸= 0 is a real constant. Hafiz and Bahgat developed some
iterative methods [1], in the following form:

yn = xn −
βf(xn)

2

f(xn + βf(xn))− f(xn)
,

xn+1 = xn −
f(xn)

2 + f(yn)
2

P0(xn)(f(xn)− f(yn))
,

(1.2)
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yn = xn −

βf(xn)
2

f(xn + βf(xn))− f(xn)
,

xn+1 = yn −
2f(yn)P1(xn, yn)

2P 2
1 (xn, yn)− f(yn)P2(xn, yn)

,

(1.3)

where β ̸= 0 is a real constant and

P0(xn) =
f(xn+βf(xn))−f(xn)

βf(xn)
,

P1(xn, yn) = 2
(
f(yn)−f(xn)

yn−xn

)
− f(xn+βf(xn))−f(xn)

βf(xn)
,

P2(xn, yn) =
2

yn−xn

(
f(yn)−f(xn)

yn−xn − f(xn+βf(xn))−f(xn)
βf(xn)

)
.

In this paper we use iterative methods without memory proposed by
Hafiz and Bahgat as the base for constructing considerably faster meth-
ods employing information from the current and previous iteration
without any additional evaluations of the function.

2. Two-point methods with memory

In [?], Petković et al. have presented some methods through the
following forms of βn

βn = − 1

f
′
(α)

= − xn − xn−1

f(xn)− f(xn−1)
, (2.1)

βn = − 1

f
′
(α)

= − xn − yn−1

f(xn)− f(yn−1)
, (2.2)

βn = − 1

f
′
(α)

= − 1

N ′
2(xn)

, (2.3)

where f
′
(α) denotes an approximation to f ′(α), and Newton’s inter-

polatory polynomial of second degree is N2(t) = N2(t;xn, yn−1, xn−1).
The derivative N ′

2(t) at t = xn is calculated by using the following
formula:

N ′
2(xn) =

[
d
dt
N2(t)

]
t=xn

=
[
d
dt
(f(xn) + f [xn, yn−1](t− xn)

+f [xn, yn−1, xn−1](t− xn)(t− yn−1)]t=xn
= f [xn, yn−1] + f [xn, yn−1, xn−1](xn − yn−1),

Now we replace constant parameters β in the iterative formulas (1.2)
and (1.3) by the varying βn defined by (2.1), (2.2) and (2.3). Then
multipoint methods with memory becomes

yn = xn −
βnf(xn)

2

f(xn + βnf(xn))− f(xn)
,

xn+1 = xn −
f(xn)

2 + f(yn)
2

P0(xn)(f(xn)− f(yn))
,

(2.4)
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yn = xn −

βnf(xn)
2

f(xn + βnf(xn))− f(xn)
,

xn+1 = yn −
2f(yn)P1(xn, yn)

2P 2
1 (xn, yn)− f(yn)P2(xn, yn)

,

(2.5)

where

3. Convergence theorems

Theorem 3.1. Let the function f(x) be sufficiently differentiable in a
neighborhood of its simple zero α. If an initial approximation x0 is suffi-
ciently close to α and the parameter βn in (2.4) is recursively calculated
by the forms given in (2.1)-(2.3). Then, the R-order of convergence of
the Steffensen-like method with memory (2.4) with the corresponding
expressions (2.1)-(2.3) of βn is at least 3.30278, 3.73205 and 4, respec-
tively.

Theorem 3.2. Let the function f(x) be sufficiently differentiable in a
neighborhood of its simple zero α. If an initial approximation x0 is suffi-
ciently close to α and the parameter βn in (2.5) is recursively calculated
by the forms given in (2.1)-(2.3). Then, the R-order of convergence of
the Steffensen-like method with memory (2.5) with the corresponding
expressions (2.1)-(2.3) of βn is at least 3.30278, 3.73205 and 4, respec-
tively.

4. Numerical results

In this section we demonstrate the convergence behavior of the meth-
ods with memory (2.4) and (2.5), where βn is calculated by one of the
formulas (2.1)-(2.3). Numerical computations reported here have been
carried out in a Mathematica 8.0 environment. We calculate the com-
putational order of convergence rc using the formula [4]

rc ≈
log |f(xn)/f(xn−1)|
log |f(xn−1)/f(xn−2)|

,

taking into consideration the last three approximations in the iterative
process. we use the following examples (selected from [3]):

f1(x) = ex
2+x cosx−1 sin πx+x log(x sin x+1), α = 0, x0 = 0.6,γ0 = −0.1

f2(x) = log(x2−2x+2)+ex
2−5x+4 sin(x−1), α = 1, x0 = 1.35,γ0 = −0.1.

It is obvious from these tables that recursive calculation by the Newton
interpolation (2.3) gives the best results.
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Table 1. Some two-point methods with memory for ex-
ample f1(x).

Methods |x1 − α| |x2 − α| |x3 − α| rc
(2.4), (2.1) 0.109e− 1 0.278e− 6 0.237e− 21 3.2826
(2.4), (2.2) 0.109e− 1 0.440e− 7 0.332e− 27 3.7333
(2.4), (2.3) 0.109e− 1 0.209e− 7 0.520e− 31 4.1303

(2.5), (2.1) 0.109e− 1 0.273e− 6 0.224e− 21 3.2834
(2.5), (2.2) 0.109e− 1 0.431e− 7 0.307e− 27 3.7335
(2.5), (2.3) 0.109e− 1 0.203e− 7 0.471e− 31 4.1304

Table 2. Some two-point methods with memory for ex-
ample f2(x).

Methods |x1 − α| |x2 − α| |x3 − α| rc
(2.4), (2.1) 0.622e− 2 0.516e− 6 0.689e− 20 3.4037
(2.4), (2.2) 0.622e− 2 0.391e− 7 0.157e− 26 3.7321
(2.4), (2.3) 0.622e− 2 0.191e− 7 0.394e− 30 4.1183

(2.5), (2.1) 0.678e− 2 0.667e− 6 0.163e− 19 3.4026
(2.5), (2.2) 0.678e− 2 0.504e− 7 0.399e− 26 3.7284
(2.5), (2.3) 0.678e− 2 0.241e− 7 0.100e− 29 4.1114
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Abstract. Let A be an algebra, M be an A-bimodule and let
D : A → M be a linear map satisfying D(a)b + aD(b) +D(b)a +
bD(a) = 0 whenever a, b ∈ A are such that ab = ba = 0. If A
is a C∗-algebra with D continuous or A is a matrix algebra, then
there exists a derivation δ : A → M such that D is equal to δ plus
elementary operators.

1. Introduction

Throughout this article all algebras and vector spaces will be over
the complex field C. Let A be an algebra and M be an A-bimodule.
Recall that a linear map D : A → M is said to be a Jordan derivation
if D(ab + ba) = D(a)b + aD(b) +D(b)a + bD(a) for all a, b ∈ A. It is
called a derivation if D(ab) = D(a)b+aD(b) for all a, b ∈ A. Each map
Im : A → M given by Im(a) = am−ma, where m ∈ M is a derivation
which will be called an inner derivation. Clearly, each derivation is a
Jordan derivation. The converse is, in general, not true.

The question under what conditions that a map becomes a (Jordan)
derivation attracted much attention of mathematicians. Every Jordan
derivation from a 2-torsion free semiprime ring into itself is a derivation.
By a classical result of Jacobson and Rickart every Jordan derivation
on a full matrix ring over a 2-torsion free unital ring is a derivation.

2010 Mathematics Subject Classification. Primary 47B47; Secondary 47B49.
Key words and phrases. Jordan derivation, matrix algebra, C∗-algebra.
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Also, there have been a number of papers concerning the study of
conditions under which (generalized or Jordan) derivations of rings can
be completely determined by the action on some sets of points. For
more studies concerning these problems we refer the reader to [1, 2]
and the references therein.

In this paper, following [1], we consider the subsequent condition on
an linear map D from an algebra A into an A-bimodule M:

a, b ∈ A, ab = ba = 0 ⇒ D(a)b+ aD(b)+D(b)a+ bD(a) = 0. (∗)
Our purpose is to investigate whether the condition (∗) characterizes
Jordan derivations. Particularly, in this note we give some results from
[2] and [1] which characterize linear maps satisfying (∗) on full matrix
algebras and C∗-algebras, respectively.

Remark 1.1. Each of the following conditions on a linear map D : A →
M implies (∗), which have been considered by a number of authors
(see, for instance, [3]):

a, b ∈ A, ab+ ba = 0 ⇒ D(a)b+ aD(b) +D(b)a+ bD(a) = 0.

a, b ∈ A, ab = ba = 0 ⇒ D(a)b+ aD(b) +D(b)a+ bD(a) = 0.

Therefore, main results still holds with each of the above conditions
replaced by (∗).

2. Main results

Our main results characterize linear maps satisfying (∗) on two classes
of algebra: Matrix algebras and C∗-algebras. For the case of matrix
algebras we describe linear maps satisfying (∗) without any continuity
assumption on the maps, but for the case of C∗-algebras we assume
that linear maps be continuous.

2.1. Matrix algebras. From this point up to the last section Mn(A),
for n ≥ 2, is the algebra of all n × n matrices over a unital algebra
A and M is a unital Mn(A)-bimodule. In this section, we discuss the
linear maps from Mn(A) into M satisfying (∗). The results are from
[2].

We shall denote the elements of Mn(A) by bold letters and the iden-
tity matrix by 1. Also, eij for 1 ≤ i, j ≤ n is the matrix unit, aeij is
the matrix whose (ij)th entry is a and zero elsewhere, where a ∈ R
and 1 ≤ i, j ≤ n, and ai,j is the (ij)th entry of a ∈Mn(A).

The following is our main result in this section.

Theorem 2.1. Let D :Mn(A) → M be a linear map satisfying

a,b ∈Mn(A), ab = ba = 0 ⇒ D(a)b+aD(b)+D(b)a+bD(a) = 0.
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Then there exist a derivation δ : Mn(A) → M such that D(a) =
δ(a) + aD(1) and aD(1) = D(1)a for each a ∈Mn(A).

Let A be an algebra and N be a unital A-bimodule. Let Mn(N )
be the set of all n × n matrices over N , then Mn(N ) has a natural
structure as unital Mn(A)-bimodule. Any derivation d : A → N ,
induces a derivation d̄ : Mn(A) → Mn(N ) given by d̄(a) = n, where
ni,j = d(ai,j). We can show that if δ :Mn(A) →Mn(N ) is a derivation,
then there is an inner derivation Ig :Mn(A) →Mn(N ) and a derivation
d : A → N such that δ = d̄ + Ig. So by Theorem 2.1, we have the
following corollary.

Corollary 2.2. Let A be an algebra and N be a unital A-bimodule.
Let D :Mn(A) →Mn(N ) be a linear mapping. If D satisfies (∗), then
there is an inner derivation Ig : Mn(A) → Mn(N ) and a derivation
d : A → N such that D(a) = d̄(a)+Ig(a)+aD(1) and aD(1) = D(1)a
for each a ∈Mn(A).

2.2. C∗-algebras. In this section we consider continuous linear maps
on C∗-algebras satisfying (∗). The results are from [1].

The main idea of the proof of main result consists in considering
continuous bilinear maps ϕ : A×A → X satisfying

a, b ∈ A, ab = ba = 0 ⇒ ϕ(a, b) = 0. (∗∗).

Theorem 2.3. Let A be a C∗-algebra, let X be a Banach space and
let ϕ : A×A → X be a continuous bilinear map satisfying (∗∗). Then

ϕ(ab, cd)− ϕ(a, bcd) + ϕ(da, bc) + ϕ(dab, c) = 0, a, b, c ∈ A,
and there exist continuous linear maps Φ,Ψ : A → X such that

ϕ(ab, c)− ϕ(b, ca) + ϕ(bc, a) = Φ(abc), a, b, c ∈ A,
and

ϕ(a, b) + ϕ(b, a) = Ψ(ab+ ba), a, b ∈ A.

Let A be a C∗-algebra, M be an essential Banach A-bimodule (es-
sential i.e. AM = M) and D : A → M be a continuous linear map
satisfying (∗). Define a continuous bilinear map ϕ : A × A → M by
ϕ(a, b) = D(a)b + aD(b) + D(b)a + bD(a). Then ϕ satisfies (∗∗) and
hence by applying Theorem 2.3 and a result from [4] which showed that
every continuous Jordan derivation from a C∗-algebra into any Banach
bimodule is a derivation, the main result of this section will be proved.

Theorem 2.4. Let A be a C∗-algebra, let M be an essential Banach
A-bimodule and let D : A → M be a continuous linear map satisfying

a, b ∈ A, ab = ba = 0 ⇒ D(a)b+ aD(b) +D(b)a+ bD(a) = 0.
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Then there exist a derivation δ : A → M and a bimodule homomor-
phism φ : A → M such that D = δ + φ.

Note that a bimodule homomorphism φ : A → M is a linear map
such that φ(ab) = aφ(b) = φ(a)b for all a, b ∈ A.
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Abstract. Radial basis functions (RBFs), have important role
in solving partial differential equations as a mesh free method. In-
terpolation with RBFs, is very suitable because they depend only
on distance of distributed points. In this paper we solve nonlinear
modified Camassa-Holm and Degasperis-Procesi equations numer-
ically using radial basis functions.

1. Introduction

Interpolation of a given set of points is an important problem spe-
cially in higher dimensional domains. Radial basis functions are very
efficient instruments for interpolating a scattered set of points which
have been used in last 20 years. Meshless methods are a class of nu-
merical methods for solving partial differential equations. In these
methods mesh generation on the spatial domain of the problem is not
needed. For more information see [1]. In this paper, we solve nonlinear
b-equations [2], using radial basis functions (RBFs) method, numer-
ically. Some well-known radial basis functions (RBFs) are listed in
Table 1. Which r is the Euclidean distant between x∗ ∈ Rd and any
x ∈ Rd i.e. ∥x− x∗∥2 .

2010 Mathematics Subject Classification. Primary 65M70; Secondary 65M50.
Key words and phrases. Mesh free method, radial basis functions, partial differ-

ential equation, b-equation, collocation method.
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Table 1. Some well-known functions that generate RBFs.

Gaussian (GA) ϕ(r) = exp(−r2/c)

Hardy Multiquadric (MQ) ϕ(r) =
√

1 + (rc)2

2. Main Results

In this section we use radial basis functions method for numerical
solution of b-equation via collocation technique. Consider nonlinear
b-equation as

ut−uxxt+(b+1)u2ux = buxuxx+uuxxx, x ∈ [a1, b1], t ∈ (0, T ], (2.1)

with the following initial and boundary conditions:

u(x, 0) = f(x), x ∈ [a1, b1], (2.2)

u(a1, t) = g1(t), u(b1, t) = g2(t), t ∈ (0, T ]. (2.3)

where [a1, b1] ⊂ R. We solve the problem (2.1)-(2.3) in [a1, b1] using

the collocation technique. Let ũn(x) =
∑N

i=1 λ
n
i ϕi(x), n = 1, 2, ..., be

interpolant of solution of (2.1) in time step n, witch λi, i = 1, ..., N are
unknown. Derivatives of the interpolant ũn(x) in term of x, may be
calculated in a straightforward manner. After discretization of (2.1)-
(2.3) in term of variable t and applying collocation technique, we have
matrix form of system as follows:

Azn+1 = B, (2.4)

witch z is unknown, A is a N ×N matrix and B is known acording to
the initial and boundary conditions.

Example 2.1. Considering b = 2, in (2.1), we have mCH equation.
Let a1 = −5, b1 = 5, T = 0.5 in (2.1) and f(x) = −2sech2(x/2), g1(t) =
−2sech2(−5/2−t), g2(t) = −2sech2(5/2−t) in (2.2)-(2.3). In Figure 1,
(a.1) and (a.2), which is drawn with matlab, the error function u− ũ is
plotted using GA-RBF with c = 0.03 and the set of collocation points
xi = −5+ hi, i = 1, ..., N and ∆t = 0.0001 for 0 < t ≤ 0.5 for N = 101
and N = 201. In Table 2 and 3, some value of the shape parameter
c, the condition number of matrix A, the RMS error and the max
error are listed for GA-RBF and MQ-RBF and equidistant collocation
points where N is the number of collocation points which are placed
in −5 ≤ x ≤ 5 and 0 ≤ t ≤ 0.5 for ∆x = 0.1 and ∆t = 0.0001. Form
the contents of the Table 2 and 2, it is clear that the choice of the
shape parameter has an important role in approximation of solution
precision of equation. In Table 4, some approximation of the solution
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Figure 1. Plot of error function u− ũ for set of collocation
points N = 101 for (a.1), (b.1) and N = 201 for (a.2), (b.2)
using GA-RBF with c = 0.03 in Example 1 , 2, (plotting with
matlab program).

(a.1) (a.2) (b.1) (b.2)

of mCH equation are computed at t = 0.5 with x0 = −4.95, ∆x = 0.1,
∆t = 0.0001, −5 ≤ x ≤ 5 and N = 101 using the MQ-RBFs and
GA-RBFs with c = 0.9 and c = 0.07, respectively.

Example 2.2. Considering b = 3, in (2.1), we have mDP equation. Let
a1 = −5, b1 = 5, T = 0.5 in (2.1) and f(x) = −(15/8)sech2(x/2), g1(t) =
−(15/8)sech2(−5/2 − (5/4)t), g2(t) = −(15/8)sech2(5/2 − (5/4)t) in
(2.2)-(2.3). In Figure 1, (b.1) and (b.2), the error function u − ũ is
plotted using GA-RBF with c = 0.03 and the set of collocation points
xi = −5+ hi, i = 1, ..., N and ∆t = 0.0001 for 0 < t ≤ 0.5 for N = 101
and N = 201. In Table 5 and 6, some value of the shape parameter
c, the condition number of matrix A, the RMS error and the max er-
ror are listed for GA-RBF and MQ-RBF and equidistant collocation
points where N is the number of collocation points which are placed in
−5 ≤ x ≤ 5 and 0 ≤ t ≤ 0.5 for ∆x = 0.1 and ∆t = 0.0001. In Table
7, some approximation of the solution of mDP equation are computed
at t = 0.5 with x0 = −4.95, ∆x = 0.1, ∆t = 0.0001, −5 ≤ x ≤ 5
and N = 101, using the MQ-RBFs and GA-RBFs with c = 0.9 and
c = 0.07, respectively.
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Table 2. Some values of shape parameter c, E2, E∞.

shape parameter c E2 E∞ condition number
0.08 1.70e-03 7.49e-04 3.27e+06
0.09 1.10e-03 4.60e-04 3.34e+07
0.1 7.49e-04 2.84e-04 3.44e+08

Table 3. Some values of shape parameter c, E2, E∞.

shape parameter c E2 E∞ condition number
0.9 3.99e-04 9.09e-05 1.64e+15
1 3.99e-04 9.09e-05 5.28e+13
2 4.16e-04 9.07e-05 1.10e+07

Table 4. tsome approximation mCH equation solution in
−5 ≤ x ≤ 5.

GA-RBFs MQ-RBFs
x |u− ũ| |u− ũ|

−4.95 1.00e-04 3.80e-07
−4.85 1.00e-04 1.07e-06
−3.65 4.46e-05 1.18e-05
−0.15 1.26e-05 1.64e-05
+2.55 1.00e-04 6.82e-06
+4.95 1.10e-03 6.10e-07

l

Table 5. Some values of shape parameter c, E2, E∞.

shape parameter c E2 E∞ condition number
0.07 3.60e-03 1.60e-03 3.23e+05
0.1 1.10e-03 3.76e-04 3.44e+08

Table 6. Some values of shape parameter c, E2, E∞.

shape parameter c E2 E∞ condition number
1 6.13e-04 1.32e-04 5.27e+13
2 6.26e-04 1.31e-05 1.11e+07

Table 7. some approximation mDP equation solution in −5 ≤ x ≤ 5 .

GA-RBFs MQ-RBFs
x |u− ũ| |u− ũ|

−4.95 1.00e-04 5.00e-07
−4.85 1.00e-04 1.40e-06
−0.05 1.00e-05 2.50e-06
+0.05 1.00e-05 1.22e-05
+0.15 1.00e-05 2.72e-05
+3.75 5.00e-04 9.80e-06
+4.95 1.40e-03 7.00e-07
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Abstract. For x, y ∈ Rn (x, y ∈ Rn), we say that x sr-majorized
(rsr-majorized) by y (write as x ≺sr y (x ≺rsr y)) if for some sym-
metric row stochastic matrix R with all its main diagonal entries
equal, x = Ry (x = yR). In this paper, the structure of all linear
functions T : R2 → R2 (T : R2 → R2), preserving (or strongly
preserving) ≺sr (≺rsr) are characterized.

1. Introduction

The theory of majorization is a powerful mathematical tool which
naturally arises in various areas of mathematics, statistics, the quan-
tum theory, and etc. In recent years, this concept has been attended
specially and many papers in this topic have been published. For ex-
ample, one can see [1, 2, 3].

The following notation will be fixed throughout the paper.
The set of all m × n real matrices is denoted by Mm,n. The set of all
n×1 real column vectors is denoted by Rn. The set of all 1×n real row
vectors is denoted by Rn. The collection of all n × n symmetric row

2010 Mathematics Subject Classification. Primary 15A04, 15A21; Secondary
15A51.

Key words and phrases. Row stochastic matrix, rsr-majorization (sr-
majorization), symmetric matrix, (Strongly) linear preserver.
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stochastic matrices with all its main diagonal entries equal is denoted
by Rsr

n . The standard basis of Rn is denoted by {e1, . . . , en}. The
standard basis of Rn is denoted by {ε1, . . . , εn}. The summation of all
components of a vector x is denoted by tr(x) . The set {1, . . . , k} ⊂ N
is denoted by Nk. The transpose of a given matrix A is denoted by
At. The matrix representation of a linear function T : Rn → Rn (T :
Rn → Rn) with respect to the standard basis is denoted by [T ]. The
set {

∑m
i=1 λiai | m ∈ N, λi ≥ 0,

∑m
i=1 λi = 1, ai ∈ A, i ∈ Nm}, where

A ⊆ Rn (Rn), is denoted by Co(A).
Let ∼ be a relation on Mm,n. A linear function T : Mm,n −→ Mm,n is
said to be a linear preserver (or strong linear preserver) of ∼ if x ∼ y
implies that T (x) ∼ T (y) (or x ∼ y if and only if T (x) ∼ T (y)).

1.1. Row stochastic and sr-majorization (rsr-majorization). We
introduce the relation ≺sr (≺rsr) on Rn (Rn) and we study some prop-
erties of sr-majorization (rsr-majorization) on R2 (R2).

Definition 1.1. A matrix R with nonnegative entries is called row
stochastic if the sum of entries of each row of R is equal to one.

Now we pay attention to the symmertic row stochastic matrices and
introduce a new type of majorization on Rn (Rn).

Definition 1.2. For x, y ∈ Rn (x, y ∈ Rn), it is said that x is sr-
majorized (rsr-majorized) by y, and write as x ≺sr y (x ≺rsr y), if
there exists R ∈ Rsr

n such that x = Ry (x = yR).

The following proposition gives an equivalent condition for≺sr (≺rsr)
on R2 (R2).

Proposition 1.3. Let x = (x1, x2)
t, y = (y1, y2)

t ∈ R2 (x = (x1, x2),
y = (y1, y2) ∈ R2). Then x ≺sr y (x ≺rsr y) if and only if xi ∈
Co{y1, y2} (i ∈ N2) and tr(x) = tr(y).

Proof. First, suppose that x ≺sr y. Then there exists R ∈ Rsr
2 such

that x = Ry. We see that R =
[
a b
b a

]
, for some a, b ≥ 0 such that

a+ b = 1. It is seen that xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y).
Next, assume that xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y). So

x1 = αy1 + (1−α)y2 and x2 = βy1 + (1− β)y2, for some 0 ≤ α, β ≤ 1.
Since tr(x) = tr(y), we deduce (1 − α − β)(y1 − y2) = 0. If y1 ̸= y2;

Then α + β = 1, and put R =
[
α β
β α

]
. It is clear that R ∈ Rsr

2 and

x = Ry. Therefore, x ≺sr y. If y1 = y2; Put R = I2 and see x = Ry.
Hence x ≺sr y.
In a similar fashion as in the proof of ≺sr, prove the statement for
≺rsr. □
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Some properties of ≺sr on R2 are stated in the following proposition.
These statements hold about ≺rsr too.

Proposition 1.4. Let x = (x1, x2)
t, y = (y1, y2)

t ∈ R2. Then

(a) x ≺sr y ⇏ y ≺sr x.
(b) x ≺sr y and y ≺sr x ⇏ x = y.
(c) x ≺sr y and y ≺sr z ⇒ x ≺sr z.

Proof. Proof, which is easy, is omitted for the sake of brevity. □

2. Main results

In this section, we will characterize all linear functions that preserve
(or strongly preserve) sr-majorization (rsr-majorization) on R2 (R2).
The following theorem characterizes all the linear preservers of ≺sr on
R2.

Theorem 2.1. Let T : R2 → R2 be a linear function, and [T ] =
(
a b
c d

)
.

Then T preserves ≺sr if and only if

(a) if (a− c)(b− d) ≥ 0, then a = b and c = d. That is, [T ] =
(
a a

c c

)
.

(b) if (a− c)(b− d) ≤ 0, then a = d and b = c. That is, [T ] =
(
a c
c a

)
.

Proof. First, assume that T preserves ≺sr. As e1 ≺sr e2 and e2 ≺sr

e1, so Te1 ≺sr Te2 and Te2 ≺sr Te1, and hence a, c ∈ Co{b, d} and
b, d ∈ Co{a, c}. First, consider (a− c)(b− d) ≥ 0. This means (a ≥ c
and b ≥ d) or (a ≤ c and b ≤ d). Without loss of generality assume
that a ≥ c and b ≥ d. Now, since a, c ∈ Co{b, d}, we conclude that
d ≤ c ≤ a ≤ b, and as b, d ∈ Co{a, c}, we deduce c ≤ d ≤ b ≤ a. Hence
a = b and c = d. Now, if (a − c)(b − d) ≤ 0, by a similar process, we
observe that a = d and c = b.

Next, suppose that (a) or (b) holds. Let x = (x1, x2)
t, y = (y1, y2)

t ∈
R2, and let x ≺sr y. If (a) holds, then Tx = tr(x)(a, c)t and Ty =
tr(y)(a, c)t. As tr(x) = tr(y), we see Tx ≺sr Ty. If (b) holds, then
Tx = (ax1 + cx2, cx1 + ax2)

t and Ty = (ay1 + cy2, cy1 + ay2)
t. Since

xi ∈ Co{y1, y2} (i ∈ N2) and tr(x) = tr(y), so x1 = αy1 + (1 − α)y2
and x2 = βy1 + (1− β)y2, for some 0 ≤ α, β ≤ 1. Since tr(x) = tr(y),
we have (1 − α − β)(y1 − y2) = 0. If y1 ̸= y2, then α + β = 1. If
y1 = y2, then xi = yi (i ∈ N2), and so α = 1 and β = 0. Thus
(Tx)1 = α(Ty)1 + (1− α)(Ty)2, and hence (Tx)1 ∈ Co{(Ty)1, (Ty)2}.
Similarly, (Tx)2 ∈ Co{(Ty)1, (Ty)2}. Therefore, Tx ≺sr Ty. □
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The following theorem characterizes all the linear preservers of ≺rsr

on R2.

Theorem 2.2. Let T : R2 → R2 be a linear function, and [T ] =
(
a b

c d

)
.

Then T preserves ≺rsr if and only if

(a) if (a− b)(c− d) ≥ 0, then a = c and b = d. That is, [T ] =
(
a b
a b

)
.

(b) if (a− b)(c− d) ≤ 0, then a = d and b = c. That is, [T ] =
(
a c
c a

)
.

Proof. In a similar fashion as in the proof of Theorem 2.1, we can prove
it. □

We need the following lemma to prove the last result of this section.

Lemma 2.3. Let T : R2 → R2 (T : R2 → R2) be a linear function. If
T strongly preserves ≺sr (≺rsr), then T is invertible.

Proof. Let x ∈ R2 (R2) and let Tx = 0. Since Tx = T0 and T strongly
preserves ≺sr (≺rsr), it shows that x ≺sr 0 (x ≺rsr 0). So x = 0 and
hence T is invertible. □

The following theorem characterizes all the linear functions T : R2 →
R2 (T : R2 → R2) which strongly preserves ≺sr (≺rsr).

Theorem 2.4. A linear function T : R2 → R2 (T : R2 → R2) strongly

preserves ≺sr (≺rsr) if and only if [T ] =
(
a c

c a

)
, where a2 − c2 ̸= 0.

Proof. We prove this statement for ≺sr . One can prove it for ≺rsr

in a similar fashion. First, suppose that T strongly preserves ≺sr.
So T is invertible and T preserves ≺sr, and hence by Theorem 2.1,

[T ] =
(
a c
c a

)
, where a2 − c2 ̸= 0.

For the converse, it is enough to prove that x ≺sr y whenever
T (x) ≺sr T (y). Let x,y ∈ R2 such that T (x) ≺sr T (y). Thus there
exists R ∈ Rsr

2 such that T (x) = RT (y). Hence x = (T−1RT )y. Since
T−1RT = R, we have x = Ry. Therefore, x ≺sr y. □
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Abstract. In this article, we study the continuous representabil-
ity of interval orders. For this mean, we introduce the interval
order and consider its representation.

1. Introduction

If we introduce a total preorder on a topological space (X, T ), we
will deal with the concepts such CRP (or useful topology) and SRP
(or completely useful topology)[1]. Now we introduce the notion of
an interval order, completely useful topology in the sense of an interval
order (i.o. completely useful topology or SRP−I.O) and useful topology
in the sense of an interval order (i.o. useful topology or CRP − I.O).
Gianni Bosi and Magali E. Zuanon in [2] studied upper semicontinuous
representability of interval order and showed that every i.o. completely
useful topology T on a set X is completely useful also they proved that
a second countable topology T on a set X is i.o. completely useful then
they conclude that for a metrizable topology, i.o. completely usefulness
and separability are equivalent. In this paper, we study continuous
representability of interval order and show these theorems for i.o. useful
topology.
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Definition 1.1. An asymmetric binary relation ≺ on a set X is called
an interval order if the following condition obtains:

IO (y ≺ x and y
′ ≺ x

′
) ⇒ (y

′ ≺ x or y ≺ x
′
).

Definition 1.2. If ≺ is an asymmetric binary relation on X and there
exist mappings u, v : X → R such that y ≺ x if and only if v(y) < u(x),
then we say that ≺ is represented by the function pair (u, v), and that
(u, v) is a representation of ≺; if X is a topological space and the
functions u, v are continuous, we call (u, v) a continuous representation
of ≺. If ≺ is represented by the function pair (u, v), then ≺ is an
interval order and u ≤ v.

Definition 1.3. An interval order ≺ on a topological space (X, T ) is
said to be continuous (respectively, upper semicontinuous) if the sets
G≺(x) = {a ∈ X : x ≺ a} and L≺(x) = {a ∈ X : a ≺ x} (respectively,
L≺(x) = {a ∈ X : a ≺ x}) are open subset in X for every x ∈ X.

In similar way, the continuity of a total preorder is defined.

Definition 1.4. A topology T on X satisfies the continuous repre-
sentability property for interval orders (CRP − I.O) if for every con-
tinuous interval order ≺ defined on X, there exists a pair of continuous
functions u, v : X → R (where X is endowed with the topology T and
R with the usual topology), such that x ≺ y ⇔ v(x) < u(y) (x, y ∈ X).
Also, T satisfies the semicontinuous representability property for inter-
val orders (SRP − I.O) if for every semicontinuous interval order ≺
defined on X such that all the sets L(x) = {a ∈ X : a ≺ x} (x ∈ X)
are T -open, there exists a pair functions u, v : X → R such that
x ≺ y ⇔ v(x) < u(y) (x, y ∈ X) and v is upper semicontinuous.

Definition 1.5. If (X,≾) is a preordered set then a real-valued func-
tion u : X → R is said to be order-monomorphism if for every x, y ∈ X,
[x ≾ y ⇔ u(x) ≤ u(y)].

Definition 1.6. The topology T on X is said to have the continuous
representability property (CRP ) (respectively, semicontinuous repre-
sentability property (SRP )) if every continuous total preorder (respec-
tively, semicontinuous total preorder) ≾ defined on X admits a rep-
resentation by means of a continuous (respectively, semicontinuous)
order-monomorphism.

Definition 1.7. Let ≺ be an interval order on a set X, and define
corresponding relations ≺∗ and ≺∗∗ by

y ≺∗ x if and only if ∃z ∈ X (y ≺ z ≾ x),
y ≺∗∗ x if and only if ∃z ∈ X (y ≾ z ≺ x).

376



INTERVAL ORDER

We also define ≾∗, ≾∗∗ to be the negations of ≺∗, ≺∗∗ respectively; so

y ≾∗ x if and only if ∀z ∈ X (z ≾ y ⇒ z ≾ x),
y ≾∗∗ x if and only if ∀z ∈ X (x ≾ z ⇒ y ≾ z).

2. Main Results

Definition 2.1. An interval order ≺ on a set X is said to be i.o.
separable if there exists a countable subset D ⊆ X such that for all
x, y ∈ X with x ≺ y there exists d ∈ D such that x ≺ d ≾∗∗ y.

Proposition 2.2. Let ≺ be an asymetric binary relation defined on a
nonempty set X. Then the following statements are equivalent:[5]

a) ≺ is an interval order;
b) ≾∗ is a total preorder;
c) ≾∗∗ is a total preorder.

In addition, ≾ is transitive if and only if ≾, ≾∗ and ≾∗∗ coincide.

Theorem 2.3. Let X be a nonempty set endowed with an interval
order ≺. Then the following statements are equivalent:[5]

a) ≺ is i.o. separable;
b) ≺ is representable;
c) ≺ is representable by a pair of real-valued functions (u, v) such

that u is a representation of the total preorder ≾∗∗ and v is a
representation of the total preorder ≾∗.

We say that the preorder ≾ on X is order separable in the sense of
Debreu if there exists a countable subset Z ⊆ X such that if x ≺ y,
then there exists z ∈ Z with x ≾ z ≾ y. In [3] has been proved that
CRP is equivalence with the order separability in the sense of Debreu.

Lemma 2.4. Every i.o. useful topology T on a set X is useful.

Proof. Let T be an i.o. useful topology on a set X and consider an
continuous total preorder ≾ on (X, T ). Then by 2.2, ≾, ≾∗ and ≾∗∗

coincide hence ≺ is an continuous interval order which is representable
by means of a pair (u, v) of real-valued functions on X. In this case
≺ is representable and according to 2.3 is i.o. separable and therefore
there exists a countable subset D ⊆ X such that for all x, y ∈ X with
x ≺ y there exists d ∈ D such that x ≺ d ≾ y. Hence, ≾ is order
separable in the sense of Debreu and there exists an continuous utility
function on the totally preordered topological space (X, T ). □

A gap of a subset S of the real line R is a maximal nondegenerate
interval which is disjoint from S and has a lower bound and an upper
bound in S.
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Lemma 2.5. If S is a subset of the extended real line, then there exists
a strictly increasing function g : R̄ → R such that all the Debreu gaps
of g(S) are open.[3]

Lemma 2.6. A second countable topology T on a set X is i.o. useful.

Proof. Let T be a second countable topology on a set X and consider
an continuous interval order ≺ on X. Then ≺ according to 2.3 is
representable by a pair of real-valued functions (u

′
, v

′
) on X where u

′

is a representation for the total preorder ≾∗∗ and v
′
is a representa-

tion for the total preorder ≾∗ according to 2.5 there exists a strictly
increasing function h : R → R such that every gap of (hov

′
)(X) is

open. Observe that the total preorder ≾∗, ≾∗∗ is continuous since
the interval order ≺ is continuous and for every x ∈ X we have that
L≺∗(x) =

∪
{ξ∈X,ξ≾x} L≺(ξ), G≺∗(x) =

∪
{ξ∈X,x≺ξ}G≺(ξ). Hence, if

we let U = hou
′
and V = hov

′
it is immediate that the pair (U, V )

of real-valued functions on X represents the interval order ≺ because
x ≺ y ⇔ v

′
(x) < u

′
(y) ⇔ hov

′
(x) < hou

′
(y) ⇔ V (x) < U(y). □

Proposition 2.7. Let T be a metrizable topology on a set X. Then
the following conditions are equivalent:

(a) T is i.o. useful; (b) T is separable.

Proof. (a)⇒(b) If T is an i.o. useful and metrizable topology on a set
X then from 2.4 we have that T is completely useful and therefore it is
separable [4]. (b)⇒(a) If T is a metrizable and separable topology on a
set X then T is second countable since separability and second count-
ability in metric spaces are equivalent, therefore it is i.o. completely
useful by 2.6. This consideration completes the proof. □
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Abstract. In this article we define the Banach space endowed
with weak topology as a topological space that satisfies continuous
representability property (CRP ).

1. Introduction

Let (X, T ) be a topological space. We define a total preorder ≾ (i. e.,
a reflexive, transitive and complete binary relation) on X. We denote
x ≺ y instead of −(y ≾ x). In this case, we deal with the Continuous
Representability Property (CRP ) concept. The considering of this
concept and recognition of the topological spaces that satisfy CRP , is
important. In here, we define the Banach space endowed with weak
topology as a space that satisfies continuous representability property
(CRP ).

Definition 1.1. If (X,≾) is a preordered set and T is a topology on
X, then the preorder ≾ is said to be T -continuous on X if for each
x ∈ X the sets {a ∈ X : x ≾ a} and {b ∈ X : b ≾ x} are T -closed in
X.
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Definition 1.2. If (X,≾) is a preordered set then a real-valued func-
tion u : X → R is said to be order-monomorphism if for every x, y ∈ X,
[x ≾ y ⇔ u(x) ≤ u(y)].

Definition 1.3. If (X, T ) be a topological space, then the total pre-
order ≾ on X is said to be continuously representable if there exists an
order-monomorphism that is continuous with respect to the topology
T on X and the usual topology on the real line R.
Definition 1.4. Given a nonempty set X endowed with a topology T .
The topology T on X is said to have the continuous representability
property (CRP ) if every continuous total preorder ≾ defined on X ad-
mits a representation by means of a continuous order-monomorphism.

Definition 1.5. A topological space (X, T ) is said to be separably
connected if for every a, b ∈ X there exists a connected and separable
subset C(a, b) ⊆ X such that a, b ∈ C(a, b).

Remark 1.6. a) A separably connected set X is, in particular, con-
nected because once fixed an element x0 ∈ X we have that
X =

∪
x∈X C{x,x0}.

b) There are topological spaces that are connected but not separa-
bly connected: An example is the lexicographic square [0, 1] ×
[0, 1], endowed with the order topology that comes from the
lexicographic ordering on R2.

c) It is obvious that a path-connected topological space is, in par-
ticular, separably connected, because every path is clearly a
separable subset. The converse, however, does not hold:
Consider the following example:

X = {0} × [−1, 1] ∪ {(x, sin(1
x
)) : x ∈ [0, 1]}, endowed with

the Euclidean topology as a subset of the plane R2. It is well
known that this set X is connected, but not path-connected.
Moreover it is separable because R2 is metric and separable,
and the separability is hereditary on metric spaces. Therefore,
X is separably connected.

Definition 1.7. If X be a set of points and F is a collection of real-
valued functions on X, there is always a weakest topology on X such
that every function in F is continuous. This topology is called the
weak topology generated (or induced) by F .

2. Main results

Definition 2.1. Let X be a nonempty set endowed with a topology T .
The topological space (X, T ) is said to satisfy the coauntble chain
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condition (ccc) if every family of pairwise disjoint T -open subsets is
countable.

The next Lemma prove that if a topological space satisfies (ccc) then
every subsets of its also will satisfy (ccc).

Lemma 2.2. Let A be a dense subset of a topological space B. If
{Uγ : γ ∈ Γ} is a disjoint collection of open sets in A, then there is a
disjoint collection of open sets {Vγ : γ ∈ Γ} in B such that Uγ ⊂ Vγ for
each γ ∈ Γ.[3]

Theorem 2.3. In the Cartesian product separable spaces any family
of pairwise disjoint nonempty open sets is countable.[2]

The following Lemma is an consequence of 2.2 and 2.3.

Lemma 2.4. Let X be a Banach space endowed with its weak topology
W. Then (X,W) satisfies the countable chain condition (ccc).[1]

Lemma 2.5. Let (X,W) be a separably connected topological space
that satisfies the countable chain condition ccc. Then it also satisfies
the continuous representability property CRP .[1]

Theorem 2.6. Let X be a Banach space endowed with its weak topol-
ogy W. Then (X,W) satisfies the continuous representability property
CRP .[1]
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Abstract. WPFn is the set of all real n×nmatrices for which the
spectral radius is an eigenvalue and the corresponding eigenvector
is nonnegative. Here we characterize WPFn for which the spectral
radius is simple and strictly dominant. Also, by this characteri-
zation, we prove that A ∈ WPFn if and only if A is eventually
nonnegative, when spectral radius is simple and strictly dominant.

1. Introduction

Consider a matrix A ∈ Rn×n that satisfies the property Av = ρ(A)v
where v ̸= 0 is a (entrywise) nonnegative vector and ρ(A) is the spec-
tral radius of A, i.e. A has a nonnegative right eigenvector whose corre-
sponding eigenvalue is the spectral radius of A. This property is known
as Perron-Frobenius property and the corresponding eigenvector v is
called the Perron-Frobenius eigenvector of A. If in addition to this prop-
erty, the eigenvector v is (entrywise) positive and ρ(A) is simple and
strictly dominant, then we say that A has the strong Perron-Frobenius
property. For those two properties we refer the reader to [2].

We denote by WPFn, the collection of all matrices A ∈ Rn×n such
that ρ(A) is an eigenvalue of A and A has a left and a right nonnegative
eigenvector. Also, PFn is fixed for the collection of all matrices A ∈
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Rn×n that ρ(A) is positive, simple and strictly dominant eigenvalue of
A, in addition, A has a left and right positive eigenvector with respect
to ρ(A).

Theorem 1.1. The following assertions are true
(i) A ∈ WPFn if and only if A and AT posses the Perron-

Frobenius property.
(ii) A ∈ PFn if and only if A and AT posses the strong Perron-

Frobenius property.

2. Main results

The following definitions are from [3]. The first one was for positivity
which we define it similarly for nonnegativity in order to characterize
WPFn.

Definition 2.1. If S is an invertible matrix such that the first column
of S is positive (resp. nonnegative) and the first row of S−1 is posi-
tive (resp. nonnegative), S is called initially positive (resp. initially
nonnegative).

Definition 2.2. The n× n matrix K of the form

K =

[
λ 0
0 K ′

]
in which λ > ρ(K ′). We call K dominant direct sum and show it by
DDS.

A characterization of PFn is as follows,

Theorem 2.3. [3] A ∈ PFn if and only if A = SKS−1 in which S is
initially positive and K is DDS.

Now, we state the following characterization for WPFn.

Theorem 2.4. A ∈ WPFn and ρ(A) is positive, simple and strictly
dominant if and only if A = SKS−1 in which S is initially nonnegative
and K is DDS.

Proof. Let A = SKS−1 such that K =

[
ρ(A) 0
0 K ′

]
is DDS and S

is initially nonnegative. Since A = SKS−1, the first column of S is
a right eigenvector of A with respect to ρ(A) which is nonnegative.
Similarly, since AT = (S−1)TKTST , the first column of (S−1)T is a
right eigenvector of AT with respect to ρ(A) which is also nonnega-
tive. Therefore A and AT acsses the Perron-Frobenius property. By
Theorem1.1, A ∈ WPFn.
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Conversely, let A ∈ WPFn and let A = PJP−1 that P = (P1 . . . Pn)

and J =

[
ρ(A) 0
0 A′

]
. Hence AP = PJ and hence AP1 = ρ(A)P1.

So P1 = αx where x is nonnegative Perron-Frobenius eigenvector of
A for some α ∈ R. Hence we can assume P1 ≥ 0. AT = (P−1)TJTP T

where (P T )−1 = (P ′
1, . . . , P

′
n) such that (P ′

1)
T is the first row of P−1.

Thus AT (P T )−1 = (P T )−1JT and hence ATP ′
1 = ρ(A)P ′

1. Consider
P ′
1 = βx, where β ∈ R. Since P−1P = I, δ1(P

−1
1 )T + . . .+ δn(P

−1
n )T =

(1, 0, . . . , 0)T and hence (P ′
1)
TP1 = 1, P1 ≥ 0, P ′

1 = βx. We know that
P ′
1 ≥ 0 or P ′

1 ≤ 0. Therefore P ′
1 ≥ 0. Let S = P, which is initially

nonnegative. □
Definition 2.5. A square matrix A is called eventually nonnegative if
there exists integer k0 such that Ak is (entrywise) nonnegative, for all
k ≥ k0.

Theorem 2.6. [1]If the matrix A ∈ Rn×n is nonnilpotent eventually
nonnegative then A ∈ WPFn.

The following example show that converse of Theorem2.6 is not true.

Example 2.7. Consider the matrix

A =

 −1 1 1
1 −1 1
1 1 1


whose eigenvalues are λ1 = 2, λ2 = 0, λ3 = −2 and the Perron-
Frobenius eigenvector is v = [1, 1, 2]T . A ∈ WPFn but A is not even-
tually nonnegative since traceAk < 0, for odd integer numbers k.

Theorem 2.8. Let A ∈ Rn×n and ρ(A) be a positive, simple, strictly
dominant eigenvalue. Then the following assertions are equivalent

(i) A ∈ WPFn
(ii) A = SKS−1, where K is DDS and S is initially nonnegative.
(iii) A is eventually nonnegative.

Proof. By Theorems 2.4 and 2.6, its enough to prove (ii) ⇒ (iii). A =
SKS−1 and

K =

[
λ 0
0 K ′

]
.

By Shur’s Theorem without loss of generality we can assume K ′ to be
upper triangular and ρ(K ′) < ρ(A). A = S(ρ(A)⊕K ′)S−1, hence

1

ρ(A)l
Al = S(1⊕ 1

ρ(A)l
K ′)S−1.
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Therefore 1
ρ(A)l

Al → S(1 ⊕ 0)S−1 ≥ 0, as l → ∞, since S is initially

nonnegative. □
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Abstract. In this paper, we investigate Fuzzy linear indepen-
dence and examine whether basic linear transformations in R2 ,
such as rotations, scales, reflections, shears preserve fuzzy linear
independence. We provide some examples to the contrary.

1. Introduction

we find an attempt at the definition of fuzzy linear independence
in [3]. It is a well-known fact in linear algebra, that invertible linear
transformations preserve linear independence of vectors (see [2]). One
would like to examine whether this is also true for fuzzy linearly in-
dependent vectors. As the examples in the next section show, this is
actually not the case. But first, some preliminary definitions: Lubc-
zonok in [1] defines a fuzzy vector space to be a pair (V, µ), where V
is a vector space and µ is a membership function µ : V → [0, 1] that
satisfies:

2010 Mathematics Subject Classification. Primary 08A72; Secondary 03E72.
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µ(ax+ by) ≥ µ(x) ∧ µ(y)

where x, y ∈ V, a, b ∈ R.

2. Main results

In [1],We let (V, µ) be a Fuzzy vector space. We say that a finite
set of vectors {x}Ni=1 is fuzzy linearly independent in V if and only if
{x}Ni=1 is linearly independent in V and for all {ai}Ni=1 ⊂ R,

µ(
N∑
i=1

aixi) =
N∧
i=1

µ(aixi)

. A set of vectors is fuzzy linearly independent in V if all finite
subsets of it are fuzzy linearly independent inV . In this section, we
present example wish show that a set of vectors is fuzzy linear inde-
pendent if the above conditions is true, then using one of this examples
we show that basic invertible linear transformations (which preserve
classical linear independence) do not in general preserve fuzzy linear
independence.

Example 2.1. Let (R2, µ), where µ : V → [0, 1] is defined as follows:
µ(x, y) = 1 where x = 0, y = 0, µ(x, y) = 1 where x = 0, y ̸= 0,
µ(x, y) = 0 where x ̸= 0, y = 0, µ(x, y) = 0 where x ̸= 0, y ̸= 0. for
all(x, y) ∈ R2. Consider the vectors x = (1, 0) and y = (0, 1) which are
clearly linearly independent, as well as fuzzy linearly independent as
one can easily check.
µ(x+ y) = µ((1, 0) + (0, 1)) = µ(1, 1) = 0 = 0 ∧ 1 = µ(x) ∧ µ(y)
Example 2.2. Consider (R2, µ) where µ[(0, 0)] = 1, µ[(0,R\{0})] =
1
2
and µ[R2\(0,R)] = 1

4
. It is easily checked that vectors x = (1, 0)

and y = (−1, 1) are linearly independent but are not fuzzy linearly
independent in (R2, µ). This example also illustrates a situation where
µ(x) = µ(y) and µ(x+ y) > µ(x).

Theorem 2.3. Let (V, µ) be Fuzzy vector spaces. Then any set of
vectors {x}Ni=1 ⊂ V \{0} which has distinct µ−values is linearly and
fuzzy linearly independent.

Proof. We prove the proposition by induction onN. In case N = 1 we
have only one vector and clearly the statement is true.

Now suppose that the proposition is true forN. Let {x}N+1
i=1 be

a set of vectors in V \{0} with distinct µ-values. By inductive hy-
pothesis we have: {x}Ni=1 is fuzzy linearly independent. Suppose that
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{x}N+1
i=1 is not linearly independent and thus xN+1 =

∑
i∈S aixi where

S ⊂ {1, ..., N}, S ̸= ∅ and for all i ∈ S, ai ̸= 0. Then

µ(xN + 1) =
∧
i∈S

µ(aixi) =
∧
i∈S

µ(xi)

and hence µ(xN+1) ∈ {µ(xi)}Ni=1. this contradicts the fact that {x}N+1
i=1

has distinct µ-values. Therefore {x}N+1
i=1 is linearly independent.Finally

in [2, Propositions 2.3(ii), 2.4 and 2.5] clearly show that {x}N+1
i=1 is fuzzy

linearly independent. □

we present examples in [1] which show that basic invertible linear
transformations (which preserve classical linear independence) do not
in general preserve fuzzy linear independence. This shows that extra
conditions are probably required, in addition to linearity, invertibility,
etc, in order to preserve fuzzy linear independence. We examine four
types of linear transformations: rotations, reflections, shears and scales:

Example 2.4. Let (R2, µ), where µ : V → [0, 1] and the vectors x and
y are all defined as in Example 2-1. Again, these vectors are clearly
linearly independent, as well as fuzzy linearly independent as one can
easily check. Rotating these vectors by 45◦ counterclockwise, under

R45◦ =

(√
2/2 −

√
2/2√

2/2
√
2/2

)
, we get x′ =

(√
2/2√
2/2

)
and y′ =

(
−
√
2/2√
2/2

)
.

these vectors are obviously still linearly independent, but not fuzzy
linearly independent. Indeed, for a = b ̸= 0, we have:

µ(ax′ + by′) = µ(a

(√
2/2√
2/2

)
+ a

(
−
√
2/2√
2/2

)
) = µ

(
0

a
√
2

)
= 1 ̸= 0 =

0
∧
0 = µ(ax′)

∧
µ(by′)

Which shows that these vectors are not fuzzy linearly independent.

Example 2.5. Let (R2, µ), where µ : V → [0, 1] and the vectors x
and y are all defined as in Example 2.1. Again, these vectors are
clearly linearly independent, as well as fuzzy linearly independent, but

reflecting these vectors about the y-axis under Ly =

(
−1 0
0 1

)
, we get

x′ =

(
−1
0

)
and y′ =

(
−1
0

)
.These vectors are obviously still linearly

independent, but not fuzzy linearly independent, because for a = 0, b ̸=
0, we have:

µ(ax′ + by′) = µ(0

(
−1
0

)
+ b

(
0
1

)
) = µ

(
0
b

)
= 1 ̸= 0 = 0

∧
1 =

µ(ax′)
∧
µ(by′)
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Which shows that these vectors are not fuzzy linearly independent.

Example 2.6. Let (R2, µ), where µ : V → [0, 1] and the vectors x and
y are all defined as in Example 2.1. Again, these vectors are clearly
linearly independent, as well as fuzzy linearly independent. Applying

a shear Hk =

(
1 k
0 1

)
, k ̸= 0,to these vectors, we get x′ =

(
1
0

)
and

y′ =

(
k
1

)
.These vectors are obviously still linearly independent, but

not fuzzy linearly independent, because for a ̸= 0, b = −a
k
, we have:

µ(ax′ + by′) = µ(a

(
1
0

)
− a

k

(
k
1

)
= µ

(
0
−a
k

)
= 1 ̸= 0 = 0

∧
0 =

µ(ax′)
∧
µ(by′)

Which shows that these vectors are not fuzzy linearly independent.

Example 2.7. Let (R2, µ), where µ : V → [0, 1] and the vectors x and
y are all defined as in Example 2.1. Again, these vectors are clearly
linearly independent, as well as fuzzy linearly independent. Applying

a scale Sc,d =

(
c 0
0 d

)
, c, d > 0,to these vectors, we get x′ =

(
c
0

)
and

y′ =

(
0
d

)
. These vectors are obviously still linearly independent, but

not fuzzy linearly independent, because for a = 0, b ̸= 0, we have:

µ(ax′ + by′) = µ(0

(
c
0

)
+ b

(
0
d

)
) = µ

(
0
bd

)
= 1 ̸= 0 = 0

∧
1 =

µ(ax′)
∧
µ(by′)

Which shows that these vectors are not fuzzy linearly independent.
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Abstract. The paper describes some basic properties of adjointable
operator and φ- morphisms on orthonormal basis for Hilbert C∗-
modules. Moreover by minimal projection property of orthonormal
basis for Hilbert C∗-modules, we obtain some results.

1. Introduction.

A (left) pre-Hilbert C*-module over a C*-algebra A is a left A-
module X equipped with an A-valued inner product ⟨·, ·⟩ : X × X →
A , (x, y) 7→ ⟨x, y⟩, which is A-linear in the first variable x (and
conjugate-linear in y) and has the properties for all x, y in X and
a in A:

⟨x, y⟩ = ⟨y, x⟩∗, ⟨ax, y⟩ = a⟨x, y⟩,

⟨x, x⟩ ≥ 0 with equality only when x = 0.

A pre-HilbertA-module X is called a Hilbert A-module if X is a Banach
space with respect to the norm ∥x∥ = ∥⟨x, x⟩∥1/2. As well as its scalar-
valued norm ∥ . ∥, an inner-product A-module X has an A-valued

norm | . |, given by |x| = ⟨x, x⟩ 1
2 . Notice that the norm on X makes X

into a normed A-module.

2010 Mathematics Subject Classification. Primary 46C50; Secondary 46L08.
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Suppose that X is a Hilbert A-module and Y is a closed submodule
of X . We say that Y is an orthogonality complemented if X = Y⊕Y⊥,
where Y⊥ := {y ∈ X : ⟨x, y⟩ = 0 for all x ∈ Y} denotes the orthogonal
complement of Y in X . The reader is referred to [3, 4] and the references
cited therein for more details.

Suppose that X and Y are Hilbert A-modules. Then L(X ,Y) is the
set of all maps T : X → Y for which there is a map T ∗ : Y → X such
that ⟨Tx, y⟩ = ⟨x, T ∗y⟩ for each x ∈ X , y ∈ Y . It is known that any
element T in L(X ,Y) must be a bounded linear operator, which is also
A-linear in the sense that T (xa) = (Tx)a for x ∈ X and a ∈ A. we
use the notations L(X ) in place of L(X ,X ).

If A is a C∗-algebra, then A itself is a Hilbert A-module if we define
⟨a, b⟩ = ab∗ for each a, b ∈ A. Given elements x, y ∈ X we define
Θx,y : X → X by Θx,y(z) = ⟨z, y⟩x for each z ∈ X , then Θx,y ∈ B(X ),
with (Θx,y)

∗ = Θy,x. The closure of the span of {Θx,y : x, y ∈ X} in
B(X ) is denoted by K(X ), and elements from this set will be called
A-compact operators.

We denote by ⟨X ,X⟩ the closed linear span of all elements in the un-
derlying C∗-algebra A of the form ⟨x, y⟩, x, y ∈ X . Obviously, ⟨X ,X⟩
is an ideal in A and X is said to be a full A-module if ⟨X ,X⟩ = A.

2. Orthonormal bases in Hilbert C*-modules.

In this section we like to admit behavior adjointable operator and φ-
morphism on orthonormal basis for Hilbert C∗-modules.

The concept of an orthonormal basis of a Hilbert C∗−module is in-
troduced by D. Bakic, B. Guljas in [1]. The system of vectors {εi}i∈I in
a Hilbert C∗-module X over a C∗-algebra A is said to be an orthonor-
mal basis for X if it satisfies the following conditions:
(1) pi = ⟨εi, εi⟩ is a minimal projection such that piApi = Cpi for
every i ∈ I,
(2) ⟨εi, εj⟩ = 0 for all i, j ∈ I, i ̸= j,
(3) {εi}i∈I generates a dense submodule of X .
If {εi}i∈I is an orthonormal basis for X then immediately, the previous
definition implies that if x ∈ X satisfies pi = ⟨x, x⟩ for some projection
(not necessarily minimal) pi ∈ A, then ⟨pix−x, pix−x⟩ = 0 so pix = x.
In particular, the same is true for all basic vectors in X .

Theorem 2.1. (see [1, Theorem 1.]) Let X be a Hilbert A-module and
let {εi}i∈I be an orthonormal system in X . The following statements
are mutually equivalent:

(i) {εi}i∈I is an orthonormal basis for X .
(ii) x =

∑
i∈I⟨x, εi⟩εi .
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(iii) ⟨x, x⟩ =
∑

i∈I⟨x, εi⟩⟨εi, x⟩.
(iv) ⟨x, y⟩ =

∑
i∈I⟨x, εi⟩⟨εi, y⟩.

for each x, y ∈ X .

Proposition 2.2. Suppose X and Y be Hilbert A-module and T ∈
L(X ,Y) be surjective. If {εi}i∈I is an orthonormal basis for X and
{νj}j∈J is an orthonormal basis for Y then for each x ∈ X ,

T (x) =
∑
j∈J

∑
i∈I

⟨x, εi⟩⟨εi, T ∗(νj)⟩νj =
∑
i∈I

∑
j∈J

⟨x, εi⟩⟨εi, T ∗(νj)⟩νj

Theorem 2.3. Suppose X and Y are Hilbert A-modules and T ∈
L(X ,Y) has a closed range and T ∗ is surjective. If X be full Hilbert
A-module then Y is too.

Lemma 2.4. If X be Hilbert A-module {εi}i∈I is an orthonormal basis
for X . Then

∑
i∈I Θεi,εi is identity operator in L(X ).

Theorem 2.5. Let A be a unital commutative C∗-algebra and be Hilbert
C∗-module over itself. If {εi}i∈I is an orthonormal basis for A. Then∑

i∈I pi = 1.

Definition 2.6. Let X be a Hilbert C∗-module over A, and I an ideal
in A The associated ideal submodule XI is defined by

XI = [IX ] = [{bx : x ∈ X , b ∈ I}].
(the closed linear span of the action of I on X ).

Clearly, XI is a closed submodule of X . It can be also regarded as
a Hilbert C∗-module over I.
Lemma 2.7. (see [2, Proposition 1.3])Let X be a Hilbert A-module,
I an ideal in A, and XI the associated ideal submodule. Then

XI = {x ∈ X : ⟨x, x⟩ ∈ I} = {x ∈ X : ⟨x, v⟩ ∈ I, ∀v ∈ X}.
If X is full, then XI is full as a Hilbert I-module.

Theorem 2.8. Suppose X is a Hilbert A-module, {εi}i∈I be an or-
thonormal base for X , and I be an ideal of A. If ⟨εi, εi⟩ ∈ I for all
i ∈ I, then X = XI.
Moreover if X is full, then I contain approximate unite of A.

Lemma 2.9. (see [2, Proposition 1.2]) Let X be a Hilbert A-module,
and I an ideal in A. Then

XI = IX = {bx : x ∈ X , b ∈ I}.
Theorem 2.10. Suppose X is a Hilbert A-module, {εi}i∈I be an or-
thonormal base for X , and I be an ideal of A. If ⟨εi, εi⟩ ∈ I for all
i ∈ I, then IE is dense in X .
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3. Morphism on Orthonormal bases.

In this section we like admit result in φ- morphisms in this case that
X is a Hilbert A- module with orthonormal bases.

Definition 3.1. Let X and Y be Hilbert C∗-modules over C∗-algebras
A and B , respectively. Let φ : A → B be a morphism of C∗-algebras.
A map Φ : X → Y is said to be a φ-morphism of Hilbert C∗-modules
if ⟨Φ(x),Φ(y)⟩ = φ(⟨x, y⟩) for all x, y ∈ X .

It is also easy to show that each φ-morphism is necessarily a linear
operator and a module map in the sense Φ(ax) = φ(a)Φ(x), for all
a ∈ A, x ∈ X .

Theorem 3.2. Let A and B are C∗-algebras, and X be Hilbert A-
module with orthonormal basis {εi}i∈I and Y be Hilbert B-module and
Φ : X → Y be a surjective φ-morphism. Then {Φ(εi)}i∈I is an or-
thonormal basis for Y.

Theorem 3.3. Let A, B are C∗-algebras, φ : A → B be a ∗-morphism,
X be left Hilbert A and B modules with orthonormal basis {εi}i∈I , and
Φ : X → X . If ⟨Φ(x), εi⟩ = φ(⟨x, εi⟩) for all x ∈ X . Then Φ is φ-
morphism.

Corollary 3.4. Let A, B are C∗-algebras, φ : A → B be a ∗-morphism,
X be left Hilbert A and B modules with orthonormal basis {εi}i∈I , and
Φ : X → X . If ⟨Φ(x), εi⟩ = φ(⟨x, εi⟩) for all x ∈ X . Then Φ(x) =∑

i∈I⟨Φ(x), εi⟩Φ(εi).

Theorem 3.5. Let A and B be C∗-algebras, and X be full Hilbert A-
module and Y be Hilbert B- module and Φ : X → Y be φ−morphism,
then there exists sequence {xi} in X such that

∑∞
i=1 |Φ(axi)|2 =| φ(a) |2

for some a ∈ A.
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Abstract. In this note we establish a general method for the de-
composition of vector spaces by considering relatively prime poly-
nomials instead of irreducible ones.

1. Introduction

Let H be a Hilbert space. In [3] we introduce a kind of closed
subsets D ⊆ H ⊕ H for any Hilbert space H, which has also a kind
of maximality and for which every h ∈ H has a unique representation
h = x − y for some (x, y) ∈ D. Then as a consequence we prove the
standard decomposition of the Hilbert spaces. In this study a general
method for the decomposition of vector spaces is given which is based
on the decomposition of polynomials. Let F be a field and T be a
linear operator defined on the finite dimensional F vector space V .
Let χ be a polynomial in F [x] such that χ(T ) = 0 and χ = pr11 ...p

rk
k

where pi(i = 1, ..., k) are relatively prime polynomials of F [x] and ri
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are positive integers. Let Wi = kerpi(T )
ri for i = 1, ..., k, then it is

shown that V =W1 ⊕ ...⊕Wk.

Theorem 1.1. [1] Let V be a F vector space, then there exist n ∈ Nand
some linear subspaces Vi(1 ≤ i ≤ n) such that V = ⊕n

i=1Vi if and only if
there exist linear operators pi : V → V (1 ≤ i ≤ n) such that pi ◦ pj = 0
for i ̸= j and

∑n
i=1 pi = idV . Moreover Vi = Impi(1 ≤ i ≤ n).

2. Main results

Theorem 2.1. Let V be a nonzero finite dimensional vector space over
the field F . Let T : V → V be a linear operator, and χ ∈ F [x] be a
polynomial with coefficient in F , such that χ(T ) = 0. Let

χ = pl11 ...p
lk
k l1, ..., lk ∈ N

for relatively prime polynomials p1, ..., pk ∈ F [x] and

Wi = kerpi(T )
li(1 ≤ i ≤ k)

then V = ⊕k
i=1Wi.

Proof. The theorem is clear for k = 1. Let k ≥ 2 and qi =
χ

p
li
i

=
∏

j ̸=i p
lj
j

for i = 1, ..., k. There are a1, ..., ak ∈ F [x] such that a1q1+...+akqk = 1.
Let ri = aiqi(1 ≤ i ≤ k) then r1 + ... + rk = 1 and consequently
r1(T ) + ...+ rk(T ) = idV . Since

rirj = aiajqiqj = aiajp
li
i p

lj
j

∏
m̸=i,j

p2lmm

we have ri(T )rj(T ) = 0 for i ̸= j. Therefore according to the Theorem
1.1 we have V = ⊕k

i=1Imri(T ).
Now we show that Imri(T ) = kerpi(T )

li for 1 ≤ i ≤ k. Since plii qi = χ
and ri = aiqi we have pi(T )

liri(T ) = ai(T )χ(T ) = 0 and Imri(T ) ⊆
kerpi(T )

li . Moreover it can be easily seen that rj(T ) = aj(T )qj(T ) =
aj(T )

∏
i ̸=j pi(T )

li , therefore

kerpi(T )
li ⊆

∩
j ̸=i

kerrj(T ) ⊆ ker
∑
j ̸=i

rj(T )

= ker(idV − ri(T )) = Imri(T )

□
with the above notations,

Definition 2.2. The subspaces Wi(1 ≤ i ≤ k), are called the T pri-
mary components of V under χ.
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Theorem 2.3. If χ = pl11 ...p
lk
k , κ = pm1l1

1 ...pmklkk , li,mi ∈ N(1 ≤ i ≤ k)
for relatively prime polynomials pi and T : V → V be a linear operator
such that χ(T ) = 0, then the T primary components of V under χ and
κ are same.

Proof. let Wi = kerpi(T )
li and Ui = kerpi(T )

mili , then Wi ⊆ Ui for
(1 ≤ i ≤ k) and ⊕k

i=1Wi = ⊕k
i=1Ui by Theorem 2.1, therefore Wi = Ui

for (1 ≤ i ≤ k). □
Theorem 2.4. Let V be a nonzero finite dimensional F vector space
and T : V → V be a linear operator. Define

I = {χ | χ ∈ F [x], χ(T ) = 0}
Then I is finitely generated ideal of F [x].

Proof. Let mT be the minimal monic polynomial of T . Obviously mT

is unique and mT | χ for any χ ∈ I, so I =< mT >. □
The polynomial χ as in the Theorem 2.1 exists, since it can be the

characteristic or minimal polynomial of T over F . If T, S ∈ L(V, V )
are two linear operator, then T ◦ S and S ◦ T have exactly the same
characteristic polynomial [2]. Note that the annihilation of T ◦ S by
the polynomial χ does not implies the annihilation of S ◦T by the same
polynomial. In fact

Example 2.5. let S(x, y, z) = (z, z, 0), T (x, y, z) = (z, z, z) then T ◦
S = 0 and S ◦ T = S therefore χ(T ◦ S) = 0 for χ(x) = 0 but
χ(S ◦ T ) ̸= 0.

Theorem 2.6. Let V be a nonzero F finite dimensional vector space,
then the linear operator T : V → V is diagonalizable iff there exists
a natural number k and some distinct values λ1, ..., λk ∈ F such that
χ(x) = (x− λ1)...(x− λk) annihilates T .

Proof. If there exists distinct values λ1, ..., λk such that χ(x) = (x −
λ1)...(x − λk) annihilates T , then V is a direct sum of the subspaces
Wi = ker(T − λiidV ) by Theorem 2.1. But if 0 ̸= x ∈ Wi then
T (x) = λix and x is an eigenvector corresponding to the eigenvalue
λi, now the union of the bases of W1, ...,Wk is a basis β for V , and T
is diagonalizable. Conversely let V has a basis of eigenvectors of T and
λ1, ..., λk ∈ F are its distinct eigenvalues and χ(x) = (x−λ1)...(x−λk).
Obviously χ(T ) annihilates the elements of β and therefore χ(T )(x) = 0
for all x ∈ V , thus χ(T ) = 0. □
Theorem 2.7. Let V be a nonzero finite dimensional F vector space,
f, g : V → V are diagonalizable linear operators, then there exists a
basis for V consists of eigenvalues of both f and g iff f ◦ g = g ◦ f .
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Proof. Let βV = {v1, ..., vn} be a basis of V such that each vi is an
eigenvector of both f and g. Therefore there exists λi, µi ∈ F such
that f(vi) = λivi for (1 ≤ i ≤ n), moreover

f ◦ g(vi) = f(µivi) = µif(vi) = µiλivi = λiµivi

= λig(vi) = g(λivi) = g ◦ f(vi)
Conversely let f ◦ g = g ◦ f , since f is diagonalizable there exists
some distinct values λ1, ..., λk and f annihilator polynomial χ(x) =
(x− λ1)...(x− λk) such that V = ⊕n

i=1Wi for Wi = ker(f − λiidV ). If
vi ∈ Wi then

f ◦ g(vi) = g ◦ f(vi) = g(λivi) = λig(vi)

ThusWi is a g-invariant subspace of V . Let gi = g |Wi
be the restriction

of g to Wi, since g is diagonalizable so is gi by Theorem 2.6, and there
exists a basis Bi of eigenvectors of gi inWi. But any eigenvector of gi is
an eigenvector of g and any element of Wi is an eigenvector of f , thus
B = ∪ki=1Bi is a basis for V consists of eigenvectors of f and g. □
Corollary 2.8. Let A,B are two diagonalizable n× n matrices. Then
they are simultaneously diagonizable if and only if AB = BA.
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Abstract. This paper concerns some modifications and general-
izations of previous results, related to constructing uniformly min-
imum variance unbiased (UMVU) estimators for general variance
function of some Natural Exponential Families (NEF’s). Some il-
lustrating examples are provided for this result.

1. Introduction

Let L be a linear vector space with finite dimension, and L∗ be
its dual and let L∗ × L −→ ℜ : (θ,x) 7−→< θ,x > be the duality
bracket. If µ is a positive Radon measure on L, we denote the Laplace
transform of µ by

Lµ(θ) =

∫
ℜn

exp < θ, µ > µ(dx) ≤ +∞

The interior of convex set D(µ) = {θ ∈ L∗, Lµ(θ) < ∞} is denoted by
θ(µ). We denote by ML, the set of all measures µ such that θ(µ) is
not empty and it is not concentrated on affine hyperplane of the space.
kµ(θ) := logLµ(θ) for all θ ∈ θ(µ) is called cumulate function of µ.
The set F = F (µ) = {P (θ, µ)(dx) := exp[< θ, µ > −kµ(θ)]µ(dx)}

2010 Mathematics Subject Classification. Primary 60H10; Secondary 37M10
62G32 .

Key words and phrases. General variance, Cumulant, Natural exponential fam-
ily, G0−orbit, Laplace transform, Simple quadratic variance function, Simple cubic
variance function.
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is called natural exponential family generated by µ. Since µ is in
ML, kµ is strictly convex and real analytic on θ(µ) .If we define x

⊗
y

as the product matrix and ℜd as a space with finite dimension, we
have kµ(θ) =

∫
ℜd XP (θ, µ)µ(dx). Thus k′µ(θ) : θ(µ) 7−→ MF is a dif-

feomorphism called the mean domain of F. Let ψµ : MF −→ θ(µ) be
its inverse function , and for M in MF , P (M, F ) = P (ψµ(M), µ). Then
VF (M), the covariance operator of P (M, F ), is:

VF (M) = k′′µ(ψµ(M)) = (ψ′
µ(M))−1

If we wish to consider a natural exponential family (NEF), first
we need to estimate its variance covariance matrix. One solution is
estimating the general variance (i.e determinant of variance covariance
matrix). This has been considered in several papers such as [5]. Let
F = {P (M, F );M ∈ MF} be a natural exponential family on ℜd and
VF (M) denote the covariance operator of the probability distribution
P (M, F ). Function M −→ VF (M) is called the variance function and
detVF (M) is general variance. Unbiased estimators with uniformly
minimum variance of general variance have been described in [2, 3].
In section 2, we shall extend a result in [4] to multivariate case. This
finding determines a relation between variance covariance matrix of two
NEF’s. Using this result and a result in [1], finally we find two new
simple Cubic NEF’s and their UMVUE of general variances on ℜd.

2. Cubic NEF’s

If µ in MF is concentrated on ℵd, the NEF generated by µ is in-
stigated as Multivariate NEF concentrated on ℵd. We could exemplify
this type of NEF by

fµ(z) =
∑
k∈ℵd

µ(k)zk (2.1)

where µ(dx) =
∑

k∈ℵd µ(k)δk(dx) Clearly µ is in MF if R(µ) > 0,
where R(µ) > 0 is a vector that is the radius of convergence of the
entire (2.1). Perceptibly, if µ is in MF then θ(µ) = (−∞, [R(µ)]1) ×
...× (−∞, [R(µ)]d) where (−∞, [R(µ)]1) is the ith component of R(µ)
we have:

log fµ(e
θ)∀θ ∈ θ(µ)

p(log z, µ)(dx) =
∑
k∈ℵd

µkz
k

fµ(z)
δk(dx)

if 0 < zi < [R(µ)]i. We need to mention some more notations and
definitions here. Suppose that U∗ is an open set on ℜd that contain
0. We say that f : U∗ 7→ ℜ is an analytic function if and only if
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f(z) =
∑

n∈ℵd fnz
n, where fn is [zn]f(z) i.e. the coefficient of zn in

f(z) when expanded.
Now, we generalize the result in [4] to the multivariate case. This

may well be used in constructing new multivariate NEF’s .

Theorem 2.1. Let p > 0 , gµ(z) =
∑

n∈ℵd gnz
n with radius of conver-

gence R(f) > 0 on ℜd. Suppose
(i) gn ≥ 0 for all i ∈ ℵd, g0 > 0, g1 > 0 and |J(z)| > 0.
(ii) µn = [zn][(g(z)n+p|J(z)|)] ≥ 0 where [zn][g] is the nth coefficient of
xn when we expand g.
Let F and F1 be the NEF generated by µ =

∑
n∈ℵd µnδn And ν =∑

n∈ℵd gnδn respectively. Then, if MF1 = D2 and MF = D3 where D2 =
(0, b′1)× ...× (0, b′d) is an open set in ℜd, and D3 = (0, b1)× ...× (0, bd)
where bi = ∞ if b′i ≥ 1 and bi = pb′i/(1−b′i) if 0 < b′i < 1. Furthermore,

VF (M) = diag[
(M+ p)3

p2
]VF1(

M

M+ p
).

Proof. Since µ0 = (gµ)
p|J(.)| > 0, µ1 = [z][gp + 1(.)|J(.)|] =

(p+1)(gp1(.)|J(.)|+
∂|J(.)|
∂z

g(.)) ≥ (p+1)gp1|J(.)| > 0. Thus, since kµ(θ) =

log gµ(e
θ), θ(µ) = Dx = (−∞, R(µ))d. Thus, k′µ(θ) = [eθi

∂gµ
∂θi

(eθ)]/gµ(e
θ)

and thereforeMF = (0, b1)×...×(0, bd) where bi = limZi→∞
∂gµ(eθ)

∂Zi

1
gµ(eZ)

×
diag[eZ ] where Z = (Z1, ..., Zd).
Let ψ1 and ψ be the primitives of M 7→ diag[M][VF (M)]−1 and M 7→
[VF (M)]−1 on D3 respectively. Obviously we have

exp(ψ1)(M) =
∑
n ϵ ℵd

µn exp(nψ)

for M ϵ D3 Now put w = exp(ψ(M)) and define h as in (??), then by
corollary 3.2 we have

goh(w) = [w]−1h(w) = exp(
ψ1(M)

p
)

h(w) = [w].exp(
ψ1(M)

p
)) = [expψ(M)] exp(

ψ1(M)

p
) (2.2)

where [w]−1 = [w−1
1 , ..., w−1

d ] and [w]w′ = [w1w
′
1, ..., wdw

′
d]. Thus, we

obtain

g(exp[ψ(M) +
ψ1(M)

p
]) = exp(

ψ1(M)

p
)

400



MOHSEN REZAPOUR

Differentiating with respect to mi we obtain

∂

mi

g(exp[ψ(M) +
ψ1(M)

p
]) = exp(−ψ(M))(

mi

m+p
)

Since ∂
mi
g(.) ≥ 0, g is increasing in mi on (0, R(g)) and its inverse g−1

is defined on
(g(0), g(R(g)))

Therefore, we have

[
M

M+ p
] exp(ψ(M)) = (g′og−1)(exp

ψ1(M)

p
)

Let us define φ : D∗ → ℜn where

φ(z) = g′og−1(z).[g−1].[z]−1 ∀z ∈ D∗

Since φ is the combination of two one to one function, w → g′(w).[w]
[g(w)]−1 and z → g−1(z) therefore φ to be invertible. Now suppose
G : D ×D → ℜn to be the reciprocal of φ. So we could write

G([
mi

mi + p
]) = exp

ψ1(M)

p

Since kµg(θ) = log gµ(e
θ) and

∂kµg
∂θi

= mi we have θ = log((g−1oG)(m))
and therefore we have

[G(m)]−1G′(m) = diag[M][VF1(M)]−1

The remaining part is proved as in [4].
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Abstract. In this paper, we present a matrix method to solve in-
finite boundary integro-differential equations (IBI-DE) of the sec-
ond kind with degenerate kernel in terms of Laguerre polynomials.
Properties of these polynomials and operational matrix of integra-
tion are first presented.

1. Introduction

The integral equation is called infinite boundary integro-differential
equation if one or both of it’s limits are improper. Many problems of
theoretical physics, electromagnetics, scattering problems, boundary
integral equations [1, 2] leads to (IBI-DE) of the second kind of the
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Key words and phrases. Infinite boundary integro-differential equations, La-
guerre polynomials, operational matrix.
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form {
u′(x)− (ϑ u)(x) = f(x),
u(0) = u0,

(1.1)

where

(ϑ u)(x) := λ

∫ ∞

0

e−tk(x, t)u(t)dt, 0 ≤ x, t <∞.

In Eq. (1.1), λ is parameter and f(x) is continuous function and the
kernel k(x, t) might has singularity in the regionD = {(x, t) : 0 ≤ x, t <
∞}, and u(x) is the unknown function which to be determined. Many
researchers have developed the approximate method to solve infinite
boundary integral equation using Galerkin and collocation methods
with Laguerre and Hermite polynomials as a bases function [3, 4]. But
for Eq. (1.1), work have been not done.
Definition 1.1. The Laguerre polynomials of nth-degree are defined
on the interval [0,∞) as [4]:

Ln(x) =
1

n!
ex∂nx (x

ne−x), n = 0, 1, ....

1.1. Function Approximation. A function f(x) ∈ L2[0,∞) defined
over [0,∞) may be represented by the Laguerre polynomials series as
follows:

f(x) =
∞∑
i=0

fiLi(x). (1.2)

If the infinite series in (1.2) is truncated up to term n, then (1.2) can
be written as

f(x) ≃
n∑
i=0

fiLi(x) = F TLx, (1.3)

where f0, f1, · · · , fn are arbitrary coefficients, F and Lx are (n+1)× 1
vectors given by F = [f0, f1, . . . , fn]

T and Lx = [L0(x), L1(x), . . . , Ln(x)]
T .

But F T can be obtained by

F T < Lx, Lx >=< f, Lx >,

where

< f,Lx >=

∫ ∞

0

w(x)f(x)LTx dx = [< f, L0 >, · · · < f, Ln >],

where w(x) is the weight function e−x, and < Lx, Lx > is a (n + 1) ×
(n + 1) matrix which is said the dual matrix of Lx denoted by Q and
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will be introduced in the following. Therefore

Q =< Lx, Lx >=

∫ ∞

0

e−xLxL
T
x dx, (1.4)

then

F T = {
∫ ∞

0

w(x)f(x)LTx dx}Q−1.

Similarly, a function of two variables, k(x, t) ∈ L2([0,∞)× [0,∞)) may
be approximated as follows:

k(x, t) ∼=
n∑
i=0

n∑
j=0

ki,jLi(x)Lj(t) = LTxKLt,

where K is a (n+ 1)× (n+ 1) matrix and we can see

K = Q−1 < Lx, < k(x, t), Lt >> Q−1.

1.2. Operational matrix of integration. The main objective of this
subsection is to find the integration of the Laguerre vector Lx defined
in Eq. (1.3).

Theorem 1.1. Let Lx be the Laguerre vector then∫ x

0

Ltdt ≃ PLx,

where P is the (n + 1) × (n + 1) operational matrix for integration as
follows:

P =


Ω(0, 0) Ω(0, 1) Ω(0, 2) · · · Ω(0, n)
Ω(1, 0) Ω(1, 1) Ω(1, 2) · · · Ω(1, n)

...
...

...
. . .

...
Ω(n, 0) Ω(n, 1) Ω(n, 2) · · · Ω(n, n)

 ,
where

Ω(i, j) =
i∑

k=0

j∑
r=0

(−1)k+ri!j!Γ(k + r + 2)

(i− k)!(j − r)!(k + 1)!k!(r!)2
.

2. Main results

In this section, we consider (IBI-DE) of the second kind in (1.1)
and approximate to solution by means of finite Laguerre series defined
in (2.1). The aim is to find Laguerre coefficients, we approximate
functions f(x), k(x, t) and u′(x) with respect to Laguerre polynomials
(basis) by the way mentioned in before section as follows:

f(x) ∼= F TLx, u
′(x) ∼= C ′TLx, u(0) = CT

0 Lx, k(x, t)
∼= LTxKLt.
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Then we have the following linear system of algebraic equations:

(I − λKP T )C ′ = F + λKC0.

We can find the vector C ′, so

CT = C ′TP + CT
0 =⇒ u(x) ≃ CTLx. (2.1)

Example 2.1. consider the following infinite boundary integro-differential
equation of second kind:{

u′(x) = 3x2 + sin(x)− 1
2
(4 + cos(x)) +

∫∞
0
e−tsin(x− t)u(t)dt,

u(0) = 1,
(2.2)

and the exact solution is u(x) = x3 − 2x+ 1.
Next, we simplify to obtain
c′0
c′1
c′2
c′3

 =


309/389 −6/3389 34/389 40/389
−68/389 345/3389 −10/389 34/389
−28/389 −41/3389 362/389 14/389
6/389 −19/3389 −22/389 386/389




17/4
−25/2
43/8
−3/8

 .
The solution of this equation is

c′0 = 4, c′1 = −12, c′2 = 6, c′3 = 0.

By substituting the obtained coefficients in (2.1) the solution of (2.2)
becomes

u(x) ≃ 5L0(x)− 16L1 + 18L2(x)− 6L3(x) = x3 − 2x+ 1 (2.3)

which is the exact solution. Also, if we choose n ≥ 4, we get the
same approximate solution as obtained in equation (2.3).
Corollary: If the exact solution to equation (1.1) be a polynomial,
then the proposed method will obtain in the real solution.
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Abstract. In this work we will discuss the solution of convection-
diffusion partial differential equations with Neumann’s boundary
conditions by using the collocation method with quintic B-splines.we
discretize the time derivative with Crank Nicolson scheme and han-
dle spatial derivatives with quantic B-splines. The implementation
of algorithm for this method is very easy and economical. The
accuracy of the numerical solutions indicates that the presented
method is well suited for convection-diffusion equations with Neu-
mann’s boundary conditions.
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1. Introduction

In this paper, we consider the numerical solution of the following one
dimensional convection-diffusion Equation [2]

∂u

∂t
+ ε

∂u

∂x
= γ

∂2u

∂x2
, 0 ≤ x ≤ L , 0 ≤ t ≤ T (1.1)

with initial condition

u(x, 0) = φ(x)

and Neumann’s boundary conditions are as follows :(
∂u

∂x

)
(0,t)

= g0(t) ,

(
∂u

∂x

)
(L,t)

= g1(t)

(
∂2u

∂x2

)
(0,t)

= p0(t) ,

(
∂2u

∂x2

)
(L,t)

= p1(t) , t ∈ [0, T ]

where the parameter γ is the viscosity coefficient and ε is the phase
speed and both are assumed to be positive. φ, g0 and g1 are known
functions of sufficient smoothness. The convection-diffusion problems
arise in many important applications in science and engineering such
as fluid motion, heat transfer, astrophysics, oceanography, meteorol-
ogy, semiconductors, hydraulics, pollutant and sediment transport, and
chemical engineering.
In quintic B-splines collocation method the approximate solution can
be written as a linear combination of quintic B-splines basis functions
for the approximation space under consideration.
We consider a mesh

0 = x0 < x1, · · · , xN−1 < xN = L

as a uniform partition of the solution domain 0 ≤ x ≤ L by the knots

xj with h = xj+1 − xj =
L

N
, j = 0, 1, · · · , N − 1 Our numerical

treatment for solving equation (1.1) using the collocation method with
quintic B-splines is to find an approximate solution UN(x, t) to the
exact solution u(x, t) in the form:

UN(x, t) =
N+2∑
j=−2

αj(t) ·Bj(x)

Where αj(t) are unknown time dependent quantities to be determined
from the boundary conditions and Collocation from the differential
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equation. The quintic B-splines Bj(x) at the knots is given by [3]

Bj(x) =
1

h5



(x− xi−3)
5

x ∈ [xi−3, xi−2)

(x− xi−3)
5 − 6(x− xi−2)

5

x ∈ [xi−2, xi−1)

(x− xi−3)
5 − 6(x− xi−2)

5 + 15(x− xi−1)
5

x ∈ [xi−1, xi)

(xi+3 − x)5 − 6(xi+2 − x)5 + 15(xi+1 − x)5

x ∈ [xi, xi+1)

(xi+3 − x)5 − 6(xi+2 − x)5

x ∈ [xi+1, xi+2)

(xi+3 − x)5

x ∈ [xi+2, xi+3)

0 O.W

2. Main results

To gain insight into the performance of the presented method, a
numerical example is given in this section with L2 and L∞ errors.

Example 2.1. We consider the following equation [1]

∂u

∂t
+ ε

∂u

∂x
= γ

∂2u

∂x2
, 0 ≤ x ≤ 1 , 0 ≤ t ≤ 5

With the initial condition φ(x) = exp(αx) and boundary conditions
are (

∂u

∂x

)
(0,t)

= α exp(βt) ,

(
∂u

∂x

)
(1,t)

= α exp(α + βt)

(
∂2u

∂x2

)
(0,t)

= α2 exp(βt) ,

(
∂2u

∂x2

)
(L,t)

= α2 exp(α + βt) , t ∈ [0, 5]

In our computation,we take h = 0.1, T = 5, k = 0.01 .The results are
computed for different time levels.
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Table 1. ε = 0.1, γ = 0.02, α = 1.17712434446770,
β = −0.09

Times L2 L∞
0.2 1.5071e− 09 4.4740e− 09
0.4 2.9762e− 09 8.8216e− 09
0.6 1.3712e− 08 2.0855e− 08
0.8 2.7140e− 07 3.3157e− 07
1.0 2.0370e− 06 2.0370e− 06
2.0 1.2257e− 04 1.8490e− 04
3.0 4.6561e− 04 7.5580e− 04
4.0 8.6074e− 04 1.4453e− 03
5.0 1.1842e− 03 2.0235e− 03

Table 2. ε = 3.5, γ = 0.022, α = 0.02854797991928,
β = −0.0999

Times L2 L∞
0.2 1.6489e− 09 5.4572e− 09
0.4 3.2615e− 09 1.0806e− 08
0.6 4.8422e− 09 1.6048e− 08
0.8 6.3916e− 09 2.1187e− 08
1.0 7.9103e− 09 2.6225e− 08
2.0 1.5065e− 08 4.9956e− 08
3.0 2.1540e− 08 2.1540e− 08
4.0 2.7399e− 08 9.0863e− 08
5.0 3.2701e− 08 1.0845e− 07

References

1. R.C. Mittala and R.K. Jaina, Numerical solution of convection-diffusion equa-
tion using cubic B-splines collocation methods with Neumann’s boundary condi-
tions,Int. J. Comput. Math. 4 (2012), no.2, 115–127.

2. A. Mohebbi and M. Dehghan, High-order compact solution of the one-
dimensional heat and advection-diffusion equations, Appl.Math. Model. 34
(2010), 3071–3084.

3. S. I. Zaki,A quintic B-spline finite elements scheme for the KdVB equation,
Comput. Methods Appl. Mech. Engrg. 188 (2000), 121–134.

409



The Extended Abstracts of Posters
The 7th Seminar on Linear Algebra and its Applications

26-27th February 2014, Ferdowsi University of Mashhad, Iran

PROJECTIONS ON A LEFT QUATERNIONIC
HILBERT SPACE

M. FASHANDI1 AND E. SEPAHI2 ∗

Faculty of Mathematical Sciences, Ferdowsi University of Mashhad,
P. O. Box 1159, Mashhad 91775, Iran

1fashandi@um.ac.ir
2en−se562@stu-mail.um.ac.ir

Abstract. In this paper, we study projections on a quaternionic
Hilbert space and prove similar properties of projections on com-
plex Hilbert spaces in quaternionic vesion.

1. Introduction

Throughout this paper, H stands for the field of quaternions, i.e.
all elements of the form q = x0 + x1i + x2j + x3k, where x0, x1, x2
and x3 are real numbers, x0 is called real part of q and is denoted by
Re(q) and i, j, k are the so-called imaginary units with the following
multiplication rules:

i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, and ki = −ik = j.

As we see, multiplication is not commutative in H. The quaternionic
conjugate of q is defined by q = x0 − x1i − x2j − x3k, and |q| =√
qq =

√
x02 + x12 + x22 + x32 is the absolute value of q. For any two

quaternions q1 and q2, q1q2 = q2 q1. See [2] for more properties of
the quaternions.

2010 Mathematics Subject Classification. Primary 46E22, 47B07.
Key words and phrases. Quaternionic Hilbert space, bounded left linear opera-
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Let H be a linear vector space over the field of quaternions under
left scalar multiplication. In order to emphasis more on the left scalar
multiplication, a subspace of H is addressed as a left H-linear subspace.
A function ⟨., .⟩ : H× H −→ H, that satisfies the following properties:

(i) ⟨f, g⟩ = ⟨g, f⟩,
(ii) ⟨f, f⟩ > 0 unless f = 0,
(iii) ⟨f, g + h⟩ = ⟨f, g⟩+ ⟨f, h⟩,
(iv) ⟨qf, g⟩ = q⟨f, g⟩,

for all f, g, h ∈ H and q ∈ H, is called an inner product. The quater-
nionic norm of f ∈ H is defined by ∥f∥ =

√
⟨f, f⟩ and satisfies all

properties of a norm including Cauchy-Schwartz inequality (see [2],
Proposition 2.2) and the parallelogram law:

∥f + g∥2 + ∥f − g∥2 = 2(∥f∥2 + ∥g∥2), f, g ∈ H. (1.1)

If (H, ∥.∥) is a Hilbert space, then it is called a “left quaternionic Hilbert
space”. Most of the properties of complex Hilbert spaces are valid in left
quaternionic Hilbert spaces, such as the Riesz representation theorem
(see [5]). In fact, if h : H −→ H is a left linear functional on a left
quaternionic Hilbert space H, then there is a unique vector x′ ∈ H such
that ∥ h ∥=∥ x′ ∥ and h(x) = ⟨x, x′⟩. By left linearity, we mean that,
for p ∈ H and x, y ∈ H, h(px+ y) = ph(x)+ h(y), and boundedness is
eaquivalent to finiteness of

∥h∥ := sup{|h(x)|, ∥x∥ = 1, x ∈ H}.

In a similar manner, one can define a left linear operator T : H −→ H,
a bounded left linear operator and its norm. The set of all bounded
left linear operators on H, that will be denoted by B(H) throughout
this paper, is a complete normed space (see [2, Proposition 2.11] for
properties of B(H)). The adjoint of T ∈ B(H), is the unique opera-
tor T ∗ ∈ B(H), such that, for all f, g ∈ H, ⟨Tf, g⟩ = ⟨f, T ∗g⟩. We
refer the interested reader to [2, Theorem 2.15 and Remark 2.16] for
all properties of the adjunction including ∥T∥ = ∥T ∗∥. It is worth-
while to note that, the adjoint operation is not an involution on B(H),
as (qT )∗ ̸= qT ∗ for a non-real q ∈ H. For the information of curi-
ous readers, Ghiloni et al. [2] considered a quaternionic construction
for involution and Banach C∗-algebra and proved that B(H) with the
adjoint operation is a quaternionic two-sided Banach C∗-algebra with
unity ([2], Theorem 3.4).

In the next section, we will study projections on a left quaternionic
Hilbet space and seek properties to them, similar to those on complex
Hilbert spaces.
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2. Orthogonal Projections and Projections

In this section, we aim to investigate properties of projections on a
left quaternionic Hilbert space. We confess that we pursue sections 2
and 4 of chapter I and section 3 of chapter II of [1] to extend results
in complex case to the quaternionic one. We remind that the familiar
concepts of convexity and orthogonality are the same as in any vector
space and inner product space, respectively.

The quaternionic version of [3, Proposition 2.2.1] is proved similarly
by the parallelogram law (1.1).

Theorem 2.1. If K is a non-empty closed convex subset of a left
quaternionic Hilbert space H and h ∈ H, then there is a unique h0 ∈ K
such that

(i) ∥h− h0∥ = inf{∥h− k∥ : k ∈ K},
(ii) Re⟨h0, h− h0⟩ ≥ Re⟨f, h− h0⟩, f ∈ K.

The next theorem is also proved as its complex version (see for in-
stance the proof of [4, Lemma 3.3-2]).

Theorem 2.2. LetM be a closed left H-linear subspace of a left quater-
nionic Hilbert space H, h ∈ H and h0 be the unique element of M such
that ∥h− h0∥ = inf{∥h− k∥ : k ∈ K}. Then h− h0 ⊥M . Conversely,
if h0 ∈M and h− h0 ⊥M , then ∥h− h0∥ = inf{∥h− k∥ : k ∈ K}.
In the following theorem, we summarize properties of PM , the orthog-
onal projection of H onto a left H-linear subspace M of H.

Theorem 2.3. For a closed left H-linear subspace M of H and h ∈ H,
let PMh be the unique point in M such that h− PMh ⊥M . Then

(i) PM is a left linear operator on H,
(ii) ∥PMh∥ ≤ ∥h∥ for every h ∈ H,
(iii) P 2

M = PM ,
(iv) kerPM =M⊥ and RanPM = M.

For a subset A of H, let ⟨A⟩ denote the set of all finite left H-linear
combinations of elements of A. The closure of ⟨A⟩ is denoted by ∨A
and is called the closed left H-linear span of A. It is easy to see that
both ⟨A⟩ and ∨A are left H-linear subspaces of H. Also ∨A is the
smallest closed left H-linear subspaces of H that contains A.

Proposition 2.4. For an orthonormal set {e1, ..., en} in H, let M =
∨{e1, ..., en} and PM be the orthogonal projection of H onto M , then
for all h ∈ H,

PMh =
n∑
k=1

⟨h, ek⟩ek.
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Corollary 2.5. Bessel’s Inequality. If {en}n∈N is an orthonormal
set in H and h ∈ H, then

+∞∑
n=1

|⟨h, en⟩| ⩽ ∥h∥2.

According to [2, Propositions 2.5 and 2.6], a left quaternionic Hilbert
space admits an orthonormal basis and all such bases have the same
cardinality.

A left linear operator E ∈ B(H) that satisfies E2 = E is called an
idempotent. An idempotent P for which kerP = (RanP)⊥ is said to
be a projection.

Proposition 2.6. E is an idempotent if and only if I −E is an idem-
potent, in this case, RanE = ker(I − E) and kerE = Ran(I − E)
and both RanE and kerE, are H-left linear subspaces of H and so
H = RanE⊕ ker E.

Following the proof of [1, Proposition 3.3], with slight modification,
we obtain the same results for the quaternionic case.

Proposition 2.7. For a non-zero idempotent E on H, the following
are equivalent:

(i) E is a projection.
(ii) E is the orthogonal projection of H onto RanE.
(iii) ∥E∥ = 1.
(iv) E is self-adjoint, i.e. E∗ = E,
(v) E is normal, i.e. E∗E = EE∗,
(vi) ⟨Eh, h⟩ ≥ 0 for all h ∈ H.

During this paper, we have studied properties of few kinds of left
linear operators on a left quaternionic Hilbert sapce. The properties
were similar to their corresponding ones in complex setting. Although,
continuing the study to the spectral theory of such operators, drastic
changes will happen, which needs more challenges [2, Section 4].

References

1. J. B. Conway, A course in functional analysis, Springer, New York, 1990.
2. R. Ghiloni, V. Moretti and A. Perotti, Continuous slice functional calculus in

quaternionic Hilbert spaces, Rev. Math. Phys. 25 (2013), 1350006.
3. Richard V. Kadison and John R. Ringrose, Fundamentals of the theory of oper-

ator algebras, 1, Amer. Math. Soc., New York, 1997.
4. Erwin Kreyszig, Introductory functional analysis with applications, John Wiley

& Sons, New York, 1978.
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Abstract. The current paper studies the division of a polynomial
of degree n by a polynomial of degree m in the Lagrange basis
and finding the quotient and remainder directly without changing
the basis. The algorithms proceed by setting up systems of linear
equations for the coefficients of the quotient and remainder. Then
solutions are computed by using LU factorization method.

1. Introducing the System

Basic operations for polynomials represented in bases other than
the usual power basis are being intensely studied. Division of univari-
ate polynomials with respect to different bases has been widely stud-
ied. The idea of alternative bases is motivated by the desire to avoid
computational cost and numeric errors incurred by converting between
different polynomial bases [1]. Some well known polynomial division
algorithms can be implemented using triangular and Toeplitz matrix
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inversion, which mostly proceed by setting up systems of linear equa-
tions for the coefficients of the quotient and remainder. Then solutions
are computed by using SVD and LU factorization, respectively. (see
[2, 3, 4])

The purpose of this work is the division of a polynomial of degree
n by a polynomial of degree m in the Lagrange basis and finding the
quotient and remainder directly without changing the basis. Starting
from two polynomials F (x) a polynomial of degree n given on the nodes
X = {x0, · · · , xn}, (the dividend) and nonzero polynomial G(x) of
degree m, given on the same nodes (the divisor), produces the quotient
Q(x) and remainder R(x) of degrees n − m and m − 1, respectively,
such that

F (x) = G(x)Q(x) +R(x). (1.1)

Finding the coefficient of Q(x) and R(x) leads to the system of linear
equations:



g0 1
. . .

. . .

gn 1

W0,1 . . . W0,n+1 0 . . . 0
...

...
...

...
Wm−1,1 . . . Wm−1,n+1 0 . . . 0

0 . . . 0 W0,1 . . . W0,n+1

...
...

...
...

0 . . . 0 Wn−m,1 . . . Wn−m,n+1





q0
...
qn

r0

...

rn



=



f0
...
fn

0

...

0



,

(1.2)
in terms of 2n+ 2 unknowns q0, qq, · · · , qn, r0, r1, · · · , rn, where

Wk,j = (−1)kwj−1S
k
j−1, k = 0, · · · ,max{n−m,m−1}, j = 1, · · · , n+1,

(1.3)
and Skj−1 is the ith order elementary symmetric function asso-
ciated with X = {x0, · · · , xn} − {xj−1}, and wj, j = 0, · · · , n are the
Barycentric weights of the Lagrange basis corresponding to xj.
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2. Solving the main system

In the matrix form, the system (1.2) can be presented in the matrix
form: (

G I
M N

)
︸ ︷︷ ︸

C

(
Q
R

)
=

(
F
0

)
, (2.1)

where C is a (2n+2)×(2n+2) block matrix, consists of (n+1)×(n+1)
matrices G, I,M,N, presented in (1.2). We are now in a position to
solve the linear system (2.1) for the quotient and remainder Q = [qi]

n
i=0

and R = [ri]
n
i=0, and the right-hand vector is of size 2n + 2 in which

the first (n + 1) elements are F = [fi]
n
i=0. There exist several linear

algebraic approaches for solving the system (1.2) without converting
from Lagrange basis to the monomial basis, and they can have widely
varying computational complexity. Since LU factors of the block coef-
ficient matrix of the system (2.1) are structured, easy and cheap to find
(which is shown in [3]) we first discuss the solvability of the system by
LU method, then we plan to find the best possible symbolic-numeric
method.

We plan to use the LU decomposition of the matrix C in (2.1) for
solving the system. According to Maple results, the LU factorization
of the coefficient matrix can be presented in the block form, as follows:

L =

(
I 0
T V

)
, U =

(
G I
0 V ′

)
, (2.2)

where G is a (n+1)× (n+1) diagonal matrix of diagonal elements gi,
I is the identity matrix of (n + 1) × (n + 1), and in what follows, we
present the (n + 1) × (n + 1) matrices T , V and V ′ in terms of Wk,j

introduced in (1.3).
In the matrix T(n+1)×(n+1), the first m rows are the nonzero rows,

and can be presented as T =
∑m

i=1

∑n+1
j=1

Wi−1,j

gj−1
Ei,j.

To proceed in depth, we almost only concentrate on the special case
n = 4 and m = 1 for presenting V and V ′. The matrix V is a lower
triangular matrix which can be shown as follows:

Vi,j =


1, i = j = 1

−g0Wi−2,1

W0,1
i = 2, · · · , 5, j = 1

χj−1
i−2,j,j−1

χj−1
j−2,j,j−1

, i = 2, · · · , 5, j = 2, · · · , 5

(2.3)
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where the values of χ are recursively defined as:

χ
(1)
i,j,k =Wi,j −

g0W0,jWi,j−k

gj−1W0,j−k
,

χ
(2)
i,j,k =χ

(1)
i,j,k −

χ
(1)
0,j,1χ

(1)
i,2,1

χ
(1)
0,2,1

,

χ
(3)
i,j,k =χ

(2)
i,j,k −

χ
(2)
1,j,3χ

(2)
i,3,2

χ
(2)
1,3,2

,

(2.4)

and the matrix V ′ is an upper triangular matrix:

V ′
i,j =



χ
(1)
i,j,k =

−Wi−1,j

gj−1
, i = 1, j = 1, · · · , 5

χ
(2)
i,j,k =Wi−2+k,j − g0Wi−2+k,1

gj−1
i = 2, j = 2, · · · , 5, k = 0

χ
(3)
i,j,k = χ

∗(2)
i,j,k −

χ
∗(2)
i,i−1,kχ

2
i,j,0

χ2
i,i−1,0

i = 3, j = 3, · · · , 5, k = 1

χ
(n)
i,j,k = χ

(n−1)
i,j,k − χ

(n−1)
i,i−1,kχ

(n−1)
i,j,0

χ
(n−1)
i,i−1,0

, i = 4, j = 4, 5, k = 1, n = 4, 5

(2.5)

where χ
∗(2)
i,j,k = W1,j − g0W1,1Wi−2+k,j

W0,1gj−1
. The matrix for other m and n can

be calculated in the same way.
Finally, applying the LU decomposition method leads to the solution

of the system (1.2). These results strengthen the motivation for exam-
ining algorithms for polynomial division. The similar discussion can be
done directly in different bases, including the monomial basis, the La-
grange basis, the orthogonal bases, the Newton basis, the Pochhammer
basis and the Bernstein basis.
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Abstract. We propose a new direct method to solve linear sys-
tems. This method is based on the Sherman-Morrison formula and
uses a finite iterative formula. If the coefficient matrix of linear sys-
tem be a diagonally dominant or positive definite matrix, then this
method can be actually carried out.

1. Introduction

Numerical linear algebra is a fundamental tool in several approxi-
mation techniques of many different fields. We present a novel method
for linear system solution, based on Sherman-Morrison formula. The
Sherman-Morrison formula and the corresponding generalization given
by the Sherman-Morrison-Woodburry formula have been used in sev-
eral applications, such as, the solution of special linear systems, the
solution of linear systems arising in mathematical, ... [2].
Let N be a positive integer. Let A ∈ µR(N,N) and b ∈ RN that
µR(N,N) is the space of real matrices having N rows and N columns
and RN is the N -dimensional real Euclidean space. We always suppose
that A is a nonsingular matrix, that is det(A) ̸= 0, and we consider the
linear system

Ax = b (1.1)

2010 Mathematics Subject Classification. Primary 47A55; Secondary 39B52,
34K20, 39B82.
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Let x = x∗be the solution of (1.1).
The Sherman-Morrison formula, that gives the inverse of a rank-one
perturbation of a matrix from the knowledge of unperturbed inverse
matrix is given as folowing:
givenB ∈ µR(N,N), u, v ∈ RN , such that det(B) ̸= 0, det(B+uvt) ̸= 0,
we have

(B + uvt)−1 = B−1 − B−1uvtB−1

1 + vtB−1u

see [3, p .25] for detailes.

1.1. The numeical method. An arbitrary matrix A can be always
expressed as sum of a given A0 and M rank-one matrices, that is

A = A0 + u1v
t
1 + u2v

t
2 + ...+ uMv

t
M (1.2)

where uj, vj, j = 1, 2, ...,M . Then nember M depends on A, A0, and
on uj, vj, j = 1, 2, ...,M , however, we can always choose M ≤ N [4].

Remark 1.1. Let A ∈ µR(N,N) be a given matrix having diag-
onal entries different from zero. Then (1.2) can be always given by:
A0 = diag(A), that is, the diagonal matrix with diagonal entries of A,
M = N , and, for j=1,2,...,N, uj equal to jth column of matrix A−A0,

and vj = ej, that is the jth element of the canonical basis of R
N
, i.e.

ej(j) = 1, j ̸= k, and ej(k) = 0, if j ∈ 1, ..., N [4].

Let us consider the coefficient matrix A in (1.1) expressed as in
(1.2). For l = 0, 1, ...,M , let Al = A0 + u1v

t
1 + ... + ulv

t
l ∈ µR(N,N),

x = xl ∈ RN be the solution of Alx = b, and for k = l + 1, ...,M ,
y = yl,k ∈ RN be the solution of Aly = uk. When l = M vector xl is
the solution of (1.1), more over for each l > 0, we have, Al = Al−1+ulv

t
l ,

so from the Sherman-Morrison formula, we obtain following algorithm.

Algorithm1.1. Given nonsingular matrices A,A0 ∈ µR(N,N), and
given vector uj, vj ∈ RN , j = 1, 2, ...,M , such that (1.2) holds, compute
the approximate solution x = xM ∈ RN of linear system (1.1) as the
result following steps:
(i) compute the solution x = x0 ∈ RN of A0x = b;
(ii) if M > 0, then for k = 1, 2, ...,M , compute the solution y = y0,k ∈
RN of A0y = uk, go to step (iii), otherwise go to step (v);
(iii) for l = 1, 2, ...,M − 1 compute:

419



THE SOLUTION OF POSITIVE DEFINITE OR DIAGONLLY DOMINANT SYSTEMS

xl = xl−1 −
vtlxl−1

1 + vtlyl−1,l

yl−1,l

yl,k = yl−1,k −
vtlyl−1,k

1 + vtlyl−1,l

yl−1,l, k = l + 1, l + 2, ...,M

(iv) compute:

xM = xM−1 −
vtMxM−1

1 + vtMyM−1,M

yM−1,M

(v) stop.

2. Main results

We have a breakdown of the algorithm when 1 + vtlyl−1,l = 0 for
some l = 1, 2, ...,M , So that condition 1 + vtlyl−1,l ̸= 0 ,l = 1, 2, ...,M
is necessary to assure that proposed algorithm can be actually carried
out [4]. Following this thought we have:

Theorem 2.1. Let Al ∈ µR(N,N), l = 0, 1, ...,M − 1 be nonsingular
matrices computed by proposed algorithm can be actually carried out,
and for vector xM ∈ RN computed by this algorithm, we have xM = x∗.

Proof. See [4]. □
From the Sherman-Morrison-Woodbury formula, by denoting with

U, V ∈ µR(N,N), the matrices having columns ul, vl ∈ RN , l =
1, 2, ...,M , respectively, we have A = A0 + UV t and for the solution of
(1.1), we have

x∗ = A−1
0 b+ A−1

0 U(IM + V tA−1
0 U)−1V tA−1

0 b (2.1)

that IM is the M-dimensional unique matix [4]. Then, by attention to
(2.1), we have following remark.
Remark 2.1. Algorithm 1.1 can be see as LU decomposition [1, p.
174] of matrix IM + V tA−1

0 U appearing in (2.1) [4].
From Theorem 1.1, and Remark 2.1, we obtain following corollary.
Corollary. Let A ∈ µR(N,N) be a diagonally dominant matrix or
a positive definite matrix. Let A0 ∈ µR(N,N), and ul, vl ∈ RN , l =
1, 2, ...,M be chosen according to Remark1.1. Then proposed algorithm
can be actually carried out, and we have xM = x∗.

Proof. See [4]. □
2.1. Numerical result. We show some results obtained from an ex-
ample with the method proposed in this paper. Consider following
example
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Example 2.2. Let

A =

3 1 1
1 3 1
1 1 3


and

b =

55
5


Matrix A is a diagonally dominant matrix, but A is symetric, there-

fore, A is a positive definite matrix, see [1, p .32 ]. Then, by proposed
algorithm, the relative error is almost zero.

We believe that the proposed method can be a very interesting tool,
however further investigations need to be considered.
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